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Abstract

The main aim of the present thesis is to demonstrate the efficient quantum memories for light employing coherent processes in rare-earth-ion-doped crystals.

Rare-earth (RE) ions between lanthanum, with atomic number 57, and lutetium, with atomic number 71, have a partly filled 4f shell, which is spatially inside the full shells 5s, 5p, and 6s. Therefore, 4f-4f transitions are shielded from environmental noise. Less noise means longer lifetime and coherence times and, when the crystals are cooled down to \( \sim 4 \) K, these can be \( \sim 8 \) orders of magnitude longer than what is typical for electronic transitions in solids. In quantum information processing, we are looking for physical systems which are isolated from the environment and consequently have good coherence properties. The long coherence time of both optical and spin transitions, is the main attraction of rare-earth ions for quantum information processing.

In the present thesis, we map a quantum state of light employing a 4f-4f transition of praseodymium doped in yttrium silicate. We mainly employed the ensemble approach and the atomic frequency comb (AFC) protocol for quantum memory demonstrations. Among several parameters that define quantum memory performance, we mostly focused on quantum memory efficiency. The overall memory efficiency is simply defined as the energy of the pulse recalled from the memory divided by the energy of the pulse sent in for storage in the memory.

To maximize quantum memory efficiency, most protocols require high optical depth, \( \alpha L \). This is a limitation for materials with rather good coherence properties but low optical depth. In the research described in the present thesis, we combined the use of a low finesse cavity and the ensemble approach and designed an impedance-match cavity to obtain the advantages of both approaches and thereby to implement an efficient quantum interface in a weakly absorbing solid-state medium. Based on the cavity configuration, we obtained 56\% storage and retrieval efficiency, which is the highest storage and retrieval efficiency based on the AFC protocol reported in the research so far.
In the present thesis, we demonstrated a narrow-band (~2 MHz) spectral filter with a >30 dB intensity absorption/transmission ratio, which is based on the large (6 orders of magnitude) ratio between the inhomogeneous and homogeneous broadening of Pr$^{3+}$ : Y$_2$SiO$_5$. Slow-light effects due to the strong dispersion created by the spectral filter improved the suppression of the filter by also utilizing the time domain. As an application, we detected weak diffuse light shifted by ultrasound from the carrier ~2 MHz, after a 9 cm thick biological tissue.

The coupling between light and matter is directly related to the relative direction of the light polarization and transition dipole moment of atoms. I developed a simulation program that was able to investigate the polarization direction and ellipticity of polarization of optical radiation propagating through the crystal. This might open up new opportunities for the investigation of interesting physics regarding propagation effects and for the improvement of spectral engineering of RE ions in the future.

In order to deal with the sharp homogeneous transitions of the RE ions, the frequency of our dye laser was stabilized against a highly stabilized Fabry-Pérot cavity using the Pound-Drever-Hall locking scheme.
Have you ever looked at a flame dancing in the air and asked yourself what a flame really is? For instance, what happens when we burn firewood (matter) and thus change it to light and heat (energy). Simply speaking, when you ask such questions you are wondering about two physical quantities, light and matter. Clearly many over the history of time have thought about the interaction between light and matter, and some have thought more in depth in order to understand the basic phenomenon related to this interaction. One approach is to analyze the building blocks of light and matter. In physics, a quantum is regarded as the minimum amount of any physical entity involved in an interaction. For instance, the photon is introduced as a single quantum of light, and is referred to as a “light quantum”. The photon is one of the key quantities that we are dealing with in the present thesis.

The speed of light \( c \approx 300,000 \text{ km/s} \), in the famous equation of mass-energy equivalence \( E = mc^2 \), is considered as the maximum speed at which all energy, matter, and information in the universe can travel. In the research described in the present thesis, we are trying to control and store the fastest quantity in the physical world, the photon, in matter and release an identical photon after some on-demand time. A device with this capability is called a quantum memory for light and this thesis describes an investigation towards developing such quantum memories. There are several applications for a component with the possibility to store a light quantum and retrieve it on-demand. One application which has attracted a great deal of attention recently is quantum cryptography.

Cryptography is a technique that enables secure communication in the presence of third parties. In simple words, cryptography can be described as the conversion of information from a readable state to apparent nonsense. Afterwards, the encrypted message is sent to the intended recipient and the decoding technique needed to recover the original information is shared only with the intended recipients. Therefore, the sender precludes unwanted persons from understanding the secret message. In ancient cryptography, many different practical methods already existed for encoding secret mes-
sages. Modern cryptography employs mathematics, computer science, and electrical engineering to encrypt messages and is applied, for example, with ATM cards, computer passwords, and electronic commerce. The more complicated cryptographic algorithms of today are more difficult to break down but fundamentally it is not impossible to do so.

Lately, it has been realized that nature offers a property within the quantum world for data encryption which is fundamentally impossible to break by a third party. This impossibility to break information coded by quantum cryptography comes from a property of nature, not from the computational ability or intelligence. The special property, ensuring fully secure information encryption, is called entanglement and it could be an important resource for the 21st century.

To somewhat understand entanglement, let us consider a source which emits a pair of particles such that one particle goes to the right and the other one leaves the source to the left. This means that these particles have opposite momenta. Therefore, if one finds the first particle in the upper right corner, it can be predicted that the second particle is in the lower left corner. This illustrates that there is a correlation between the behavior of the two particles and the results of the measurements performed on such pairs. In a similar way, we can prepare two entangled photons and, for instance, transfer one to the moon and keep one at earth. Surprisingly, however, experiments have shown that the photon on the moon will be instantaneously affected by changes carried out on the earth photon. (Note that the effect occurs instantaneously although the earth-moon distance is on average about 380,000 km. Therefore light, as the fastest quantity in the world, can travel this distance in about a second.) This instantaneous effect, which Einstein called “spooky action at a distance”, can be used to enable a sender and receiver to share secret information because whenever a third party tries to extract information from such a connection, the sender and receiver will be able to detect the presence of an eavesdropper.

Quantum cryptography has been demonstrated for distances below ~170 km using commercial equipment. The losses in optical fibers prevent the distance from being extended significantly beyond this limit. In the classical world, the problem of losses in communication channels is solved by adding amplification stages, but this approach does not work in the quantum world because of the inherent noise sensitivity of quantum states. To overcome this difficulty, a protocol is proposed to employ quantum memories to extend the communication channels. A large part of the present thesis has been devoted for developing memories that can store and recall entangled photon and thus enable long distance quantum cryptography.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFC</td>
<td>Atomic Frequency Comb</td>
</tr>
<tr>
<td>CRIB</td>
<td>Controlled Reversible Inhomogeneous Broadening</td>
</tr>
<tr>
<td>CQED</td>
<td>Cavity Quantum Electrodynamics</td>
</tr>
<tr>
<td>DDS</td>
<td>Direct Digital Synthesizer</td>
</tr>
<tr>
<td>EIT</td>
<td>Electromagnetic Induced Transparency</td>
</tr>
<tr>
<td>EOM</td>
<td>Electro-Optical Modulator</td>
</tr>
<tr>
<td>FID</td>
<td>Free Induction Decay</td>
</tr>
<tr>
<td>FPD</td>
<td>Free Polarization Decay</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>GEM</td>
<td>Gradient Echo Memory</td>
</tr>
<tr>
<td>HYPER</td>
<td>HYbrid Photon Echo Rephasing</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>PBS</td>
<td>Polarization Beam Splitter</td>
</tr>
<tr>
<td>PD</td>
<td>Photo Diode</td>
</tr>
<tr>
<td>PDH</td>
<td>Pound-Drever-Hall frequency locking</td>
</tr>
<tr>
<td>PSHB</td>
<td>Persistent Spectral Hole Burning</td>
</tr>
<tr>
<td>QIP</td>
<td>Quantum Information Processing</td>
</tr>
<tr>
<td>RASE</td>
<td>Rephased Amplified Spontaneous Emission</td>
</tr>
<tr>
<td>RE ions</td>
<td>Rare-Earth ions</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>ROSE</td>
<td>Revival Of Silenced Echo</td>
</tr>
<tr>
<td>RWA</td>
<td>Rotating Wave Approximation</td>
</tr>
<tr>
<td>UOT</td>
<td>Ultrasound Optical Tomography</td>
</tr>
<tr>
<td>ZEFOZ</td>
<td>ZEro First Order Zeeman</td>
</tr>
</tbody>
</table>
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The laws that govern the behavior of the smallest components of our universe, such as fundamental particles, atoms and molecules, are described by “quantum physics”. In the quantum world, in contrast to the world of classical physics, things can be in two places at once or can even be two things at once and have many other (from our classical world point of view) strange properties. In the late 20th century, scientists in the area of information science began thinking about how to take advantage of the strange properties described by quantum mechanics. They proposed that understanding the rules of the quantum world could aid us with tasks which are not possible to perform in the world as described by classical physics. One such task was the unconditionally secure transmission of information. In addition, in 1994 Peter Shor proposed an algorithm with possibility to perform prime number factorization in exponentially fewer steps than classical algorithms [1]. Further, Lov K. Grover suggested a search algorithm that would offer a quadratic improvement over the best classical algorithm [2].

In addition to the unique opportunities of quantum information mentioned above, there are many other reasons to push towards increasing our understanding of quantum information. As a first reason, we know that the reduction of the size of transistors is key for improvement of classical computer performance [3]. If transistors become much smaller, however, the strange effects of quantum mechanics will begin to strongly affect their performance. It would therefore seem that these effects could present a fundamental limit to our classical computer technology and we need to be prepared to move towards quantum computers. A second reason is that, according to Landauer’s principle [4], erasing a single bit of information is equivalent to energy dissipation, and this dissipated energy will be converted to heat. We know quantum computer operations are reversible while some classical operations are not.
Reversibility of an operation means we are not erasing any information during the operation. No loss in information processing means no energy dissipation. Therefore, moving towards quantum information could be an important issue from the energy consumption point of view.

In quantum information processing, a qubit as a unit of quantum information, the quantum analogue of the classical bit, represents a two-state quantum system. A qubit should have the ability to represent a quantum state which is either at 0, 1 or at a superposition between 0 and 1. In classical computers, parallel computing is performed by having several processors linked together. As an analogy, in a quantum computer, a single quantum processor is able to perform multiple computations on its own by utilizing the fact that the qubit exists in a superposition state. Therefore, superposition could be considered as an important resource for quantum computing. Let us move on from a single qubit to a multi-qubit regime and suppose that these qubits are correlated. By employing multi-correlated-qubits, we can take advantage of another resource granted by nature, called entanglement.

Quantum information could be encoded on a stationary qubit such as an atom or a flying qubit such as a photon or even sometimes in superposition between both. Therefore, it appears that we need a quantum interface between light and matter with a possibility of dealing with superposition and entanglement properties.

The ability to map, store, and later retrieve quantum states of light from matter is an inherently very interesting topic from the point of view of basic science. The main objective of the present thesis is development of efficient storage media for light (at the quantum level). Such a device is called a quantum memory for light and it will be an important building block in quantum information processing (QIP) [5].

1.1 Quantum memories

Quantum memories are expected to become vital elements for future quantum communication [6] in quantum repeaters for long distance quantum key distribution [7, 8], although there have also been some proposals for quantum communication without the necessity of quantum memories [9]. Quantum computing (QC) is another target application for quantum memories, where they may improve gate operation time [10]. As a specific example, quantum memories are one of the most important components of quantum computing based on the linear optics QC scheme [11]. Other applications of quantum memories include Signal synchronization in optical quantum processing [12, 13], the implementation of a deterministic single-photon source [14], and precision measurements based on mapping of the quantum properties of an optical state.
onto atomic ensembles [15]. For most of the applications just mentioned, high performance will be required in terms of high efficiency [16, 17], on-demand long storage time [18, 19], multi-mode storage capacity [20, 21] and broad bandwidth [22].

So far several protocols in a variety of physical systems are proposed for quantum memory demonstration. Detailed quantum memory properties are discussed in Chapter 6.

1.2 Spectral engineering

The physical system used in the present thesis is based on rare-earth (RE) ions doped in a number of specific host crystals, although, in most experiments described, praseodymium doped in yttrium silicate (Y$_2$SiO$_5$) is used. The relatively long coherence time of RE ions, which is discussed in Chapter 2, is the main attraction of these materials. In addition, different RE ions inside the host crystal experience different fields from the environment, therefore the ensemble of ions will be inhomogeneously broadened. The combination of narrow homogeneous line-width (∼1 kHz for Pr$^{3+}$: Y$_2$SiO$_5$) and broad inhomogeneous broadening (∼5 GHz for Pr$^{3+}$: Y$_2$SiO$_5$) provide a possibility to spectrally engineer the absorption profile for specific applications. For such applications, a stable laser is required with a frequency line-width of the same order as the homogenous line-width (∼1 kHz for Pr$^{3+}$: Y$_2$SiO$_5$). Details about the coherent light source that we developed for this purpose are discussed in Chapter 4. In the present thesis, the inhomogeneous broadening of Pr$^{3+}$: Y$_2$SiO$_5$ is tailored for quantum memory application. In addition, a narrow-band spectral-temporal filter is demonstrated for application in biological tissue imaging in Paper IV.

1.3 Aims and outline of the thesis

Three general aims of the present research are stated below, along with reference to the papers describing the research:

(i) Improvement of the storage and retrieval efficiency of quantum memories. Investigation of improving the efficiency of quantum memories is the main aim of the research described in Paper I, Paper II, Paper V, and Paper VI.

(ii) Development of means to increase the storage time of quantum memories. The intention to create quantum memories with longer storage time is the reason for investigation in Paper III.

(iii) Exploring of new applications for spectral engineering in rare-earth-ion-doped crystals. A spectral-temporal filter is constructed for biological tissue imaging in Paper IV.
Detailed discussion of the scientific contributions are found in the peer-reviewed scientific articles fund at the end of the thesis. The purpose of the thesis chapters is to provide a more thorough understanding of the methods used.

The thesis chapters, and their connections to the papers are outlined below

**Chapter 2** The main physical resource for all experiments in the present thesis is based on employing rare-earth-ion-doped crystals. The properties of rare-earth-ion-doped crystal are discussed in this chapter.

**Chapter 3** Coherent manipulation of the interaction between light and matter is the main target of this chapter. Light is treated classically based on Maxwell’s equations, while matter is discussed quantum mechanically based on Bloch equations.

**Chapter 4** An overview of the experimental setup including the cavity assisted laser frequency stabilization setup is discussed in this chapter.

**Chapter 5** Understanding the properties of light polarization during propagating through a medium is the main topic in this chapter.

**Chapter 6** In this chapter, we discuss different aspects of quantum memory and also different proposals related to quantum memory demonstration.

**Chapter 7** We discuss the feasibility of engineering a narrowband (~ 2 MHz) spectral-temporal filter with sharp edges based on the properties of rare-earth ions. Improving the filtering process in the time domain is discussed based on taking advantage of the slow light effect. We employed the demonstrated spectral-temporal filter for biological tissue imaging based on the ultrasound optical tomography (UOT) technique.
Chapter 2

Rare-earth ions trapped in crystals

The discovery of rare-earth (RE) elements dates back to 1794 when Gadolin found a black metal mineral called Yttria in Ytterby (a village in the Swedish archipelago close to Stockholm), which was a mixture of several elements. In the early twentieth century, spectroscopic investigations of rare-earth (RE) compounds showed very sharp spectral lines, comparable to the spectra of single atoms or molecules. This meant that, compared to the other elements in the periodic table, the interaction between RE ions and their environment is fairly weak. Much later, investigations on RE elements led to the narrowest spectral lines ever observed in solids [23]. The sharp spectral lines originated from the shielding of the 4f electrons by the 5s, 5p and 6s electrons, (see Fig. 2.1). The order of filling of the electron shells is illustrated by the red arrows, and starts with the 1s\(^2\) orbital and ends at 5d\(^{10}\), where \(i\) and \(j\) denote the number of electrons in sub-shells 4f and 5d, respectively, for the lanthanides. From this schematic figure, it can clearly be seen that the 4f orbital is shielded by higher energy levels and the spatially outer-lying 5s, 5p and 6s shells.

The radial charge density, \(P^2(r)\), as a function of the radius, \(r\), for 4f, 5s, 5p, and 6s orbitals of \(Gd^+\) is shown more clearly in Fig. 2.2 [24]. Actually, we should bear in mind that the lowest-energy electrons are the 4f electrons, which are not the outermost electrons in this case. On the other hand, elements with 5d electrons should be less shielded and have broader spectral lines. In fact, the shielding effect decouples the 4f level from environmental noise, making the 4f level a good candidate for quantum manipulation.

The procedure of adding tiny amounts of RE ions to transparent crystals, ceramics, or glasses is called doping, and is used to produce the active medium for solid-state lasers. The same idea

---

**Figure 2.1.** Electron configuration of the lanthanides. The order of filling of the electron shells is shown by the red arrows, and starts with the 1\(^{st}\) energy level and ends at the 6\(^{th}\) energy level. For the lanthanides, the 4f shell is shielded by the 5s, 5p, and 6s electrons.
can be used employing different crystalline materials as hosts for RE ions to achieve a physical system for quantum computing and quantum information processing. Actually, RE ions trapped in crystals offer some advantages as a quantum computing material [25, 26] compared to other quantum computing schemes. The aim of this chapter is to introduce the different aspects of RE ions trapped in dielectric solids, particularly praseodymium doped in yttrium silicate (Pr$^{3+}$ : Y$_2$SiO$_5$).

The electron configuration in the ground state of an atom will minimize the energy of the whole atom. Following the Pauli exclusion principle (two identical electrons cannot occupy the same quantum state simultaneously) and Hund’s rule of maximum multiplicity (multiplicity is equal to the number of unpaired electrons plus one), electrons will fill up higher shells as the atomic number, Z, increases. To understand the spectra of any atomic structure, start with one-electron systems such as hydrogen and hydrogen-like atoms, where a single electron is circulating around a central field, and the eigenvalues are inversely proportional to the square of n (principal quantum number). To go further in the periodic table, the second step will be to include angular momentum, L, and the magnetic moment, $\mu_L$, of the orbital electron. Additionally, because of the spin properties of the electron, one should consider...
the spin angular momentum, $s$, and the associated magnetic moment, $\mu_s$, and, finally, the spin-orbit interaction. There are two main approximations for the spin-orbit interaction: LS coupling (Russell-Sunders approximation) and jj coupling. LS coupling is more valid for the outer shells of light elements, whereas jj coupling typically dominates for inner shells of heavy atoms [27]. However, a large number of atoms (some RE elements) follow an intermediate coupling scheme.

The work presented in this thesis is related to the interaction of light with RE ions, and it is therefore relevant to describe their energy level structure. The energy level structure of the $4f^n$ configuration of a typical RE ion ($R^{3+}$) doped in $LaF_3$ based on the free-ion and the crystal-field splitting approximation (see Eq. 2.2) has been calculated by Carnall et al. as shown in Fig. 2.3 [28]. Principal transitions for spectral hole burning and quantum information processing are shown in Fig. 2.3 by the solid green arrows, while the dashed red arrows show the commercially available solid state lasers based on RE materials.

### 2.1 Rare-earth ion interactions

Different host crystals such as $Y_3Al_5O_{12}$ (yttrium aluminum garnet, YAG), $Y_2SiO_5$ (yttrium silicate), and $La_2(WO_4)_3$ (tungstate) could slightly affect the properties of the RE ions but in most cases the effect of the free ion Hamiltonian ($\hat{H}_{FI}$) is more dominant than the crystal field Hamiltonian ($\hat{H}_{CF}$). The total Hamiltonian for the RE ions trapped in a crystal can be decomposed in the following way:

$$\hat{H} = \hat{H}_0 + \hat{H}_1(t) + \hat{H}_P \quad (2.1)$$

where $\hat{H}_0$ and $\hat{H}_1(t)$ are the time-invariant and time-dependent parts of the atomic Hamiltonian, respectively. The $\hat{H}_P$ term is related to the phonon interaction which can be eliminated by employing cryogenic temperatures for the crystal ($<4K$). The time-invariant part of the atomic Hamiltonian can be written as follows [29, 30]:

$$\hat{H}_0 = [\hat{H}_{FI} + \hat{H}_{CF}] + [\hat{H}_{HF} + \hat{H}_Q + \hat{H}_z] \quad (2.2)$$

where $\hat{H}_{FI}$ is the free-ion Hamiltonian, and $\hat{H}_{CF}$ is related to the crystal field. The remaining terms, which make smaller contributions, are $\hat{H}_{HF}$, which represents hyperfine coupling, ($\hat{H}_Q$ denotes the nuclear electric quadrupole interaction), and finally $\hat{H}_z$ is for both nuclear and electronic Zeeman interactions.
2.1 Rare-earth ion interactions

Figure 2.3. Energy level structure of $\text{R}^{3+}$ : $\text{LaF}_3$ based on calculated free-ion and crystal-field splitting [28]. The solid green arrows show principal transitions for spectral hole burning and quantum information processing, while the dashed red arrows show the commercially available solid state lasers.
The $\hat{H}_{FI}$ Hamiltonian, which is the dominating term in Eq. 2.2, corresponds to $\hat{H}_C$ and $\hat{H}_{SO}$ for the Coulomb interaction and the spin-orbit interaction of the 4f electrons. Based on the selected rare-earth, the Russell-Sanders approximation ($\hat{H}_C \gg \hat{H}_{SO}$), the jj coupling regime ($\hat{H}_C \ll \hat{H}_{SO}$), or an intermediate condition ($\hat{H}_C \approx \hat{H}_{SO}$) can be used [29].

Actually, the scale of crystal field splitting ($\approx 10^{12} \text{Hz}$) is smaller than that of the free-ion splitting ($\approx 10^{15} \text{Hz}$), while the hyperfine energy splitting ($\approx 10^6 - 10^9 \text{Hz}$) is even smaller, thus it would be a good approximation to employ perturbation theory to calculate crystal field splitting and hyperfine structures. The Zeeman term will be considered when applying a static magnetic field [29]. Following Eq. 2.1, the dynamic interactions can be listed as follows:

$$\hat{H}_1(t) = [\hat{H}_{SI}(t) + \hat{H}_{TLS}(t)] + [\hat{H}_{NQP}(t) + \hat{H}_{EFS}(t)] \quad (2.3)$$

where the energy shift of these interactions is in the range of kHz. Therefore, one can apply perturbation theory to estimate the effects of all these Hamiltonians. The terms in the first bracket are related to the intrinsic properties of the crystal, while those in the second are related to extrinsic properties such as the incident light. $\hat{H}_{SI}(t)$ represents the interaction of the RE ion with the host nuclear spin, while $\hat{H}_{TLS}(t)$ describes the interaction of the RE ion with the ensemble of the two-level system around the target ion. In the extrinsic part, $\hat{H}_{NQP}(t)$ represents non-equilibrium phonons, which are related to the non-thermally activated phonons. $\hat{H}_{EFS}(t)$, which can range from a few kHz to several GHz [26], arises from the excitation induced frequency shift from ion-ion interactions.

### 2.2 Hyperfine structure

Since the experiments presented in this thesis deal with hyperfine structure, it is worthwhile to describe the physics behind hyperfine structure. For a more detailed discussion the reader is referred to Refs. [27, 31]. Hyperfine structure is explained by the presence of nuclear magnetic and electric moments, interacting with the electronic shell. In the magnetic hyperfine structure, the interaction between nuclear spin angular momentum, $\mathbf{I}$, and electronic angular momentum, $\mathbf{J}$, will create a new angular momentum $\mathbf{F}$ and this gives the following eigenvalues for the Hamiltonian, which is $\hat{H}_{hfs} = a\mathbf{I}\cdot\mathbf{J}$:

$$E_{hfs} = \frac{a}{2}[F(F + 1) - I(I + 1) - J(J + 1)] \quad (2.4)$$

$$\Delta E_{hfs(F,F-1)} = aF \quad (2.5)$$
2.3 Dipole moment orientation

where $a$ is the magnetic dipole interaction constant, and $|I + J| \geq F \geq |I - J|$ [27]. The electric hyperfine structure is related to the deformation of the nucleus. This deformation is described by the electronic quadrupole moment, $Q$ (prolate:$Q > 0$; oblate $Q < 0$)[27]. In the case of no nuclear spin ($I$=0) there is no magnetic or electronic hyperfine structure. The magnetic interaction will be present for $I \geq 1/2$, whereas for the electronic hyperfine structure $I \geq 1$ and $J \geq 1$ must be satisfied. Any external magnetic field source could affect the hyperfine splitting. Actually, this “external knob” is very helpful in controlling the properties of predefined states as shown in Paper III. In that experiment, mostly weak external magnetic fields (leading to a Zeeman effect) were applied. The last and normally smallest splitting in the hyperfine levels is the result of isotopic effects, which depend on the variation in mass and volume of the nuclei in different isotopes.

The hyperfine structure of praseodymium (Pr), the main dopant studied in this thesis, must be investigated in more detail. The element Pr has only one naturally abundant isotope ($A = 141$). $^{141}$Pr has nuclear spin $I = 5/2$, and electric quadrupole moment $Q = -8 \times 10^{-26} \text{cm}^2$ [32]. In the absence of an external magnetic field, the second-order hyperfine and nuclear electric quadrupole interactions in a crystal-field singlet will split the lowest crystal field state of the $^3H_4$ ground state into three levels with $m_I = \pm 5/2, \pm 3/2$, and $\pm 1/2$. Since the crystal field is an important term as can be seen in the Hamiltonian in Eq. 2.2, the splitting of Pr hyperfine levels in Eq. 2.5 will be different in different host materials. For instance, two different host materials doped with Pr, have two different hyperfine structures for the $^3H_4 - ^1D_2$ transition, as shown in Fig. 2.4. Typically, RE materials are used to be doped in the solid state crystal as a trivalent ions such as $P^{3+}$, but divalent $P^{2+}$ ions are also used [29].

2.3 Dipole moment orientation

Yttrium silicate ($Y_2SiO_5$) was extensively employed as a host material for Pr ions in this work, belongs to the monoclinic crystal system, and the $C_{2h}^6(C2/c, number15)$ class based on the Schöenflies classification [33]. The monoclinic cell of ($Y_2SiO_5$) has the dimensions $a=10.410$ Å, $b=6.721$ Å, $c=12.490$ Å, and $\beta = 102.39^\circ$, where $\beta$ is the angle between $a$ and $c$, giving a unit-cell volume of $V = 853.51$ Å$^3$. The unit cell contains 16 $Y^{3+}$ ions, and the total $Y^{3+}$ density is $1.83 \times 10^{22} \text{cm}^{-3}$ [34, 35]. A RE ion, such as $Pr^{3+}$ (with a 1.82Å atomic radius) can be used as a dopant instead of $Y^{3+}$ ions (with a 1.8Å atomic radius) to achieve a naturally trapped ion quantum information system. Yttrium silicate is a biaxial, and has three principal axes of polarization, $D_1,D_2,$ and $b$ which are defined in Fig. 2.5 [36]. X-ray measurements have
enabled the exact determination of their directions with respect to the crystallographic axes \((a, b, c)\) as shown in Fig. 2.5.

Based on the dipole moment approximation, which is valid when the wavelength of the field is greater than the distance between the electrons and nuclei, the interaction Hamiltonian of any two-level system can be written as follows:

\[
\hat{H} = \mathbf{p} \cdot \mathbf{E}
\]  

(2.6)

where \(\mathbf{p}\) is the electrical dipole moment with components \(p_{ij} = \langle i | \mathbf{p} | j \rangle\), and \(\mathbf{E}\) is the optical electric field vector \([37]\). The diagonal elements of the dipole moment matrix represent the static dipole moment, while the off-diagonal terms represent transition dipole moments. Eq. 2.6 can be written using the Rabi frequency notation \((\Omega = \mathbf{p} \cdot \mathbf{E} / \hbar)\), which shows that the Rabi frequency is determined by the magnitude of the transition dipole moment and the optical field, and also by the projection of one onto the other. To reduce the complexity and make use of the advantages of having a single-Rabi frequency response, it is important to align the light polarization along one of the principal axes of the crystal.

The optical transition of any two-level system can be described by the energy difference between the two levels and a transition dipole moment. This is very simple for an individual ion, but to achieve the same simplicity in a crystalline environment, one needs to find a symmetrical direction in the crystal along which to align the incident \(\mathbf{E}\) vector such that all excited dipoles project identically onto it. An extensive study of all possible combinations of 32 point groups and the 230 space groups has been performed by Sun et al. \([38]\). This paper shows that there is at least one solution for all physically allowed combinations providing single Rabi frequency temporal behavior.

As we wish to maximize the interaction between the laser light and matter, and also want single-Rabi frequency behavior, it is important to know the symmetrical orientation of the doped ion transition dipole moment in relation to the three principal axes of polarization. The general symmetry consideration for a four transition dipole moment versus three principal axes of polarization for \(Y_2SiO_5\) is shown in Fig. 2.6. For site I in \(Pr^{3+}: Y_2SiO_5\), four transition dipole moments can be reduced to two as \(\theta = \pi / 2\) and \(\phi = \pi / 2 - 15.5^\circ\) according to the absorption measurement in table 7.6 of Ref. \([29]\). The actual transition dipole moment direction is shown in Fig. 2.7.

### 2.4 Homogeneous and Inhomogeneous line-widths

Generally, a spectral line-width originates from two main contributions: homogeneous and inhomogeneous line-width broadening.
2.4 Homogeneous and Inhomogeneous line-widths

Line-width broadening can take place in an optical transition or a transition between hyperfine states. The intrinsic properties of ions usually lead to homogeneous broadening while inhomogeneous broadening is caused by the extrinsic properties.

In order to obtain a pure homogeneous line-width, we should consider an isolated, non-interacting atom or ion. The homogeneous transition is the result of the broadening of the transition due to the finite lifetime of the excited state. The natural spectral width of an emission, $\Delta \nu_N$, due to the finite lifetime, $\tau$, of any excited dipole moment, is limited to $\frac{1}{2\pi\tau}$, due to the uncertainty principle between energy and time. From the classical point of view, a Fourier transform of an exponential decay (atomic dipole moment) with a finite lifetime $\tau$ will be a Lorentzian function with full width at half-maximum of $\Delta \nu = \frac{1}{2\pi\tau}$.

This ion transition lifetime can be affected by the ion-phonon interaction (single- or two-phonon interaction), the ion-ion interaction, or the ion spin-nuclear spin interaction [29]. Dynamic processes, such as those involving lattice phonons, and fluctuating nuclear or electron spins, are the phenomena mainly responsible for homogeneous line-width broadening. To suppress thermally induced phonons, the experiments described in this thesis were performed at cryogenic temperatures ($\sim 2$K). Spontaneous phonon emission dominates over thermally induced phonons in interactions at cryogenic temperatures [32].

Phenomenologically, there are two different decay times describing the decay ($T_1$) and decoherence ($T_2$) processes in atomic physics. The decay time $T_1$ (also called the longitudinal homogeneous lifetime) is mainly related to the population decay of the excited state, whereas the coherence time $T_2$ (the transverse homogeneous lifetime) is also related to the dephasing of the state. The distinction between population decay and dephasing will be discussed in Chapter 3 where the Bloch sphere concept is introduced. The homogeneous line-width, $\Gamma_h$, is associated to the phase memory or coherence time, $T_2$, through a time-frequency Fourier transform:

$$\Gamma_h = \frac{1}{\pi T_2}$$ (2.7)

Dephasing processes can originate from two different sources. As shown in Eq. 2.8, $T_2'$ represents pure homogeneous dephasing, where $T_2^*$ is the ensemble-averaged transverse dephasing time, which is related to the inhomogeneous effect [37].

$$\frac{1}{T_2} = \frac{1}{T_2'} + \frac{1}{T_2^*}$$ (2.8)

The decoherence time $T_2$, is limited by both spin-flip and dephasing processes, and can be much smaller than $T_1$, although its upper bound is $T_2 = 2T_1$. 

**Figure 2.7.** Transition dipole moment direction in site I of Pr$^{3+}$ : $Y_2SiO_5$. 
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Based on the calculation of the $Y^{3+}$ density in Section 2.3, if $Y_2SiO_5$ is doped with 0.05% $Pr^{3+}$, this will give about a million $Pr^{3+}$ ions in a $\mu m^3$ laser beam spot. The atoms in a group of identical atoms or ions, all with a defined homogeneous line-width, inside a solid-state crystal, will experience different environments (strain, local electric and magnetic fields). Therefore, the resonance frequency of these identical ions will show a slight Stark shift. Defects or disorder, which are unavoidable in crystal growth, will affect the environments of the ions differently. The atomic radius mismatch for instance between Y(180 pm), Pr(182 pm), Ce(181.5 pm), and Er(176 pm) is unavoidable, and increases the inhomogeneous line-width [39]. Inhomogeneous broadening can also arise due to the statistical distribution of isotopes of the host ions. The overall transition frequency distribution of all these ions, which experience different electric fields resulting from their crystalline environment, is called the inhomogeneous line-width. This effect has been employed in a quantum computing proposal [25, 26] to address millions of qubits within a $\mu m^3$ laser beam spot by selecting a specific (but arbitrary) frequency window. In the present work, inhomogeneous broadening was manipulated coherently, and collective emission from an atomic or ionic ensemble was employed to construct a quantum memory unit.

Let us now compare the size of homogeneous and inhomogeneous line-widths of different RE materials. One of the sharpest homogeneous line-widths is 50 Hz, found in $Er^{3+} : Y_2SiO_5$, [40] which is limited by the excited state lifetime (about 10 ms). One of the sharpest inhomogeneous line-widths is found in low doping concentration of $Nd^{3+} : YLiF_4$ with $\sim 10$ MHz inhomogeneous broadening in presence of an external magnetic field [41]. This sample contained about 1-10 ppm $Nd^{3+}$ ions. At the other end of the scale, 0.15% $Pr^{3+} : Sr_{0.6}Ba_{0.4}Nb_2O_6$ has a sub-GHz homogeneous line-width and 2.7 THz inhomogeneous line-width [42]. A very good survey of the key properties of selected RE activated optical materials has been presented by Thiel et al. [42].

Nonlinear spectroscopy [43, 44] has been employed using two main modes of operation (time and frequency) to distinguish between homogeneous and inhomogeneous contributions. The optical properties of some selected ions have been studied using frequency domain techniques. Such techniques include fluorescence line narrowing (FLN) [45], and spectral hole burning (SHB) [46]. In the other mode, pulses of light in the time domain were employed to investigate the coherence properties of the ion ensemble. Examples of time domain techniques include the photon echo technique [47], and optical free induction decay (FID) [48], which we will discuss it in Section 3.4.
2.5 Dephasing and Spectral Diffusion

Two main processes responsible for optical dephasing are phonon-ion interactions and spin-flips. Phonon-ion interactions can take place via direct (resonant) or indirect (Raman) processes. The contribution of direct processes to the homogeneous line-width ($\Gamma_h$), follows $(e^{\frac{\Delta g}{kT}} - 1)^{-1}$ where $\Delta g$ is the energy gap of the two level system and $T$ is the temperature. For energy level separations much larger than the phonon energy, the contribution of Raman processes is characterized by $\Gamma_h \sim T^{7/2}$ [29].

The RE ions will be affected via spin-spin interactions with the host ions. Any spin changes (spin-flips) of the surrounding ions will affect the optical dephasing time of the target RE ions through spin-spin interactions [29]. The dephasing behavior of the target RE ions will change with time, mainly due to the so called “frozen core” effect. According to this, the spin-flip perturbation of surrounding ions is different when the RE ion is in the ground state or an excited state [32].

The equivalent of the optical dephasing concept in the time domain is line-width broadening in the frequency domain. Therefore, the same mechanism that causes dephasing will create dynamic absorption line-width broadening, which is called spectral diffusion. Actually, electric and magnetic dipole interactions between the RE ions and its surroundings could be affected by the excitation pulse itself. Spectral broadening that depends on the laser pulse intensity is called instantaneous spectral diffusion (ISD). Spectral diffusion can be reduced by decreasing the doping density (i.e. increasing the ion-ion interaction distance), and by reducing the intensity of the excitation pulse. Further details are discussed in Ref. [29] and references therein.
In quantum information processing, quantum states are encoded in quantum bits, called qubits. Essentially, the qubit is a classical binary bit with an additional property called superposition, allowing information to be encoded in Hilbert space. Actually, quantum superposition is one of the fundamental principles of quantum mechanics. It means that a physical system (say, an atom) exists partly in all configurations of its properties (states) simultaneously; but, when measured, the result corresponds to only one of the possible configurations (states). From a mathematical point of view, any linear combination of solutions will also be a solution, since the Schrödinger equation is linear. Such solutions are often constrained to be orthogonal, such as the energy eigenstates of an electron in an atom. This property can be used to extract phase information from the atom. Another fundamental quantum resource is quantum entanglement. Quantum entanglement is actually a form of quantum superposition. Let us consider a source that emits a pair of particles in such a way that one particle goes to the right and the other goes to the left. These particles then have opposite momenta. Therefore, if one particle is found in the upper right corner, the other particle will probably be found in the lower left corner. This illustrates the correlation between the results of measurements performed on the two particles in such pairs. In quantum mechanics an entangled pair is defined in the following way:

\[
\frac{|0\rangle_1|1\rangle_2 + |1\rangle_1|0\rangle_2}{\sqrt{2}} \quad (3.1)
\]

A two-level atomic state could be a very good candidate for a stationary qubit, while a photon acting as a flying qubit is a good candidate for transferring a quantum state between two stationary qubits (atoms). Coherent quantum state mapping between stationary and flying qubits requires investigation of the coherent interaction between photons and atoms. Without losing the
generality of the problem, it is sufficient to treat light as a classical electromagnetic wave based on Maxwell’s equations, while the two-level atomic state is treated quantum mechanically based on the Bloch equations. In this chapter, Maxwell’s equations are first briefly discussed, followed by a discussion of some of the coherent transient phenomena based on the Bloch equations.

3.1 Maxwell’s equations

Maxwell’s equations as a classical approach can be considered for investigating the propagation of electromagnetic waves in an atomic medium. Maxwell’s equations expressed in SI units are:

\[ \nabla \times \mathbf{H} = j + \frac{d\mathbf{D}}{dt} \]  
(3.2)

\[ \nabla \times \mathbf{E} = -\frac{d\mathbf{B}}{dt} \]  
(3.3)

\[ \nabla \cdot \mathbf{D} = \rho_f \]  
(3.4)

\[ \nabla \cdot \mathbf{B} = 0 \]  
(3.5)

where \( \mathbf{E} \) and \( \mathbf{H} \) are electric and magnetic fields, respectively [49]. \( \mathbf{D} \) and \( \mathbf{B} \) are electric displacement and magnetic induction, respectively, \( \rho_f \) is the free charge and \( j \) is current density. The constitutive relations connect material properties to the field properties as follows:

\[ \mathbf{D} = \varepsilon \mathbf{E} + \mathbf{P} \]  
(3.6)

\[ \mathbf{P} = \chi \varepsilon \mathbf{E} \]  
(3.7)

\[ \mathbf{B} = \mu \mathbf{H} + \eta \]  
(3.8)

where \( \mathbf{P} \) is the macroscopic electric dipole moment, \( \chi \) is the electric susceptibility, \( \eta \) is the magnetization, and \( \varepsilon \) and \( \mu \) are the dielectric permittivity and magnetic permeability, respectively. For simplicity, we can assume that there is no magnetization (\( \eta = 0 \)) and no free charge (\( \rho_f = 0 \)). Another reasonable assumption in this case is that there is no electric conductivity, \( \sigma \), due to ohmic losses. Therefore, the current density (\( j = \sigma \mathbf{E} \)) will be eliminated. Based on Maxwell’s equations (3.2-3.5) and constitutive relations (3.6-3.8) together with the assumptions mentioned above, gives the second-order differential equation, called Maxwell’s wave equation in a medium:

\[ \nabla^2 \mathbf{E} - \frac{n^2}{c^2} \frac{d^2 \mathbf{E}}{dt^2} = \frac{\mu}{c^2} \frac{d^2 \mathbf{P}}{dt^2} \]  
(3.9)

where \( n = \sqrt{1 + \chi} \) is the refractive index and \( c \) is the speed of light in vacuum (\( c = 1/\sqrt{\varepsilon \mu} \)).
\section*{3.2 The Bloch equations}

In the interaction between light and an atom, it may be appropriate to consider any atom as a two-level atom if a monochromatic wave is on or near resonance with two specific levels, and far off resonance with the rest of the atomic levels. In this case, the Hamiltonian of the system can be written as follows:

\[ H = H_0 + H_I(t) \]  

(3.10)

where \( H_0 \) is the stationary part, and the time-dependent part, expressed as a perturbation term, is called the interaction Hamiltonian (\( H_I \)). The wave function of an unperturbed atomic state is:

\[ |\Psi(r, t)\rangle = c_1(t)|1\rangle e^{-i\omega_1 t} + c_2(t)|2\rangle e^{-i\omega_2 t} \]

(3.11)

where \( \omega_0 = \omega_2 - \omega_1 \) corresponds to the energy level of the atomic state, as shown in Fig. 3.1. The related density matrix for this wave function is:

\[ |\psi\rangle\langle\psi| = \begin{pmatrix} |c_1|^2 & c_1 c_2^* \\ c_2^* c_1 & |c_2|^2 \end{pmatrix} \]

(3.12)

where the diagonal and off-diagonal elements represent populations and coherences, respectively.

We now apply an electromagnetic field to the atoms, based on dipole moment approximation:

\[ H_I(t) = e r \cdot E_0 \cos(\omega t) \]  

(3.13)

where \( e \) represents the dipole moment of the electron with respect to the atom’s center of mass. Assuming that the atomic dipole moment and electric field are along \( \hat{e}_x \), and employing the time-dependent Schrödinger equation gives:

\[ i \hbar \frac{\partial \Psi}{\partial t} = H \Psi \]

(3.14)

In conjunction with Eqs. 3.11, the time evolution of the density matrix components can be expressed as follows:

\[ \begin{cases} 
  i \dot{c}_1 = \Omega \cos(\omega t)e^{-i\omega_0 t}c_2 \\
  i \dot{c}_2 = \Omega^* \cos(\omega t)e^{-i\omega_0 t}c_1 
\end{cases} \]

(3.15)

where \( \Omega = \frac{e X_{12} E_0}{\hbar} \) is called the \textit{Rabi frequency}, and \( X_{12} = \langle 1|x|2 \rangle \). Applying the rotating-wave approximation (RWA) \cite{31} to Eq. 3.15 leads to the more compact form:
where $\delta = \omega - \omega_0$, as illustrated in Fig. 3.1.

Let us now define a new set of variables that is useful in the case of detuning, $\delta$.

\[
\begin{align*}
\tilde{c}_1 &= c_1 e^{-i\delta t/2} \\
\tilde{c}_2 &= c_2 e^{i\delta t/2}
\end{align*}
\]  

(3.17)

and then we can define the time differentiation of Eq. 3.17 as follows:

\[
\begin{align*}
\dot{\tilde{c}}_1 &= c_1 e^{-i\delta t/2} - i\frac{\delta}{2} c_1 e^{-i\delta t/2} \\
\dot{\tilde{c}}_2 &= c_2 e^{i\delta t/2} + i\frac{\delta}{2} c_2 e^{i\delta t/2}
\end{align*}
\]  

(3.18)

We can now use Eqs. 3.16, 3.17, and 3.18 to give the time evolution equation for the probability coefficients:

\[
\begin{align*}
i\dot{\tilde{c}}_1 &= \frac{\delta}{2} \tilde{c}_1 + \frac{\Omega}{2} \tilde{c}_2 \\
i\dot{\tilde{c}}_2 &= \frac{\Omega}{2} \tilde{c}_1 - \frac{\delta}{2} \tilde{c}_2
\end{align*}
\]  

(3.19)

We can write the real and imaginary parts of the off-diagonal elements of the density matrix as follows:

\[
\begin{align*}
u &= \tilde{c}_1 \tilde{c}^*_2 + \tilde{c}_2 \tilde{c}^*_1 \\
v &= -i(\tilde{c}_1 \tilde{c}^*_2 - \tilde{c}_2 \tilde{c}^*_1) \\
w &= \tilde{c}_1 \tilde{c}^*_1 - \tilde{c}_2 \tilde{c}^*_2
\end{align*}
\]  

(3.20)

Actually, by introducing $u, v, w$ we have translated the density matrix (Eq. 3.12) to the rotating frame, which is called the Bloch frame. Here we introduce the Bloch vector:

\[
\mathbf{R} = u\hat{e}_u + v\hat{e}_v + w\hat{e}_w
\]  

(3.21)
compact form of the optical Bloch equations:

\[
\begin{align*}
\dot{u} &= \delta v \\
\dot{v} &= -\delta u + \Omega w \\
\dot{w} &= -\Omega v
\end{align*}
\] (3.22)

By introducing a vector called a pseudo vector, \( \mathbf{W} = \Omega \hat{e}_u + \delta \hat{e}_w \), it is possible to write the Bloch equations in the vector notation:

\[
\begin{pmatrix}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{pmatrix} =
\begin{pmatrix}
\hat{i} & \hat{j} & \hat{k} \\
\hat{u} & \hat{v} & \hat{w} \\
\Omega & 0 & \delta
\end{pmatrix}
\] (3.23)

\[
\mathbf{\dot{R}} = \mathbf{R} \times \mathbf{W}
\] (3.24)

So far, we have not considered any decay constant in the equations, therefore, the Bloch vector, \( \mathbf{R} \), will survey only the surface of the Bloch sphere. From the constraint of Eq. 3.24 it is clear that the Bloch vector will precess about the pseudo vector, \( \mathbf{W} \).

A more realistic set of equations could be obtained by considering spontaneous decay of the atomic state. Here we consider the exponential decay of the \( c_2 \) coefficient as follows:

\[
c_2(t) = e^{-\Gamma t/2} c_2(0)
\] (3.25)

and no decay for the \( c_1 \) coefficient. Considering excited state spontaneous decay (Eq. 3.25) in Eqs. 3.20 leads to the final version of the optical Bloch equations including the decay term:

\[
\begin{align*}
\dot{u} &= \delta v - \frac{\Gamma}{2} u \\
\dot{v} &= -\delta u + \Omega w - \frac{\Gamma}{2} v \\
\dot{w} &= -\Omega v - \Gamma(w + 1)
\end{align*}
\] (3.26)

In practice, it may be necessary to know the Bloch equations when applying a complex form of the Rabi frequency,

\[
\Omega = \Omega_{Re} + i\Omega_{Im}
\] (3.27)

Considering the complex form of the Rabi frequency in all the calculations above will give the Bloch equations as follows:

\[
\begin{align*}
\dot{u} &= \delta v - \frac{\Gamma}{2} u + \Omega_{Im} w \\
\dot{v} &= -\delta u + \Omega_{Re} w - \frac{\Gamma}{2} v \\
\dot{w} &= -\Omega_{Re} v - \Gamma(w + 1) - \Omega_{Im} u
\end{align*}
\] (3.28)

When considering a complex Rabi frequency, the pseudo vector must be rewritten:

\[
\mathbf{W} = -\Omega_{Re} \hat{e}_u + \Omega_{Im} \hat{e}_v + \delta \hat{e}_w
\] (3.29)

Eq. 3.28 is a useful equation that can be used to predict many interesting phenomena by inserting different optical or radio frequency (RF) pulses with different Rabi frequencies.
3.3 The definition of pulse area

The excitation pulse interacting with a resonant two-level atom may have different shapes in the time domain. The excitation pulse area ($\Theta$) is used as a dimensionless quantity, and is defined as the integration of the Rabi frequency of this pulse over time:

$$\Theta = \int \Omega(t) dt$$  \hspace{1cm} (3.30)

For instance, any pulse with the ability to excite atoms from the $w = -1$ to the $w = 1$ state has a pulse area $\Theta = \pi$, and is simply called a $\pi$ pulse (see Fig. 3.1).

The simplest case is zero detuning ($\delta = 0$) and a real Rabi frequency, for instance, a square pulse with a fixed frequency matched to the energy separation of a two-level atom. In this case, according to Eq. 3.29, the pseudo vector will be along $-\hat{e}_u$. Thus, a pulse that excites atoms from the $w = -1$ to the $w = 1$ state is called a square $\pi$ pulse. A $\pi/2$ pulse is a pulse with the ability to excite atoms from the ground state to a superposition state which is shown as the $(\hat{e}_u, \hat{e}_v)$ plane in Fig. 3.1.

3.4 Free polarization decay

One of the first phenomena that was interpreted via the Bloch equations was free polarization decay (FPD), which is the optical analogy to free induction decay (FID) in the NMR (nuclear magnetic resonance) technique. FPD experiments belong to the time domain implementations of non-linear spectroscopy experiments (see Section 2.4) and an FPD signal indicates that the system is coherent. Applying an excitation pulse with duration $T$, which is shorter than $T_2$, can excite atoms from the $w = -1$ state to the $(\hat{e}_u, \hat{e}_v)$ phase plane as shown in Fig. 3.2a. A $\pi/2$ pulse gives the maximum FPD signal. Leaving atoms in the $(\hat{e}_u, \hat{e}_v)$ plane, allows atoms to start to oscillate with the same phase which leads to coherent emission in the propagation direction of the excitation pulse. After a while, the atoms start to dephase because they are oscillating at different frequencies. Therefore, the FPD signal will decrease in a manner proportional to the transverse relaxation time ($T_2$) of the target atoms. A more thorough model for the decay rate of FPD at low Rabi frequency ($\Omega$) is given by Macfarlane et al. [32]:

$$\tau_{FPD} = \frac{T_2}{1 + \sqrt{\Omega^2T_1T_2 + 1}}$$  \hspace{1cm} (3.31)

where $T_2$ and $T_1$ are the transverse (coherence) time and longitudinal relaxation time, respectively.
3.5 Photon echo effect

![Diagram of photon echo effect](image)

Figure 3.2. The photon echo effect introduced by the Bloch sphere representation. (a) The first pulse is applied at $t = 0$ and excites the Bloch vector, $R$, from the ground state to the $(\hat{e}_u, \hat{e}_v)$ plane, creating a superposition. Here we assume there is no detuning, $\delta$, therefore the pseudo vector, $W = -\Omega \hat{e}_u$. (b) The waiting time, $t = t_{21} < T^*_2$, leads to dephasing of ions with different frequencies. At this stage, $W = \delta \hat{e}_w$. (c) A $\pi$ pulse with $W = \Omega \hat{e}_u$ is applied to add a $\pi$ phase to the evolved superposition state. (d) A waiting time of $t = t_{21}$ leads to rephasing of the superposition state. (e) The superposition state is refocused along $R = -v \hat{e}_v$ at time $t = 2t_{21}$.

A short excitation pulse in the FPD experiment enables measurement of the coherence time, $T_2$. In the case of individual atoms, a much longer coherence time, $T'_2$, can be measured. This raises the question of whether it would be possible to coherently re-phase all the oscillating dipoles and detect a coherent burst of constructive interference. The photon echo experiment was aimed to achieving this goal. Actually, most of the optical coherent transient phenomena were first discovered in the radio frequency region. A photon echo is the optical analogy of the spin echo in NMR [52]. A photon echo was first reported by Kurnit et al [47] in ruby crystal.

Following the first pulse at $t = 0$ in FPD experiment and applying a $\pi$ pulse, after a time $T^*_2 < t = t_{21} < T_2$ to an inhomogeneously broadened medium, one could rephase the coherent dipole emissions. In the Bloch vector picture, this corresponds to employing a $\pi/2$ pulse to excite ions from $R = (0, 0, -1)$ to $R = (0, 1, 0)$ (see Fig. 3.2a). By waiting

$$T^*_2 < t = t_{21} < T_2$$
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Figure 3.3. Phase diagram representation of two pulse photon echo. Pulse sequences are denoted by $k_1$, $k_2$, and $k_{\text{echo}}$, at times $t = 0$, $t = t_{21}$, and $t = 2t_{21}$. For further discussion see text.

Different ions will precess differently and spread over the $(\hat{e}_u, \hat{e}_v)$ plane. Applying a $\pi$ pulse to rotate the Bloch vector, $\mathbf{R}$, about $\hat{e}_u$ corresponds to adding a $\pi$ phase to the ions spread in the $(\hat{e}_u, \hat{e}_v)$ plane. The Bloch vectors of all the ions become aligned with the $-\hat{e}_v$ axis at time $t = 2t_{21}$ and the echo signal is emitted, as shown in Fig. 3.2e.

Coherent transient phenomena can be presented using phase diagrams [53, 54]. In the phase diagram representation shown in Fig. 3.3 time is plotted on the horizontal axis, while the phase of the atoms in the field interaction representation is plotted on the vertical axis (see Section 2.5 of Ref. [54]). Following Eq. 3.17, the phase associated with state $|1\rangle$ is $-\delta t_2$ while state $|2\rangle$ is $\delta t_2$, where $\delta$ is a general term corresponding to all phases associated with the atom. This could come from frequency detuning of the atoms in inhomogeneously broadened solids, or Doppler shift caused by movement in gases. The red dashed lines in Fig. 3.3 represent ions with different dephasing rates.

In the phase diagram representation, the duration of the applied laser pulse is considered to be sufficiently short that it appears to be instantaneous. The photon echo starts at $t=0$ by applying a pulse with a wave-vector $k_1$ that creates a coherent superposition of two states. The phase evolution of the two states over time, which is shown by solid black lines in Fig. 3.3, will be $\delta t_2$ and $-\delta t_2$ within time $t = 0$ and $t = t_{21}$. Different dephasing rates in inhomogeneously broadened media are shown by the red dashed lines with different slopes in Fig. 3.3. It is possible to calculate the relative phase of any state relative to the zero phase in any time slice of Fig. 3.3. The $\pi$ pulse applied at time $t = t_{21}$ will turn the phase symmetry of the dephased states by the amount $\pi$. This pulse is a $\pi$ pulse in the Bloch representation rotating the Bloch vector about $\hat{e}_u$. At $t = 2t_{21}$ the phases of the atomic states will interfere constructively, and individual phase differences will refocus to zero, and the echo signal will appear.

Phase matching

A nonlinear dielectric medium is characterized by the nonlinear relation between polarization density, $P_{NL}$, and electric field $\mathbf{E}$:

$$P_{NL} = a_1 \mathbf{E} + a_2 \mathbf{E}^2 + a_3 \mathbf{E}^3$$

(3.32)

where $a_1$ is the linear coefficient, and $a_2, a_3$ denote the second- and third-order nonlinearities, respectively. The polarization density of the photon echo signal can be considered to be a plane wave, $P_{2PE} \propto e^{i(k_{\text{echo}} \cdot \mathbf{r})-\omega t} + c.c.$, while for two input pulses the electric field is:

$$E_j = E_0 e^{i(k_j \cdot \mathbf{r})-\omega t} + c.c., \quad j = 1, 2$$

(3.33)
To fulfill the phase matching condition for a two-pulse photon echo, \( E_1 + E_2 \) from Eq. 3.33 can be inserted into the right-hand side of Eq. 3.32. It is necessary to find the equivalent term when the left-hand side of Eq. 3.32 is \( P_{2PE} \) (the echo signal). Satisfying these conditions requires going beyond the second-order nonlinear effect, and third-order terms must be considered. This is the reason why the photon echo is a third-order nonlinear effect. Following the calculation above will give the phase matching condition for the two pulse photon echo [55]:

\[
    k_{echo} = -k_1 + 2k_2
\]  

(3.34)

Therefore, \( k_1 \) and \( k_2 \) in Fig. 3.3 should satisfy the phase matching condition described above.

### 3.6 Conventional photon echo limitations for quantum state storage

Two pulse photon echo has been used extensively as a sensitive spectroscopic tool [47]. Because of the inherent properties of the photon echo, it has been considered for classical light storage. One of the most important parameters governing light storage is the efficiency of storage, which is defined as the ratio between the echo signal and the input pulse energy. High efficiencies have been predicted and observed experimentally, in some cases greater than the unity [56–58]. In addition, the photon echo approach has good potential for storing several photonic states with different spectral, spatial, or temporal characteristics. These properties make it very promising for quantum state storage. Early in the 21st century, attention was turned to employ this coherent transient effect in the quantum domain. However, the simple two photon echo has some limitations on the quantum level. In this section, the obstacles preventing the use of two pulse photon echo for quantum state storage will be briefly discussed.

Quantum state storage for light, requires either a single photon Fock state [59], or a coherent state [59] attenuated to single photon level. For instance, Paper II describes a coherent state with an average photon number \(< 1\) stored in the memory. There has been some interest in determining why the conventional two-photon echo cannot be used for quantum state storage [60]. In a two pulse photon echo, the second pulse is aiming for rephasing through population inversion. Therefore, a bright (\( \pi \)) pulse is required, which creates spontaneous emission. The amplitude of this spontaneous emission is comparable to or even higher than the amplitude of the retrieved echo. A single photon as a storage pulse was compared with no photon (vacuum state) in the two pulse photon echo scheme by Ruggiero et al. [60]. They calculated
that the probability of photon emission at the echo time for a single photon input was twice as high as in the case with no input. This corresponds to a signal-to-noise ratio of one. This could be characterized as the first limitation of the two pulse photon echo.

The second limitation concerns propagation effects inside the medium. Propagation of the rephasing pulse inside the medium could stretch the pulse and produce a tail between the rephasing and the echo pulses. The amplitude of this tail is not negligible compared to the echo amplitude. This is a coherent propagation effect [61], and it is a fundamental limitation. This should not be confused with the noise induced by fluorescence.

The third limitation can also be connected to the propagation effect, but from a different viewpoint. It is related to the population inversion induced by the optical rephasing pulse, leading to medium amplification. This could explain the greater than unity predicted and observed efficiency [56–58]. The amplification itself is a clear sign of quantum state fidelity reduction because of the no-cloning theorem [4]. Based on these limitations, one could draw the conclusion that conventional photon echo is not suitable for quantum state storage. However, coherent rephasing processes in general are a promising basis for several quantum state storage protocols, as will be described in Chapter 6.

Let us now consider two pulses ($\pi/2, \pi$) in a two photon echo with separation $\tau$. The second pulse ($\pi$ pulse) is then divided into two $\pi/2$ pulses separated by an arbitrary time, $T$. This will lead to three $\pi/2$ pulses at $t = 0$, $t = \tau$, and $t = \tau + T$. The echo will be emitted at time $t = 2\tau + T$, which is called the stimulated, or three-pulse photon echo effect. An explicit calculation of the three pulse photon echo in both two- and three-level systems, shows that the conventional three pulse photon echo cannot be successfully employed for quantum state storage either [62]. The reason is that the rephasing pulses used in this scheme will induce spontaneous emission, which produces noise comparable to the retrieved signal. In the same way as for the two photon echo, it has been shown that the pulse propagation inside the medium will limit the possibility of employing conventional three-pulse photon echoes for quantum state storage [60].
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To perform an experimental light-matter manipulation in the quantum regime, we need adequate and sometimes rather sophisticated equipment. In the present chapter, I discuss the equipments required for the experiments performed under the course of this thesis. In this discussion, I focus mainly on the light source needed to interact with material with long coherence properties (RE ions). The properties of the RE ion are discussed in Chapters 2 and 5.

4.1 Light source

The main scope of this thesis is the investigation and utilization of the coherent properties of the praseodymium ion $^3H_4 - ^1D_2$ transition (see Fig. 2.4), which is about 606 nm. To have access to a proper coherent light source at this wavelength, We paid attention to the frequency stability of the selected laser. Since the narrow line-width of Pr is the main noteworthy property of interested, the frequency line-width of this laser had to be at least in the same level as the homogenous broadening of praseodymium ($\sim 1$ kHz). Lacking a proper solid state laser within the target wavelength led us to employ a dye laser. The frequency stability of a typical commercial dye laser ($\sim 1$ MHz) is about three orders of magnitude higher than the stability needs for our praseodymium sample. Thereby, an extra frequency stabilization setup is needed to reduce the dye laser line-width to the phase stability level of the atom.

A 6 Watt $Nd : YVO_4$ coherent Verdi-V6 laser at 532 nm was used which pumps a Coherent 699-21 dye laser and generates about 600 mW laser radiation at 606 nm. The Verdi-V6 laser is constructed based on pumping the $Nd : YVO_4$ crystal using arrays of diode lasers that emit light at 808 nm with 20 W power. The advantage of a dye laser is its broad frequency tuning range (from
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The main advantages of the RE ions that we are dealing with is their very long coherence time or very well defined transition frequency, as discussed in Chapter 2. Interaction with these sharp atomic transitions requires a laser source narrow in frequency. However, if there is no inherent narrow bandwidth laser at the

400-700 nm). On the other hand, it is constructed by having a liquid dye flow as an active medium and the mechanical oscillation in this liquid makes it unstable compared to solid state lasers. In addition, to cover the entire frequency span, one needs to change the dye material. We are running our dye laser on the Rhodamin 6G dye, which has a maximum output power of about 590 nm and can be tuned from 570 nm to 640 nm \[^{27}\]. Rhodamin 6G was dissolved in Ethylene-glycol with at the concentration of 1 \text{gr/liter}.

To prepare a stable dye flow at the nozzle, one needs a stable dye flow pressure and temperature. The dye pressure is kept at about 4.2 bar (Micropump GJN25-JF1SJ) while the temperature is controlled by a feedback loop heat exchanger about at about 8°C. The dye flow setup is shown in Fig. 4.1. The interaction between the pump laser and the dye solution inside the dye laser ring cavity takes place just after the nozzle exit. A filter with a 0.1\,\mu m hole size (Cole Parmer:EW-06479-48) was used to eliminate small air bubbles at the nozzle. A pressure transducer (PCB piezotronics:113B28) was utilized to monitor pressure variation. The dye nozzle from the original dye laser was replaced by a new one (RDSN02) from Radiant Dye Laser.

![Dye circulation setup to maintain stream stability. Additional details are given in the text.](image)

4.2 Frequency stabilization

The main advantages of the RE ions that we are dealing with is their very long coherence time or very well defined transition frequency, as discussed in Chapter 2. Interaction with these sharp atomic transitions requires a laser source narrow in frequency. However, if there is no inherent narrow bandwidth laser at the
transition frequency of interest, one could consider employing a feedback loop and trying to lock the laser frequency to a stable reference. This is the concept, which is discussed in this section.

As a frequency locking reference for the dye laser, two different techniques are employed in the experiments carried out in this thesis. Firstly, a persistent spectral hole in $Pr^{3+}:Y_2SiO_5$ was employed for the experiments described in Paper I to Paper V. For details about this technique the reader is referred to [63, 64]. Secondly, the periodic spacing of highly stabilized Fabry-Pérot cavity resonances was utilized [65–69] in the experiments described in Paper V and Paper VI. Both techniques employ the Pound-Drever-Hall locking scheme [70–72] which we will discuss briefly in this section.

### 4.2.1 Theoretical overview

In many applications, laser frequency jittering is the experimental limitation and a great deal of effort has been devoted to remove this boundary. As a general conceptual model, we need to consider two factors to be able to achieve a more stable laser frequency. Firstly, we must have a measurement tool as a reference to measure the laser frequency with sufficient accuracy. Secondly, we need to have the ability to adjust the laser frequency. The frequency adjustment is possible in most laser setups by feeding an electric signal controlling the appropriate actuators.

A Fabry-Pérot cavity would be a good candidate for measuring the laser frequency. The standing wave condition between the two mirrors in the Fabry-Pérot cavity puts constraints on the transmitted light frequency. Actually, in the Fabry-Pérot cavity, only light of wavelengths that are integer multiples of $2L$ ($L$ is the cavity length) can pass through undisturbed. This property means that by scanning the frequency across the cavity we will have a transmission frequency with a free spectral range of $\Delta \nu_{FSR} = \frac{c}{2L}$ as shown in Fig. 4.2. If one considers the operation frequency on the side of one of the transmission peaks in Fig. 4.2, then any frequency variation will result in amplitude variations in the transmitted field. As a consequence, any compensation for amplitude variation could end up at the frequency compensation. The weak point in this scheme is thus the difficulty of distinguishing between frequency fluctuation and the laser intensity variation.

Employing a reflected beam from the cavity, instead of the transmitted one, will decouple the intensity and frequency noise. Actually, one could consider the Fabry-Pérot cavity in any optical setup as a frequency filtering device. From an energy conservation point of view, the full transmission of the light beam occurs when there is no reflected power. This condition is called the impedance-matched condition and can be considered as the heart of the Pound-Drever-Hall locking method [70–72]. Based on

![Figure 4.2. Free spectral range of a Fabry-Pérot cavity. The black dashed and red solid lines are the transmitted and reflected light from the cavity, respectively. A near resonance spot is indicated by a circle and discussed in Fig. 4.3.](image)
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![Figure 4.3](image_url)

**Figure 4.3.** The reflection from a Fabry-Pérot cavity near resonance. A laser frequency modulation will create an intensity modulation. The phase of the modulated intensity below and above resonance gives us the sign of the error signal.

This method, one can measure the reflected intensity and hold it at zero. By this method we gain two properties. First, the laser intensity noise is decoupled from the frequency fluctuation. Second, we can fix faster frequency fluctuation since we do not need to wait for the field build-up in the cavity, a period of time which is considerably longer than that of the optical and electronic delay in the feedback setup.

Let us consider one of the reflected peaks in Fig. 4.3, and compare the reflected intensity for the lower and higher frequency sides. Because of their symmetry, the two sides are not immediately distinguishable. If one, on purpose, modulate the laser frequency over a small frequency range, then it is possible to determine the direction of the frequency detuning from the resonance. As shown in Fig. 4.3, the slope (the frequency derivative of the intensity) of the reflected field will be negative, zero, or positive, depending on whether the frequency is below, at, or above the resonance point, respectively. In other words, any input local oscillation with well-defined phase will be reflected from the right (left) side of the resonance peak with zero (π) phase change. This can thus be a good signal to use to push the actual laser frequency to the center of the resonance (Zero reflected intensity). This is the main idea behind the Pound-Drever-Hall frequency locking scheme.

The basic set up of Pound-Drever-Hall frequency locking is shown in Fig. 4.4. An electro-optical modulator (EOM) driven by a direct digital synthesizer (DDS) creates the modulation frequency $\omega_m$ and sends it to the cavity. A polarizing beam splitter followed by a $\lambda/4$-plate will separate the input light to the cavity and the reflected light from the cavity. The error signal is created by multiplying the second channel of the DDS and the light signal reflected after the photodiode at the mixer. The output of the two channels of the DDS should be identical except for the phase, which can be tuned to compensate for the phase shift in the two paths. Then the laser actuators need a proper amplification and filtering to tune the laser frequency with appropriate speed. There is an element in Fig. 4.4 which is called a Faraday rotator and it is not necessary for understanding the Pound-Drever-Hall frequency locking but it needs to be there in practice. The Faraday rotator will block reflected light back from the cavity. In fact, the small amount of reflected light, which passes through the Faraday rotator, could be enough to unlock the laser [72].

The frequency stability that can be obtained by locking the laser is directly limited by the steepness of the prepared reference peak. As a consequence, in practice a high finesse cavity is needed. Using the Fabry-Pérot cavity is not the only way to prepare a reference peak. The narrow spectral transition of atoms is also employed for laser frequency stabilization in semi-conductor lasers [73–75], Ti:Sapphire [76], and dye lasers [77]. For this purpose narrow line-width materials, for instance RE ions, are promis-
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Figure 4.4. The basic setup of the Pound-Drever-Hall frequency locking technique. The cavity reflection is employed as a reference signal. A combination of a polarizing beam splitter (PBS) and a λ/4-plate is employed to separate the input beam from the reflected beam. The reflected beam impinges on the photodiode (PD) and is then multiplied by the second channel of the direct digital synthesizer (DDS) signal at the mixer. A low pass filter and a servo amplifier act as a regulating system. The Faraday rotator will block the reflected back light from the cavity to the laser. In the present setup, the DDS channels are identical except that the relative phase ($\phi_2 - \phi_1$) between the two outputs can be adjusted. Tuning the $\phi_2 - \phi_1$ acts as a phase shift compensation for the two arms.

4.2.2 Feedback loop setup

The main discussion in this section is about the actual frequency stabilization setup based on the Fabry-Pérot cavity technique employed in the present thesis. The schematic drawing of the entire laser frequency stabilization setup is shown in Fig. 4.5 and the specific components are listed in Section 4.5. Fig. 4.5 is a modification of Fig. 8.2 in Ref. [64], which shows the setup used for frequency stabilization based on spectral hole burning. Here, we describe the parts which are replaced from spectral hole burning to the Fabry-Pérot cavity stabilization scheme. There are several noise sources that need to be eliminated for the frequency stabilization setup to work as it should.
4.2.2 Feedback loop setup

Figure 4.5. Layout of the stabilization setup for the frequency stabilization platform. The specific components are listed in the section 4.5.
To eliminate vibrational noise from the environment, part of the setup is placed on an active vibration isolated platform (HWL:TS-150), which is referred to as a stabilization platform in Fig. 4.5 and shown separately in Fig. 4.6. The light is coupled to the stabilization platform via a short (50 cm) polarization-maintaining fiber. The components list is starts with SPxx in Section 4.5 belongs to the stabilization platform. A Fabry-Pérot cavity with a length of 4.87 cm length and a finesse of $\sim 150000$ in the wavelength range of 580-606 nm is embedded in the vacuum chamber ($\sim 6 \times 10^{-9} \text{mbar}$) which is shown in Fig. 4.6. This Fabry-Pérot cavity is employed as a frequency reference and it is the heart of the frequency stabilization feedback loop. Figs. 4.7 and 4.8 shows a photograph of the laser stabilization setup and the frequency stabilization platform, respectively. A more detailed discussion is given in Ref. [78].

The electro-optic modulator (EOM)

As stated in the theoretical discussion in section 4.2.1, an electro-optic modulator (EOM) is needed for light modulation in the PDH locking technique. An electro-optic modulator (EOM)
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Figure 4.7. Photograph of the laser stabilization setup.

consists of an electro-optical crystal with the ability to change the optical path length by changing an applied external electric field. The refractive index change is linear in the applied electric field (called Pockels effect). The linear relation between applied electric field $E$ and the induced refractive index changes, $\Delta n$, has the form:

$$\Delta n = \frac{1}{2} n_e^3 r_{33} E$$  \hspace{1cm} (4.1)

where $n_e$ is the unperturbed index of refraction and $r_{33}$ is the appropriate element in the electro-optic tensor. For the phase modulators, one could consider the phase of the light field $\Delta \phi = k \Delta nl$, where $k$ is the wave number and $l$ is the crystal length. The light E-field will be modulated by $\Delta \phi$ (modulation index) at modulation frequency $\omega_m$:

$$E = E_0 e^{i[\omega_0 t + \Delta \phi \sin(\omega_m t)]}$$  \hspace{1cm} (4.2)
If one consider a crystal of length, $l$, with electrodes separated by the crystal thickness, $d$, and applies an electric field along a crystal axis transversal to the direction of the optical propagation, then the phase modulation will be:

$$\Delta \phi = \frac{2\pi}{\lambda} \left[ \frac{1}{2} n_e^3 r_{33} \right] \frac{l}{d} V_{pp} \quad (4.3)$$

This means that by exposing this crystal to an electric field, the speed of light will change in the crystal. The output light phase depends on the phase velocity in the crystal. Thereby, we can modulate the output phase of the light by applying an external voltage.

The phase modulation EOM (Qioptiq : PM25) is employed in the frequency stabilization setup in Fig. 4.6. The required peak to peak voltage for $\pi$ phase shift is called a half-wave voltage ($V_\pi$). The $V_\pi$ of the present EOM at 606 nm is 956 V, which is quite large and thus needs a huge radio frequency (RF) amplification. From an electronic point of view, the present EOM could be realized as a 30 pF capacitor. Therefore, for running at a single modulation frequency, it is possible to design a resonant circuit for the specific

---

**Figure 4.8.** Photograph of the frequency stabilization platform.
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Figure 4.9. Resonate circuit for the EOM (Qioptiq : PM25). To achieve a resonance frequency at 20 MHz a 1.5 mm wire diameter was selected. The diameter of both coils is 13.5 mm and the number of turns are \( n_1 = 20, n_2 = 9 \). The lengths of the coils are \( l_1 = 10 \text{ cm} \) and \( l_2 = 4 \text{ cm} \).

Figure 4.10. The E-field distribution between carrier and sidebands follows four different Bessel functions. The lines represent theoretical Bessel functions and the circles are modulation index measurements.

frequency corresponding to a 30 pF capacitor. The circuit designed for a 20 MHz modulation frequency (\( \omega_m \)) is shown in Fig. 4.9. Considering the effect of the resonance circuit, the applied average RF power (P) across the EOM will be enhanced as follows:

\[
\Delta \phi = \frac{2\pi}{\lambda} \left[ \frac{1}{2} n_r^3 r_{33} \right] \frac{l}{d} \sqrt{2PQ \sqrt{\frac{L}{C}}}
\]

(4.4)

where \( L \) is the coil inductance and \( C \) is the crystal capacitance. This resonance circuit will have a quality factor (Q) which is the ratio of stored energy over the input energy.

In PDH locking technique the error signal, depends on the cavity finesse, the laser wavelength, and the power in the carrier and sidebands, to the first order [72]. The ratio between the power in the sidebands and the carrier is equivalent to the modulation index (\( \Delta \phi \)). In practice, one needs to measure the modulation index versus the input RF power to obtain the scale factor in Eq. 4.5 such that the error signal can be optimized. To this end, an experimental setup was designed. The EOM with the resonance circuit is placed in the zero order arm of an AOM. Then, the beating between the EOM output and the first order of the AOM signal were overlapped on a fast photo-detector. A Fourier transform of the beating pattern gives us the carrier and sideband voltage amplitudes which are directly proportional to the respective E-fields.

For a specific input power across the EOM, one specific modulation index was measured. Measuring the modulation index was accomplished by fitting the area below the carriers and sidebands and then considering it to be a coefficient of the corresponding Bessel functions. The measured modulation indices fitted to Bessel functions are shown in Fig. 4.10. A transfer coefficient between the RF power (in watts) applied across the EOM and the achieved modulation index (in radians) for the designed resonance circuit (Fig. 4.9) is:

\[
\Delta \phi = \frac{3.2 e^{-7}}{\lambda} \sqrt{P}
\]

(4.5)

where \( \lambda \) is the light wavelength (in meters). The optimum modulation index in Ref. [72] is calculated to be at 1.08 which requires an RF power of about 4.2 W. The properties of the designed coil in the resonant circuit will be affected by the temperature instability which is produced by the high RF power. For the present resonance circuit, the temperature stability (< 1°C) was measured at 2W input power.

**Coupling to the cavity**

One of the vital steps towards designing the PDH locking setup construction is to couple the Gaussian TEM00 mode resonance frequency into the cavity. The beam is supposed to be collimated
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after the fiber (SP1 in Fig. 4.6). The lens SP14 in Fig. 4.6 is responsible for the divergence of the beam while the sets of mirrors (especially SP12, and SP15) are employed to correct the beam direction to the cavity mirrors. In addition to the spatial alignment, we need to consider alignment in the frequency domain by scanning the laser over at least one free spectral range (the mode-spacing of the present cavity is \( \sim 3 \) GHz) to find the TEM00 of the Gaussian beam at the transmission camera (SP19). The beam divergence have to be designed such that we have the same curvature for the beam and the cavity mirrors at the location of the mirrors. Any mismatch could end up producing high order Hermite-Gaussian modes. The typical high order Hermite-Gaussian modes are shown in Fig. 4.11. To estimate our cavity mode structure, one can employ equation (See page 761 Ref. [79]):

\[

\nu_{qnm} = \left[ q + (n + m + 1) \frac{\arccos(\pm \sqrt{g_1 g_2})}{\pi} \right] \times \frac{c}{2L} \tag{4.6}

\]

where \( q \) represents the longitudinal modes and \( n \) and \( m \) stand for the transverse modes. The present Fabry-Pérot cavity is designed using parameters \( g_1 = 1 + \frac{L}{R_1} = 0.9026 \), \( g_2 = 1 + \frac{L}{R_2} = 1 \), where the cavity length \( L = 4.87 \) cm and \( R_1 \) and \( R_2 \) stand for the first and second mirror radii, respectively. Eq. 4.6 together with the values for the cavity above give a transverse mode frequency separation of about 300 MHz, which is shown in Fig. 4.12 for two longitudinal modes separated by about 3 GHz. The purpose of the spatial cavity alignment is to suppress the transverse modes (by at least a factor of 10 in the detected intensity) compared to the longitudinal modes in the transmitted signal.

Two channels of the direct digital synthesizer (DDS) in Fig. 4.4 were used to construct the PDH error signal. The first channel was employed to provide the RF signal to the EOM in Fig. 4.4 in order to create a sideband signal at the desired modulation frequency. The reflected signal from the Fabry-Pérot cavity is detected at the photodiode and then multiplied by the second output channel of the DDS that provides the same frequency as modulation frequency, \( \omega_m \), as a reference. Based on frequency modulation spectroscopy approach [80], by controlling the phase of the second channel of the DDS, we can decide to have our system in either “dispersion” or “absorption” mode. The response signal versus detuning, in both the dispersion and absorption modes, achieved by controlling the phase differences between two channels of the DDS are shown in Fig. 4.13, and 4.14, respectively. In practice, the phase differences between the two output channels of the DDS should be set to have the dispersion mode in the error signal as shown in Fig. 4.13. Further information and more details about these steady response signals are provided in Ref. [71, 72].

The error signal obtained, after passing through electronic filtering and amplification, is applied to different actuators inside the
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dye laser ring cavity as shown in Fig. 4.15. Different actuators will change the dye laser ring cavity length on different time scales, as shown in Fig. 4.15.

4.3 Pulse Preparation

For all experiments related to the present thesis, we needed to design different complicated optical pulses. These light pulses were engineered by employing two acousto-optic modulators (AOM) in the setup. In this section, we discuss in more detail the principles on which the AOM is based on.

The acousto-optic modulator

Applying sound as a mechanical wave to an optical medium can affect the refractive index of the medium. The dynamic Bragg grating created by the sound wave can be employed to create diffraction of the light impinging on this grating. This is the main physics behind acousto-optic modulation. The acousto-optic modulator as a general piece of optical equipment consists of a radio-frequency (RF) source driving a piezo-electric transducer, attached to a crystal. The dynamical grating mentioned above is created inside the crystal. Any incident laser beam will be diffracted by this grating. The intensity of the diffracted light is proportional to the sound intensity. Additionally, the light frequency undergoes a frequency shift equal to the sound frequency. Therefore, any modulation on the input RF signal to the AOM will be mapped onto the light.

The double pass AOM

Since the beam diffraction angle is a function of the modulation frequency, changing the RF frequency shifts the propagation direction of the first-order diffracted beam. To eliminate this unwanted spatial movement, a double-pass AOM configuration is employed. To this end, one can consider using a retro-reflected mirror configuration for the first-order diffracted beam and sending it back through the AOM. The output beam after the second pass through the AOM will be shifted in frequency twice with respect to the input beam. In this arrangement, scanning the RF frequency, and consequently the output light frequency, does not cause any steering of the first order output of the second pass. In fact, the output of the second pass counter-propagates with the original input beam. Whilst this is desirable, as it allows the frequency to be changed without any steering of the output beam, it poses the problem of how to separate the path of the output beam from that of the input beam. To solve this issue, one could employ
a polarizing beam splitter (PCB) and a λ/4 plate. As a second alternative, which is the one applied in our setup, one can design a butterfly configuration for the first and second beams through the AOM. Looking at the AOM from the side, it becomes apparent that one can send the input beam at a small angle with respect to the horizon. Then the retro-reflected mirror configuration can change the beam height and overlap the second beam with the first beam at the AOM. The butterfly configuration will separate the incoming and outgoing beams spatially (due to the difference in their heights).

An acousto-optic modulator (AA. opto-electronics St.200/B100/A0.5-VIS, AOM) with a 200 MHz center frequency is employed in the double pass configuration to achieve a 200 MHz bandwidth after the second pass. A second AOM (AA. opto-electronics St.360/B200/A0.5-VIS) is used in the setup in a single pass configuration with a center frequency at 360 MHz and a bandwidth of 200 MHz. After the AOM’s the laser mode is cleaned by passing through a single-mode fiber (PMC-630-3.8-NA012-3-APC-2500-P;Schäfter-Kirchhoff). An extensive MATLAB code, via a two channel 1-GS/s arbitrary waveform generator (Tektronix AWG520), generates the driving RF signal needed for the AOMs.

4.4 Cryostat

A cryostat (from cryo meaning cold and stat meaning stable) is an equipment that can prepare a cryogenic environment. There are several types of cryostat based on the various refrigeration methods employed to keep the sample cold enough. Within the framework of the present thesis, we mainly used an Oxford Spectromag. This cryostat has a 20-liters built-in liquid helium reservoir. As the helium boils within the sample chamber, it is continuously replenished by a steady flow from the liquid helium reservoir. Temperature control of the sample within the cryostat is typically performed by controlling the flow rate of liquid helium into the sample chamber, controlling the pressure inside the sample chamber by a vacuum pump together with a heating wire attached to a PID temperature control loop. In addition, due to the scarcity of liquid helium, the out going helium gas was recovered in a central system belonging to Lund University. The Oxford Spectromag allows optical measurements to be performed in the temperature range of 1.5 - 300 K with magnetic fields up to 7 teslas (at a temperature of 4.2 K) or 8 teslas (at a temperature of 2.2 K).

In the experiments related to Paper IV, a Janis cryostat (Model: STVP-400) was used mainly because of its larger beam acceptance angle to the sample compared to the Oxford Spectromag cryostat. This is related to the property called *etendue* which
is discussed in detail in Section 7.3.1.

4.5 Table components

1. High-power mirror, CVI
2. Periscope, from 135 mm coming from the laser to 75.4 mm which is the beam height for the rest of the set-up.
3. Alignment camera, Thorlabs, DCC1545
4. Mirror, polished backside, Thorlabs
5. λ/2 plate, Thorlabs
6. Z-Axis Translation Mount, Thorlabs, SM1Z and CP02T
7. Fiber, Thorlabs, PM460-HP-FC/APC both ends
8. Z-Axis Translation Mount, Thorlabs, SM1Z and CP02T
9. Beam splitter, ≈ 5% reflection
10. Telescope(φ=2 mm → φ=1 mm)
11. Beam splitter, ≈ 5% reflection
12. Flip Mirror, Newport, 9891-M
13. Lens, Thorlabs, LA1145-A
14. AOM, frequency shifter, Brimrose, GPF-1500-10
15. Lens, Thorlabs, AL50100-A
16. Retro-reflector mirror, Altechna, custom order
17. λ/2 plate, Thorlabs
18. Polarizer, FocTek, GPB7008
20. AOM, fiber noise cancelation, Isomet, 1205C-x
21. Polarizer, FocTek, GLP6310
22. Flip Mirror, Newport, 9891-M
23. λ/2 plate, Thorlabs
24. Polarizer, FocTek, GLP6310
25. Fiber coupler, Schäfter Kirchhoff, 60SMS-1-4-M5-33
26. Alignment camera, Thorlabs, DCC1545
Stabilization platform components

**SP1.** Fiber, Thorlabs, PM460-HP-FC/APC both ends

**SP2.** Z-Axis Translation Mount, Thorlabs, SM1Z and CP02T

**SP3.** Mirror for fiber noise cancelation, Thorlabs, FL05635-10

**SP4.** Beam splitter, CVI, BS1-633-20-1012-45S

**SP5.** Detector, Thorlabs, PDA36A

**SP6.** $\lambda/2$ plate, Thorlabs

**SP7.** EOM, Qioptiq, PM25

**SP8.** Mirror Thorlabs BB05-E02 mounted on Thorlabs MA45-50/M to impinge the reflected beam from the cavity to the detector **SP11.**

**SP9.** Polarizer, FocTek, GPB7008

**SP10.** Lens, Thorlabs, $f=50$ mm

**SP11.** Error photo-detector, Home built, photodiode: Hamamatsu S5905, trans-impedance amplifier: MAX3658

**SP12.** Cavity coupling mirror, Thorlabs, BB1-E02

**SP13.** Cavity coupling mirror, Thorlabs, BB1-E02

**SP14.** Cavity coupling lens, Eksma, AR@430-960nm, $f=400$ mm, mounted on Eksma optics 840-0210

**SP15.** Cavity coupling mirror, Thorlabs, BB1-E02

**SP16.** $\lambda/4$ plate, Thorlabs

**SP17.** Fabry-Pérot cavity mirrors, Thin films, V6-488+V6-489

**SP18.** Beam splitter, CVI, $\approx 5\%$ reflection

**SP19.** Camera, Point Grey, FFMV-03M2M-CS

**SP20.** Lens, Thorlabs, $f=50$ mm

**SP21.** Transmission detector, Home built, photodiode: Hamamatsu S5971, trans-impedance amplifier: Texas Instruments THS4631

**SP22.** Ion pump, Titan
Understanding the properties of light propagating through a medium is one of the interesting challenges of studying electromagnetic wave theory. Explaining experimentally observed phenomena related to light propagation in terms of electromagnetic theory is quite complex due to the interaction of light with matter taking place during the propagation. One could reduce this complexity without losing the generality of the solution by considering a simplification based on the properties of the medium. We start the simplification by considering a plane-stratified medium, which is a valid assumption for the materials investigated in our case. The assumption of plane-stratified media is a proper approximation for materials that show variation in the propagation direction ($z$-axis) and no variation in the lateral ($x$-$y$ plane) direction. In other words, we have homogeneity in the $x$-$y$ plane and inhomogeneity along the $z$-axis. The main theoretical concept of the calculations in this chapter is discussed with more details in Ref. [81].

5.1 Basic equations

For macroscopic media, Maxwell equations describe the dynamics of the fields as follows:

$$\begin{align*}
\nabla \times E(r, \omega) &= ik_0(c_0 B(r, \omega)) \\
\nabla \times \eta_0 H(r, \omega) &= -ik_0(c_0 \eta_0 D(r, \omega))
\end{align*}$$

(5.1)

where $c_0$ and $k_0$ are the speed and wave-number of light in a vacuum, respectively. In addition, $E$, $B$, $H$, and $D$ are the electric field, magnetic induction, magnetic field, and the displacement electric field, respectively. In order to apply Maxwell’s macroscopic equations, it is necessary to specify the relations between
5.1 Basic equations

D, E, H, and B. These equations are called constitutive relations.

\[
\begin{aligned}
D(r) &= \varepsilon_0 [\varepsilon(z, \omega) \cdot E(r, \omega) + \eta_0 \xi(z, \omega) \cdot H(r, \omega)] \\
B(r) &= \frac{1}{c_0} [\zeta(z, \omega) \cdot E(r, \omega) + \eta_0 \mu(z, \omega) \cdot H(r, \omega)]
\end{aligned}
\]  

(5.2)

where \( r = x\hat{x} + y\hat{y} + z\hat{z} \) and \( \omega \) is the angular frequency. \( \varepsilon \) and \( \mu \) are the permittivity and permeability of the medium, respectively, while \( \xi \) and \( \zeta \) are called crossed magneto-electric dyadics.

In a single crystal, the physical and mechanical properties can often be orientation dependent. When the properties of a material vary with orientation, the material is said to be anisotropic. Alternatively, when the properties of a material are the same in all directions, the material is said to be isotropic. Bi-anisotropic media may be characterized as a general class of linear media which exhibit so-called magnetoelectric coupling between the electric and magnetic fields \([81]\).

Based on the plane-stratified assumption, it is natural to decompose the electromagnetic field into tangential (x-y plane) and normal components. Considering this lateral homogeneity and substituting the constitutive relations (Eq. 5.2) into the Maxwell equations (Eq. 5.1) gives a system of ordinary differential equations (ODEs) with the variable \( z \).

\[
\frac{d}{dz} \begin{pmatrix} E_{xy}(z) \\ \eta_0 J \cdot H_{xy}(z) \end{pmatrix} = ik_0 M(z) \cdot \begin{pmatrix} E_{xy}(z) \\ \eta_0 J \cdot H_{xy}(z) \end{pmatrix} 
\]  

(5.3)

where \( J \) is a two-dimensional rotation dyadic (rotation of \( \pi/2 \) in the x-y plane) as follows:

\[
J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\]  

(5.4)

and

\[
J \cdot J = -I_2 = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}
\]  

(5.5)

in addition

\[
M = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix}
\]  

(5.6)

For a more detailed discussion of how to obtain Eq. 5.3, which is beyond the scope of this thesis, the reader is referred to Ref. \([81]\). We will discuss the matrix elements of \( M(z) \) for \( Pr^{3+} : Y_2SiO_5 \) in Section 5.2.2.
5.2 Light propagation in the 
Pr$^{3+} : Y_2SiO_5$ crystal

In this section the light propagation inside a 0.05% Pr$^{3+} : Y_2SiO_5$ crystal is discussed. We start by calculating the permittivity tensor and employing the theoretical approach discussed in Section 5.1 to achieve the light polarization direction while propagating through this specific medium.

5.2.1 Defining the permittivity tensor in the principal axis coordinate system

To define the permittivity tensor for Pr$^{3+} : Y_2SiO_5$, one could start by deriving the relation between permittivity and susceptibility for the host material ($Y_2SiO_5$) and the absorber (Pr) separately as follows:

$$\epsilon = n^2\epsilon_0 = (1 + \chi)\epsilon_0 = (1 + \chi_{\text{host}} + i\chi_{\text{abs}})\epsilon_0$$  \hspace{1cm} (5.7)

The imaginary part of the susceptibility is proportional to the absorption, while the real part of the susceptibility is proportional to the real refractive index. $\chi_{\text{abs}}$ is directly connected to the absorption coefficient ($\alpha$), in the medium as follows [82]:

$$\chi_{\text{abs}} = \frac{n_b\epsilon_0}{\omega} \alpha$$  \hspace{1cm} (5.8)

where $n_b \approx 1.8$ as a background refractive index and $\omega \approx 2\pi.494$ THz. The anisotropic absorption coefficients for the two sites of a nominally 0.05% Pr$^{3+} : Y_2SiO_5$ crystal at the $^3H_4 - ^1D_2$ transition is measured as shown in the Table 7.6 in the Ref. [29]. Based on this measurement the absorption for site I (605.977 nm) is about $3.6 \pm 0.5$ along the $D_1$, $47 \pm 5$ along the $D_2$, and $< 0.1$ along the $b$ axis, all in the unit $cm^{-1}$ (See Fig. 5.1, where $b$, $D_1$, and $D_2$ are crystal principal axes.) Therefore, following Eq. 5.8 we obtain:

$$\chi_{\text{abs}} = 8.2 \times 10^{-4}$$  \hspace{1cm} (5.9)

in the direction of the transition dipole moment shown in Fig. 5.1. $\chi_{\text{abs}}$ is a unitless quantity which represents the imaginary part of the susceptibility.

To be able to perform the summation in Eq. 5.7 for different susceptibilities, we have rotated the $\chi_{\text{abs}}$ coordinate about the $b$ axis to the principal axis coordinate. According to Fig. 5.1 the rotation angle in the case of Pr$^{3+} : Y_2SiO_5$ is $\theta = 15.5 - 90$.

$$\chi_{\text{abs}} = R_z \cdot \chi_{\text{abs}} \cdot R_z^{-1} = \chi_{\text{abs}} \begin{pmatrix}
\cos^2 \theta & \sin \theta \cos \theta & 0 \\
\sin \theta \cos \theta & \sin^2 \theta & 0 \\
0 & 0 & 0
\end{pmatrix}$$  \hspace{1cm} (5.10)
5.2.2 Defining the M tensor based on the permittivity tensor

The next step is to calculate $\chi_{host}$ based on the Sellmeier dispersion and the measured coefficients from Table 7.1 and Eq. 7.2 in Ref. [29].

$$
\chi_{host} = \begin{pmatrix}
2.1989 & 0 & 0 \\
0 & 2.2744 & 0 \\
0 & 0 & 2.1883
\end{pmatrix}
$$

(5.11)

Adding up all calculations, the final results for the permittivity tensor in the principal axis coordinate will be:

$$
\vec{\epsilon} = \begin{pmatrix}
\epsilon_{xx} & \epsilon_{xy} & \epsilon_{xz} \\
\epsilon_{yx} & \epsilon_{yy} & \epsilon_{yz} \\
\epsilon_{zx} & \epsilon_{zy} & \epsilon_{zz}
\end{pmatrix}
$$

(5.12)

$$
= \begin{pmatrix}
1 + \chi_{xx} + i\chi_{abs}\cos^2\theta & i\chi_{abs}\sin\theta\cos\theta & 0 \\
i\chi_{abs}\sin\theta\cos\theta & 1 + \chi_{yy} + i\chi_{abs}\sin^2\theta & 0 \\
0 & 0 & 1 + \chi_{zz}
\end{pmatrix} \epsilon_0
$$

(5.13)

$$
= \begin{pmatrix}
3.1989 + 5.85e^{-5i} & -2.11e^{-4i} & 0 \\
-2.11e^{-4i} & 3.2744 + 7.6e^{-4i} & 0 \\
0 & 0 & 3.1883
\end{pmatrix} \epsilon_0
$$

(5.14)

5.2.2 Defining the M tensor based on the permittivity tensor

According to the main assumption of this chapter (the plane-stratified media assumption), the four dyadics $\epsilon(z)$, $\xi(z)$, $\zeta(z)$, and $\mu(z)$ in Eq. 5.2 depend only on the spatial variable, $z$, which describes the propagation direction. The second assumption in our case is to consider all four dyadics to be independent of angular frequency ($\omega$).

The $Pr^{3+} : Y_2SiO_5$ crystal, which is our medium, is modeled as a non magnetic anisotropic medium with zero crossed magneto-electric dyadics. Therefore, as a third assumption, we consider there to be no crossed magneto-electric dyadics ($\xi = \zeta = 0$) in Eq. 5.2. There exists a general sets of equations for the connection between the fundamental matrix $M(z)$ and the four main dyadics in Ref. [81], but based on the three assumptions described above, a normal incident, non-magnetic, and anisotropic medium, we can simplify the $M(z)$ for our case as:

$$
M = \begin{pmatrix}
\vec{0} \\
-\vec{\epsilon}_{\perp\perp} + \frac{1}{\epsilon_{zz}}\vec{\epsilon}_{\perp}\vec{\epsilon}_{z} \\
-\vec{I}_2
\end{pmatrix}
$$

(5.15)
where

\[
\bar{\varepsilon}_\perp = \begin{pmatrix} \epsilon_{xx} & \epsilon_{xy} \\ \epsilon_{yx} & \epsilon_{yy} \end{pmatrix}, \quad \bar{\varepsilon}_\parallel = \begin{pmatrix} \epsilon_{zz} \\ \epsilon_{zz} \end{pmatrix}, \quad \bar{\varepsilon}_z = \begin{pmatrix} \epsilon_{xz} & \epsilon_{yz} \end{pmatrix}, \quad \bar{\varepsilon}_\perp \bar{\varepsilon}_\parallel = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

(5.16)

### 5.2.3 M tensor eigenvalues

Following Eq. 5.3, we need to investigate the eigenvalues and eigenvectors of the M tensor (Eq. 5.15) in order to calculate the tangential components of the electric and magnetic field. The eigenvectors \( \bar{u}_i \) and \( \bar{v}_i \) correspond to the eigenvalues +\( \lambda_i \) and −\( \lambda_i \) (\( i = 1, 2 \)) for the forward and backward waves, respectively:

\[
\begin{align*}
\bar{u}_i &= \{ E_{xi}, E_{yi}, -\eta_0 H_{yi}, \eta_0 H_{xi} \} \\
\bar{v}_i &= \{ -E_{xi}, -E_{yi}, -\eta_0 H_{yi}, \eta_0 H_{xi} \}
\end{align*}
\]

(5.17)

### 5.2.4 E-field evolution in the propagation direction

To understand the E-field and H-field properties while the wave is propagating in the \( z \) direction, we can employ the fundamental equation for one-dimensional wave propagation (Eq. 5.3). By considering the eigenvectors and eigenvalues of the M matrix (Eq. 5.17), the wave properties along the propagation (\( z \)) direction is calculated for the forward wave:

\[
\frac{d}{dz} \bar{u}_i = i k_0 \lambda_i \bar{u}_i \implies \bar{u}_i(z) = \bar{u}_i(0)e^{ik_0 \lambda_i z}
\]

(5.18)

it is possible to calculate the backward wave (\( \bar{v}_i(z) \)) in the same way.

By convention, the polarization of light is described by specifying the orientation of the wave’s electric field at a point in space over one period of the oscillation. Therefore, to understand the polarization direction inside the medium it is enough to drive only the E-field. The initial light polarization before interaction with the medium could be driven by the E-field direction:

\[
E_0 = E_{0x}\hat{x} + E_{0y}\hat{y}
\]

(5.19)

In addition, the electric field inside the medium could be written as a superposition of the E-field of two eigenvectors:

\[
E_{\text{inside}} = \alpha \bar{E}_1(z) + \beta \bar{E}_2(z) \\
= \alpha (E_{x1}\hat{x} + E_{y1}\hat{y}) + \beta (E_{x2}\hat{x} + E_{y2}\hat{y})
\]

(5.20)
5.2.5 Major and minor elliptical polarization calculation

Based on the boundary condition for the tangential E-fields at the interface:

\[
\begin{align*}
\hat{x} : E_{0x} &= \alpha E_{x1} + \beta E_{x2} \\
\hat{y} : E_{0y} &= \alpha E_{y1} + \beta E_{y2}
\end{align*}
\]  
(5.21)

Therefore:

\[
\begin{align*}
\alpha &= \frac{E_{0x}E_{y2} - E_{0y}E_{x2}}{E_{x1}E_{y2} - E_{y1}E_{x2}} \\
\beta &= \frac{1}{E_{x2}}[E_{0x} - \alpha E_{x1}]
\end{align*}
\]  
(5.22)

Now, based on the knowledge from input E-field \( E_0 \) (Eq. 5.19), we can calculate the E-field inside the medium \( (E_{\text{inside}}) \) from Eq. 5.20. Later, we can extend our knowledge to different slabs in the propagation direction using Eqs. 5.18 and 5.20 as follows:

\[
\bar{u}(z) = \alpha \bar{u}_1 e^{ik_0 z} + \beta \bar{u}_2 e^{ik_0 z
\}  
\]  
(5.23)

5.2.5 Major and minor elliptical polarization calculation

So far, we have calculated \( \bar{u}(z) \), which is connected to the E-field according to Eq. 5.17. The next step, could be to map \( \bar{u}(z) \) to the world of polarization. In this section, we introduce the polarization definition from two different perspectives and then connect it to \( \bar{u}(z) \).

One of the solutions for the wave equation will be \( \mathbf{E}(\mathbf{r}, t) = \bar{E} e^{-i(\omega t - k \cdot \mathbf{r})} \) with a complex amplitude vector \( \bar{E} \). This complex vector, which is in the plane perpendicular to the propagation direction, could be written in two different notation which are equivalent:

\[
\begin{align*}
\bar{E} = E_P \mathbf{P} + E_S \mathbf{S} \\
\bar{E} = \bar{E}_r + i \bar{E}_i
\end{align*}
\]  
(5.24)

In the first notation, \( E_P \) and \( E_S \) are two complex scalers while \( \mathbf{P} \) and \( \mathbf{S} \) are two orthogonal unit vectors, as shown in Fig. 5.2. Actually, the letters \( \mathbf{P} \) and \( \mathbf{S} \) have a German origin, where \( \mathbf{S} \) stands for “Senkrecht”, which means perpendicular, and \( \mathbf{P} \) stands for parallel. This is equivalent to the convention for p-polarized and s-polarized light. The p-polarized light is understood to have an electric field direction parallel to the plane of incidence on a surface, and the s-polarized light has the electric field oriented perpendicular to that plane. The phase differences \( (\phi = \phi_P - \phi_S) \) between \( E_P = |E_P|e^{i\phi_P} \) and \( E_S = |E_S|e^{i\phi_S} \) define the linear \( (\phi = 0, n\pi; \text{n is an integer number}) \), circular \( (\phi = \pm(2n + 1)\frac{\pi}{2}) \), or elliptical polarization (see Eq. 5.26).

In the second notation, the real vectors, \( \bar{E}_r \) and \( \bar{E}_i \), span the same plane as \( \bar{E}(t) \), but they would generally not be orthogonal. The calculations for \( \bar{u}_i \) and \( \bar{v}_i \) in Eq. 5.17, follows the second
convention. However, in many practical contexts it is preferable to work with orthogonal vectors. We therefore propose using vectors $\vec{E}_r$ and $\vec{E}_i$ as a basis for constructing two new real vectors $\vec{a}$ and $\vec{b}$, which are perpendicular to and existing in the same plane as vectors $\vec{E}_r$ and $\vec{E}_i$. To express the optical field as components along the major and minor polarization axes, a linear transformation is written as follows:

$$\begin{align*}
\vec{a} &= \vec{E}_r \cos \psi + \vec{E}_i \sin \psi \\
\vec{b} &= -\vec{E}_r \sin \psi + \vec{E}_i \cos \psi
\end{align*} \quad (5.25)$$

where $\psi$, is shown in Fig. 5.2, is defined by:

$$\tan(2\psi) = \frac{2|\vec{E}_r||\vec{E}_i|}{|\vec{E}_r|^2 + |\vec{E}_i|^2} \cos (\vec{E}_r, \vec{E}_i) \quad (5.26)$$

5.3 Simulation results

The main purpose of the simulation in this chapter is to determine the precision required in our setup to minimize the polarization rotation of the field while the wave is propagating through the medium. For this purpose, one needs to monitor the magnitude and the direction of vectors $\vec{a}$ and $\vec{b}$ inside the medium. To this end, the sample is divided into several slabs along the propagation direction ($z$) and then Eqs. 5.25 and 5.26 are employed to calculate vectors $\vec{a}(z)$ and $\vec{b}(z)$ and polarization angle $\psi(z)$. The length of each slab in our simulation is $m = 606.8$ nm.

5.3.1 Understanding retardation in a $Y_2SiO_5$ crystal

Different refractive indices ($n_b = 1.7856, n_{D1} = 1.7886, n_{D2} = 1.8095$) along the principal axes in the $Y_2SiO_5$ crystal causes the crystal to be a birefringent [83]. The propagation phase, $\phi$, can be written as $\phi = \omega \frac{L}{c}$ radians per meter, so that a wave of frequency $\omega$ will experience a phase shift of $\phi$ radians in traveling a distance $L$ through the crystal. The difference between two phase shifts along $D_1$ and $D_2$ is termed the retardation $\Delta \phi = 2\pi \frac{\Delta n L}{\lambda}$. The final equation for retardation considering the crystal length $L = m\lambda$ will be:

$$\Delta \phi = 2\pi \Delta n m \quad m \in \mathbb{N} \quad (5.27)$$

Let’s calculate the crystal length needed to obtain a quarter wave plate. Quarter wave plates are used to turn plane-polarized light into circularly polarized light and vice versa. To do this in our case, we must orient the input polarization at $\alpha = 45^\circ$ relative to $D_2$. In the case of a pure $Y_2SiO_5$ crystal without any absorber and propagation direction along the $b$ axis, the $m$ is calculated to
be about 12 based on Eq. 5.27 for $\Delta \phi = \frac{\pi}{2}$. This is about $4 \mu m$ for a wavelength of about $606 \pm 1.8$ nm, which fits very well with the simulation results shown in Fig. 5.3

\section*{5.3.2 Polarization rotation in a $Pr^{3+}: Y_2SiO_5$ crystal}

The characterization of an electromagnetic wave is based on understanding the wave-vector, $k$, the field vectors, $E$, $D$, $H$, $B$, and the complex Poynting vector, $S = \frac{1}{2} E \times H$ (direction of power flow). These vectors should obey Eq. 5.1. Therefore, considering $\nabla = ik$ we can show the $D$ vector should be normal to $k$ and $E$. In the same way the two parallel vectors $B$ and $H$ are perpendicular to $k$ and $E$. In fact, the relation between $D$ and $E$ depends on the presence of the polarization in the medium, which is $D = \varepsilon_0 E + P$. Based on this criteria, the differences between Poynting vector $S$ and wave-vector $k$ are shown in Fig. 5.4. In other words, in a medium where polarization direction $P$ is not normal to wave-vector $k$, the direction of the poynting vector and wave-vector will be different, as shown in Fig. 5.4. In our case the transition dipole moment direction of the absorption site is equivalent to polarization direction $P$. The transition dipole moment direction of Pr ions doped in $Y_2SiO_5$ is in the $(D_1, D_2)$ plane, as shown in Fig. 5.1. Thereby, in the case of $Pr^{3+}: Y_2SiO_5$, the logical choice seems to be to keep the propagation direction along the $b$-axis.

In the simulations discussed below the permittivity tensor in Eq. 5.14 is employed with the input E-field polarization direction along $D_2$ ($\alpha = 0$ in Fig. 5.5) and the input wave propagation direction, $k$, is along the $b$ axis according to Fig. 5.1. As we discussed earlier, the medium is divided into several slabs (m) along the propagation direction. In Fig. 5.6a, polarization angle $\psi$ and ellipticity $\frac{a}{b}$ are shown for 100 slabs. The magnitude of $\bar{a}$ and $\bar{b}$ for 100 slabs is shown in Fig. 5.6b.

\section*{Case I}

In the same way, as described above, it is possible to extend the propagation length to $m = 3000$ ($\approx 1 \text{ mm } 0.05\% \ Pr^{3+}: Y_2SiO_5$ crystal), which is shown in Fig. 5.7. Fig. 5.7a shows the angle of the light polarization relative to the $D_1$ axis as a function of propagation length $m$. As seen in Fig. 5.7b, the polarization ellipticity varies between a minimum and maximum value while propagating through the medium. The variation of the major ($\bar{a}$) and minor ($\bar{b}$) axes of the polarization is shown in Fig. 5.7c,d. The main oscillation is related to the minor ($\bar{b}$) axis of the polarization as shown in Figs. 5.6b and 5.7d.
Light propagation in an anisotropic medium

Figure 5.6. Polarization properties versus m (number of slabs) for the initial polarization angle $\alpha = 0$ and a 0.05\% $Pr^{3+}$ : $Y_2SiO_5$ crystal. (a) polarization direction defined by angle $\psi$. (b) polarization extinction in logarithmic scale. (c,d) magnitude of polarization along a, and b, respectively.

Case II

Let’s go further and investigate an even longer crystal. A polarization direction $\psi$ and ellipticity $\frac{a}{b}$ for the initial polarization angle $\alpha = 0$ and an extinction ratio higher than $10^6$ is simulated for $m = 20000$ (≈ 7 mm 0.05\% $Pr^{3+}$ : $Y_2SiO_5$ crystal) in Fig. 5.8. This simulation shows that, even when we start with a very pure linear polarization along $D_2$, there is a turning point for the polarization direction at $m \approx 4800$. Further simulation shows that by mis-aligning input polarization angle $\alpha$, the turning point will occur after a shorter propagation length. Therefore, because of the polarization rotation inside the crystal, ions in different slabs of the crystal will not experience the same Rabi frequency. In addition, if we take a long enough crystal (> 4 mm) and set the input polarization along $D_2$, the output polarization should be almost along $D_1$ and this occur regardless of the input polarization. A preliminary experiment has confirmed this effect, but further investigations needs to be performed to ascertain that this indeed is the case.
5.3.2 Polarization rotation in a Pr$^{3+}$ : Y$_2$SiO$_5$ crystal

![Figure 5.9](image)

**Figure 5.9.** Output polarization versus input polarization direction after a 1 mm long Pr$^{3+}$ : Y$_2$SiO$_5$. An experiment (blue star), simulation1 (red square), results of polarization direction after 3000 slabs (≈ 1 mm Pr$^{3+}$ : Y$_2$SiO$_5$) considering $\chi_{abs} = 8.2 \times 10^{-4}$, simulation2 (black circle), results of polarization direction after 3000 slabs (≈ 1 mm Pr$^{3+}$ : Y$_2$SiO$_5$) considering $\chi_{abs} = 1 \times 10^{-4}$, compared to no crystal case (green triangle).

**Figure 5.8.** Polarization properties versus m (number of slabs) for the initial polarization angle, $\alpha = 0$ (see Fig. 5.5) and a 0.05% Pr$^{3+}$ : Y$_2$SiO$_5$ crystal. (a) polarization direction defined by angle $\psi$. (b) polarization extinction in logarithmic scale. (c,d) magnitude of polarization along a, and b, respectively. There is a turning point for polarization direction at m ≈ 4800

Case III

To understand how precisely we need to align the input linear polarization, one could run the simulation with mis-aligned input polarization. The mis-aligned input polarization from the $D_3$ axis and inside the $(D_1,D_2)$ plane is called $\alpha$ as shown in Fig. 5.5. After propagation of the light through a medium of about 3000 slabs we calculate the polarization angle ($\psi$). The output polarization versus input polarization is shown in Fig. 5.9. The green trace in Fig. 5.9 shows the case when we do not have any crystal while the blue shows the experimental measurement in a 1 mm long 0.05% Pr$^{3+}$ : Y$_2$SiO$_5$ crystal. Two sets of simulations with different $\chi_{abs}$ are shown in Fig. 5.9. In the first simulation, which is shown by the red trace, $\chi_{abs} = 8.2 \times 10^{-4}$ according to Eq. 5.9. In the second simulation, which is shown by the black trace, $\chi_{abs} = 1 \times 10^{-4}$. The mismatch between the simulation and the experiment is originated from $\chi_{abs}$ coefficient in Eq. 5.9. Actually, by employing the present theoretical model it is possible to reverse the process and measure the absorption of the material by measuring the polarization angle after the crystal.
In conclusion, in this chapter, we developed a simulation program able to investigate the polarization direction $\psi$ and ellipticity $\epsilon$ (see Fig. 5.5) while propagating through the crystal. This will open up a new opportunity to investigate more interesting physics regarding to the propagation effects in RE ions in the future.
Quantum information is a general term that describes the physical information contained in the state of a quantum system. The qubit, used as a unit of quantum information, is a two-level quantum system that can actually be a superposition of the two states at any given time. In the quantum world, the phase angles between the components of a system in a quantum superposition needs to be well defined, otherwise the quantum state will collapse. Keeping track of phase information is required to maintain “quantum-ness”, and is what makes quantum systems different from systems in the classical world. Phase preservation is related to “coherence”, which is at the heart of all the discussions in this thesis. The longer the coherence time, the longer the phase preservation, and consequently the quantum state will live longer. In the case of a single photon, the qubit can be represented in several different ways, using different physical quantities, such as the polarization of a single photon, the photon number [84], the photon path [12], or a separation in time (time-bin) [85] to encode information. But in all cases, the photon plays the role of a flying qubit. Therefore, the requirement of having a stationary qubit (like matter) and map on the encoded quantum state from flying qubit to stationary qubit is perceived. Such a quantum interface between light and matter, with an ability to map onto, store in, and later retrieve the quantum state of light from matter, is vital in quantum information processing [5]. A device capable of this can be called a quantum memory for light, and will be discussed in detail in this chapter.

6.1 Why is there a need for a quantum memory?

In the most proposed quantum computation schemes, decoherence destroys the information in a superposition of states, thus making
6.1 Why is there a need for a quantum memory?

Long computations impossible. It is possible to reduce the effects of decoherence by storing information in a quantum memory, assuming that the decoherence process acts independently on each of the bits stored in the memory [10]. For example, the quantum memory is one of the most important components in quantum computing based on linear optics. In this scheme, when the probability of a successfully teleported gate or addition to a cluster state becomes small, photons that are part of the circuit must be stored for a considerable time while the off-line preparation of entangled photons is taking place [11].

Signal synchronization in optical quantum computation, is one of the applications of a quantum memory. Several parallel qubits, must be synchronized at each step in time, and a quantum memory acting as an identity quantum gate with a delay that leaves any state unchanged, could be useful in this way [12]. Another application of a quantum memory is the implementation of a deterministic single-photon source. In this application it may be possible to couple one of the entangled photons produced, for example, from parametric down conversion, to a quantum memory, and use the other as a heralded photon. Thus, the stored photon could be released on demand and act as a deterministic single photon source [14]. It should be noted that such schemes require efficient coherent exchange of the photon state to the stored state, and back, as well as long-lived storage. For a comparison, the reader is referred to a review by Eisaman et al. [86], which describes several other schemes which are competing in the implementation of a deterministic single photon source.

The quantum memory plays a vital role in long-distance quantum communication [87], although there are proposals for quantum communication without the necessity of quantum memories [9]. Extension of the quantum communication channel length (beyond 170 km [88]) is limited by optical losses. For instance, the probability of both absorption and depolarization of a photon (i.e., the qubit) in fiber optics increase exponentially with the length of the fiber. Therefore, the optical transmission probability will decrease exponentially with length. Actually, the number of transmitted photons will be reduced by absorption, while the fidelity of the transmitted photons will be reduced by depolarization or decoherence [6]. To overcome these difficulties, the concept of quantum repeaters can be used by combining quantum teleportation and quantum state storage [6, 7].

The basic idea is to divide the transmission channel into many segments as shown in Fig. 6.1. The length of each segment is of the order of the channel attenuation length. In the first step, entanglement is generated in each segment. Then, the entangled state is purified. Entanglement purification is a way of extracting a subset of states with higher entanglement from a large set of less entangled states. In the third step, the beams from two
adjacent segments are overlapped on a beam splitter to swap their entanglement and extend the segment length [87]. To achieve almost perfect entanglement, further purification needs to be done after swapping again. The principle of entanglement purification using linear optics has been explained by Pan et al. [89]. Since entanglement purification is a probabilistic operation, employing a quantum memory in each arm of the entangled state will increase the transfer rate [6].

Furthermore, quantum memories for light are also employed for precision measurements based on mapping the quantum properties of an optical state to the atomic ensembles. This will reduce the level of quantum noise in the measured observable [15, 90].

6.2 Different aspects of quantum memory

A quantum memory for light is an interface that should receive a photonic quantum state, characterized for instance, by an amplitude, phase, polarization, direction, and after a time, retrieve an ideally identical quantum state. To be able to distinguish a quantum memory from a classical memory, it is necessary to define concrete quantities by which it can be characterized. In this section, these definitions will be discussed, in addition to the figure of merit needed for different applications.

6.2.1 Fidelity

Several definitions have been proposed to obtain a quantitative answer to the question regarding the similarity of two information items in an information processing operation (classical or quantum). Among these definitions, we will discuss the fidelity which seems the most relevant to the work presented in this thesis. For other definitions, the reader is referred to Ref. [4]. Let us assume we have two probability distributions, \( \{p_x\} \) and \( \{q_x\} \), in the classical world. The fidelity of these two probability distributions is defined as:

\[
F(p_x, q_x) = \sum_x \sqrt{p_x q_x} \tag{6.1}
\]

This definition is very similar to the inner product of two normalized vectors \( \sqrt{p} \) and \( \sqrt{q} \) as shown in Fig. 6.2. When the probability distributions are identical, the fidelity will be unity, and in the case of two orthogonal probability distributions it will be zero. Therefore, in general we have the condition \( 0 \leq F(p_x, q_x) \leq 1 \).

In the quantum world, the general definition of the fidelity for two quantum states \( \rho \) and \( \sigma \) will be [4]:

\[
F(\rho, \sigma) = \text{Tr} \left( \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}} \right) \tag{6.2}
\]
6.2.2 Efficiency

Let us be more specific by discussing some examples. First, consider \([\rho, \sigma] = 0\), which means one could write the quantum states in an orthogonal basis \(|i\rangle\) as follows:

\[
\rho = \sum_i r_i |i\rangle \langle i|, \quad \sigma = \sum_i s_i |i\rangle \langle i|
\]  

The fidelity will then be given by:

\[
F(\rho, \sigma) = \text{Tr} \sqrt{\sum_i r_i s_i |i\rangle \langle i|} = \sum_i \sqrt{r_i s_i} = F(r_i, s_i)
\]

Therefore, when \([\rho, \sigma] = 0\) the quantum fidelity \(F(\rho, \sigma)\) will be very similar to the classical fidelity \(F(r_i, s_i)\).

In the second example, let us assume that one of the states is pure, then it can be described by a single ket vector, \(\rho = |\psi\rangle \langle \psi|\). In this case the fidelity will be:

\[
F(\rho, \sigma) = \text{Tr} \sqrt{|\psi\rangle \langle \psi| \sigma |\psi\rangle \langle \psi|} = \sqrt{\langle \psi| \sigma |\psi\rangle}
\]

In the third example, we consider two pure states \(\rho = |\psi\rangle \langle \psi|\) and \(\sigma = |\phi\rangle \langle \phi|\), in which case the fidelity will be \(F(\rho, \sigma) = |\langle \psi| \phi\rangle|\). The fidelity is also limited to \(0 \leq F(\rho, \sigma) \leq 1\) in the quantum world.

For comparison, we will now consider the fidelity between an input state, \(\rho\), to the quantum memory and an output state, \(\sigma\), from the quantum memory. The fidelity is simply defined as the overlap of the quantum state wave function of the recalled wave packet with that of the one originally sent in for storage. In the case of optimum fidelity, the wave functions of the input and output photons are identical. An alternative definition is conditional fidelity, i.e. the overlap is conditional on that the photon was emitted by the memory [91].

In quantum information processing, for instance, we could evaluate the preservation of the information in the memory interface by measuring the fidelity between the input and output states. However, in order to ensure that the interface is working in the quantum regime, it is necessary to define a border between the classical and quantum regimes, i.e., the highest classical fidelity possible. A large number of studies have been carried out to define this border for different input states and different measurement methods. For instance, for a coherent state in the case of continuous variable measurements (i.e. homodyne measurements), the critical fidelity has been shown to be \(F_{\text{class}} = 1/2\) [92]. The boundary fidelity by performing a discrete variable measurement (i.e. a photon counting measurement) on a coherent state, lead to \(F_{\text{class}} = 2/3\) [93].

6.2.2 Efficiency

The overall memory efficiency is simply defined as the energy of the pulse recalled from the memory divided by the energy of the
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Pulse sent in for storage in the memory. At the quantum level (weak coherent pulses), storage efficiency basically corresponds to the probability that the stored information is retrieved. To be able to discuss the efficiency in detail, the overall efficiency is divided to several parts as follows:

\[ \eta_{overall} = P_{abs} P_{emi} P_{dep} P_{re-abs} P_{loss} \]  \hspace{1cm} (6.6)

where \( P_{abs} = 1 - e^{-\alpha L} \) is the probability of the absorption of the photon by the quantum memory, and \( \alpha L \) is the optical depth of the sample. \( P_{emi} \) is the opposite operation, and gives the probability of photon emission by the memory.

There are several practical obstacles for realizing the quantum memory for light as a basic quantum gate. Quantum memories must be isolated from the environment as much as possible so that the stored qubits are not destroyed by environmental influences. On the other hand, quantum memories have to be able to exchange information with the environment by writing qubits into the memory and reading them out again. Thus, finding the optimum will restrict practical implementation to a limited number of physical systems, which are discussed in this section. In reality, during and between the absorption and re-emission procedures there is a possibility of decoherence due to the interaction of the quantum memory with the environment. \( P_{dep} \) represents a general dephasing process which could arise from either an individual atom or an atomic ensemble. We can write \( P_{dep} = e^{-\gamma t} \), where \( \gamma \) is a general dephasing rate coefficient. \( P_{dep} \) is the probability that must be considered in order to extend the storage time of a quantum memory. In three-level atoms, which are called Λ systems (see Fig. 6.3), this is achievable via storage in a shelving state, which has a longer coherence time (\( T_2 \)). For certain systems, a longer storage time can be achieved by applying external compensation during storage, as will be discussed in Section 6.2.3.

In an ensemble approach when we have a thick sample, the emitted photon from the early slices in the sample could be absorbed by the rest of the sample. This is represented by \( P_{re-abs} \) in Eq. 6.6. Therefore, there is a trade off between the optical depth needed for maximizing the absorption and minimizing the re-absorption. This will limit the overall quantum memory efficiency to 54% [94, 95]. Two ways of circumventing this problem have been suggested. One is to force the output state to be emitted from the opposite direction [96, 97], called the backward direction scheme. The other is the forward direction scheme, performed by spectrally removing the atoms in the rest of the sample by applying an electric or magnetic field [98]. This will be discussed in more detail in Section 6.3.5. \( P_{loss} \) is related to the absorbers that do no participate in the memory procedure, e.g. the background absorption by the sample.
6.2.3 Storage time

It should be noted that high overall efficiency is not always necessary, and that efficiency is very application dependent. In some applications such as unknown state teleportation, a memory with unconditional high fidelity is required. In other words, the product of fidelity and efficiency must be higher than the classical limit [91]. The efficiency requirements for the quantum repeater application are discussed in Ref. [99].

6.2.3 Storage time

Based on the application, there will also be requirements on storage time and on-demand retrieval of the stored input field [18, 19, 100–103]. In some applications, for instance, in long-distance quantum communication, when one of the entangled states is distributed across the distance $L$, the second state must be stored in a memory with a storage time longer than $\frac{L}{c}$ where $c$ is the speed of light in the transmission channel [99]. In addition, we should be able to “push a button” to retrieve the stored state, which means the scheme must be “on-demand”. In other applications, a long storage time is not necessary, e.g. signal synchronization in optical quantum processing [12, 13], the implementation of a deterministic single-photon source [14], and precision measurements based on mapping of the quantum properties of an optical state onto an atomic ensemble [15].

As discussed above (Eq. 6.6), the overall efficiency is exponentially related to the dephasing rate. This means, that isolating the memory from the environment (statically or dynamically) is key in ensuring a high overall efficiency for long times. For example, in the protocols based on the $\Lambda$ system at cryogenic temperatures, the coherence time of the shelving state ($T_{hyp}$) is usually longer than the optical one ($T_{opt}$). In RE ions, excited state coherence times ($T_{2}^{opt}$) range from tens of $\mu$s to 6 ms [40] and hyperfine coherence times as long as 30 s [104] have been demonstrated. Therefore, transferring the information from the optical excited state to the shelving state will extend the storage time. This could be a first step towards extending the memory storage time. The next step may be to investigate the possibility of increasing the coherence time of the shelving state ($T_{hyp}$).

To improve $T_{hyp}$, it is necessary to find the source of decoherence and try to suppress it. The hyperfine structure is, in principle, explained by the presence of nuclear magnetic and electric moments interacting with the electronic shell. Therefore, small fluctuation in the surrounding nuclear spin, will cause hyperfine level broadening. The surrounding nuclear spin fluctuation of $\text{Pr}^{3+}:Y_2\text{SiO}_5$ is shown schematically in Fig. 6.3a. This broadening is illustrated schematically in Fig. 6.3 by $\delta$. Typically, the hyperfine inhomogeneous broadening of RE ions is on the order of...
tens of kHz, e.g. 30-80 kHz for $Pr^{3+} : Y_2SiO_5$ [105], 20-30 kHz for Eu : $YAlO_3$ [106], and about 70 kHz for $^{153}Eu^{3+} : Y_2SiO_5$ [107].

Two sources of disturbance are included in Fig. 6.3b. The first is the inhomogeneous broadening of the states $|g\rangle$ and $|s\rangle$, which is shown by $\delta$ in Fig. 6.3b. The second is the fluctuation of the frequency separation between the states $|g\rangle$ and $|s\rangle$ in time (see Fig. 6.3b). These are two important dephasing mechanisms that must be suppressed to achieve long $T_{2}^{hyp}$. Let us first discuss the hyperfine inhomogeneous broadening. Any quantum state mapped on the ions experiencing the inhomogeneous broadening will start dephasing at a rate that is inversely proportional to the broadening $\delta$. This can be externally rephased, for instance, via a pair of radio-frequency (RF) $\pi$ pulses which is on-resonance with $\omega_{gs}$, shown by dashed vectors in Fig. 6.3b. These RF pulses should be able to transfer the whole storage pulse bandwidth between two shelving states. In the phase diagram in Fig. 6.4, the time sequence of the procedure is shown as a type of refocusing scheme.

In the next step, a general and promising method of improving the coherence properties of any quantum state, known as the dynamical decoupling (DD) method, can be employed [108]. This method, initially developed for NMR spectroscopy, can be applied to selectively counteract random perturbations induced by some of the spin Hamiltonian terms [52]. However, it was later proposed that the coherence property could be improved by reducing the dephasing rate for an open system [108]. This method is based on applying a periodic series of inversion pulses to the quantum state stored in the matter. To obtain efficient DD pulses, the rate of the DD pulses ($\frac{1}{t_1}$) should be higher than the dephasing rate ($\frac{1}{t_2}$) of the quantum state as shown in Fig. 6.5.

Let us consider the phase diagram for one of the shelving states as shown in Fig. 6.5. To be more specific, pulses a and b are the pulses that can be used to transfer the quantum state from, for instance, optical state $|e\rangle$ to the shelving state $|s\rangle$, and vice versa, in Fig. 6.3b. To improve, $T_{2}^{hyp}$ one could apply a series of $\pi$ pulses with a bandwidth at least as large as $\delta$, which is the inhomogeneous broadening of the state $|s\rangle$. As an example, three $\pi$ pulses are shown between transfer pulses A and B in Fig. 6.5a. The continuous phase diagram of the shelving state $|s\rangle$ without any phase jump, and the method of correction with a single $\pi$ pulse are shown in Fig. 6.5b. In Fig. 6.5c, a single $\pi$ pulse is applied in the presence of the phase jump that arises from environmental noise. Finally, phase correction using three DD pulses in the presence of a single phase jump is shown in Fig. 6.5d. The number of DD pulses can be increased to hundreds or thousands to maintain a very narrow phase variation about the central phase. For more details and a review, the reader is referred to Refs. [108–110].

The hyperfine levels in the presence of the nuclear spin ($I > 1$)
will be degenerated (doubly) and they can be split by applying an external static magnetic field through the Zeeman shift, as illustrated in Fig. 6.6. A relevant practical problem is to find the direction and magnitude of the static magnetic field required to achieve the best isolation from environmental noise. Because of the anti-crossing effect of the split hyperfine states at a particular magnetic field, [27], we can find an energy separation \( (\hbar \omega) \) that is less sensitive to the variation in the magnetic field. As shown in Fig. 6.6, the first-order estimate is obtained when the transition frequency between the two states is insensitive to the fluctuation in the magnetic field \( \left( \frac{\partial \omega}{\partial B} = 0 \right) \). This particular magnetic field gives a zero first order Zeeman shift (ZEFOZ) [18, 19], which can improve \( T_{2}^{hyp} \) by about 4–5 orders of magnitude. The ZEFOZ approach was used in this work to extend \( T_{2}^{hyp} \) in \( Pr^{3+} : La_2(WO_4)_3 \) (Paper III).

DD pulses can be used to improve the coherence of an open quantum system with an unknown disturbance. The ZEFOZ technique is being used in an attempt to isolate the quantum system from the surrounding environment by applying static compensation. The ideal solution would be a combination of these two techniques to improve the coherence, as demonstrated in Refs. [18, 19, 104, 111].

### 6.2.4 Bandwidth and mode capacity

The memory bandwidth is the maximum spectral width of the memory that can store an input quantum state efficiently. In other words, the memory bandwidth will define how short the pulses are that can be stored. In addition, for most applications, the storage time of the memory must be several times longer than the storage pulse duration. A more stringent figure of merit is thus the time-bandwidth product (TBP) of the memory defined as the product of the memory storage time and the storage pulse bandwidth.

We will now introduce another concept, called the memory mode capacity, which is used in some of the literature to indicate the performance of memories. The memory mode capacity, as a consequence of the high TBP, indicates how many independent pulses (modes) can be stored efficiently in the memory. These pulses may be independent in time, frequency, or even the spatial domain. Multimode storage is crucial in probabilistic applications to boost the occurrence rate of events [20, 21, 112]. Among the ensemble approaches for quantum memories, it has been shown that the atomic frequency comb (AFC) is the best technique for multimode applications, since it is not limited by the optical depth, \( \alpha L \) [113, 114]. Multimode memories in atomic ensembles are discussed in detail by Nunn et al. by comparing the multimode properties of different quantum memory protocols [114].
6.2.5 Wavelength

The operational wavelength of a quantum memory could be a crucial figure of merit in some applications, but it is normally not the first priority for optimization. This could be an issue, for instance, in fiber optics based, long-distance quantum communication since the losses in the fiber are much lower in the telecommunication wavelength [115, 116]. The demonstration of a deterministic single photon source by combining the quantum memory and a heralded single photon source is another application. It is necessary to choose a suitable quantum memory operation wavelength based on the specific application for the single photon source. An extensive and practically useful review of different single photon sources, including the quantum memory approach, is discussed by Eisaman et al. [86].

6.2.6 Linearity

To demonstrate a memory for optical quantum state storage, it is necessary to test it with low photon numbers to ensure that it operating in the quantum regime. The simplest quantum state may be the attenuation of coherent light to the single photon level. In practice, testing and optimizing quantum memories in the quantum regime will be more difficult. Therefore, one could show theoretically or experimentally that the protocol is linear with light amplitude. It may then be possible to optimize the quantum memory parameters with classical light, making the extension of the results to the quantum regime straightforward. This is the case for the experiments performed within the scope of this thesis. In all quantum memory demonstrations presented in this thesis, the AFC protocol was employed, which is discussed below in Section 6.3.5. The results presented in Paper II support the linearity of the AFC technique, which was used in the rest of the experiments. In the study described in Paper II, the storage pulse is attenuated to the single photon level, or to a coherent pulse with an average of 0.1 photons/pulse. The 25% storage and retrieval efficiency obtained (Paper II) is almost comparable with the classical pulse described in Paper I. It should be borne in mind that a classical pulse still means a regime where the average photon number is much less than the number of absorbers involved.

6.3 Different implementations for quantum memories

The interaction between an atom and a photon at the quantum level is the central issue in demonstrating a quantum memory for light. High storage and retrieval efficiency are the main targets of quantum memories, and requires strong coupling between light
and matter [5]. There are several ways of enhancing the coupling between light and matter, which will be described in this section.

An early approach related to quantum information in the study of atom-light interactions was within the framework of cavity quantum electrodynamics (CQED). In the CQED approach, light can be efficiently coupled via a high finesse cavity to a few atoms, or even to a single atom [117]. Another approach, which is practically less complex than CQED, is based on an optically thick, free-space atomic ensemble [5]. A third option involves an ensemble in a low-finesse cavity, and has been found to be very efficient for quantum memories.

The main principles of each approach are presented below. A more detailed description of the scheme employed in the experiments described in this thesis is also given.

6.3.1 The high-finesse cavity and single atom approach

Cavity quantum electrodynamics is based on the study of the interaction between light confined in a high-finesse cavity and atoms, where the quantum nature of light (photons) is significant. This set-up provides the opportunity to enhance the quantum properties of light. CQED could, in principle, be used to construct a quantum memory. Based on the dipole moment approximation ($\hat{H} = \hat{d} \cdot \hat{E}$), it is possible to obtain a strong interaction in the single-atom single-photon experiment by placing a high-quality-factor (Q) cavity around the photon, or by using an atom with a large atomic dipole moment ($\hat{d}$). For example, Rydberg atoms [118] can exhibit very large electric dipole moments due to their large size.

An atom in an optical cavity is a good example of a two-level system coupled to a quantized field. The interaction Hamiltonian of this system, based on the dipole moment approximation and the rotating wave approximation (RWA), is formulated in the Jaynes-Cummings model as follows [59]:

$$\hat{H} = \left(\frac{1}{2}\right) \hbar \omega_0 \hat{\sigma}_3 + \hbar \omega \hat{a}^\dagger \hat{a} + \hbar \lambda (\hat{\sigma}_+ \hat{a} + \hat{\sigma}_- \hat{a}^\dagger)$$  (6.7)

where $\hat{a}$ and $\hat{a}^\dagger$ are the annihilation and creation operators, and $\hat{\sigma}_+ = |e\rangle \langle g|$, $\hat{\sigma}_- = |g\rangle \langle e|$, and $\hat{\sigma}_3 = |e\rangle \langle e| - |g\rangle \langle g|$ are the so-called atomic transition operators, which obey Pauli spin algebra, and $\lambda$ is the coupling amplitude [59]. The first term in Eq. 6.7 is related to the atoms, whereas the second term represents the quantized field, and the third term describes the interaction between light and matter.

One of the first attempts towards the quantum memory construction was to make using optical delay lines, such as optical fibers. This approach has been used for photon synchronization
The storage time of an optical delay is limited by the losses in the fiber, and it is determined by the delay length, which can be a practical limitation. Alternatively, light can be injected into a high-Q cavity and later recalled through an electro-optical switch. The same coupling can be made from a stored photon in a high-Q cavity to a single atom passing through a cavity, making use of the tunability of the Q factor in high-Q photonic crystal cavities is another alternative for this type of quantum memories, although this is outside the scope of the present thesis. For more information on this, the reader is referred to the review paper by Raimond et al. Other work related to quantum memories is presented in Refs. [121, 123–125].

6.3.2 The ensemble approach

A large collection of atoms, an atomic ensemble, can be efficiently coupled to quantum states of light when a collective superposition state of many atoms is utilized for coupling. The atomic ensemble approach, in contrast to the cavity-enhanced interaction of light with single atoms, is motivated by the fact that collective effects, related to the large number of atoms in the ensemble, make it much easier to achieve a strong and controllable coupling between the atoms and the photons.

A quantum state of light, expressed as a general term, $|\psi_L\rangle$, can be mapped onto a quantum state of atoms, $|0_A\rangle$, in the Schrödinger representation $\hat{U}|\psi_L0_A\rangle \rightarrow |0_L\psi_A\rangle$. Equivalently, the operator transformation $\hat{U}^\dagger \hat{a}_A \hat{U} = a_L$ can be in the Heisenberg representation. In the case of an ensemble, $|0_A\rangle$ and $|\psi_A\rangle$ can be written as follows:

$$|0_A\rangle = |0_1 \ldots 0_N\rangle \quad (6.8)$$

$$|\psi_A\rangle = \frac{1}{\sqrt{N}} \sum_j |0_1 \ldots e_j \ldots 0_N\rangle \quad (6.9)$$

where $N$ is the number of the atoms in the ensemble, and equivalently, in the Heisenberg representation:

$$a_A^\dagger |0_1 \ldots 0_N\rangle = \frac{1}{\sqrt{N}} \sum_j |0_1 \ldots e_j \ldots 0_N\rangle \quad (6.10)$$

Since most of the work described in this thesis is based on an ensemble of atoms, ensemble-based light-matter interactions will be discussed in more detail below.

6.3.3 Off-resonant storage

A wave packet can be defined by its amplitude and phase. When the frequency of the wave packet is detuned from the resonance of a two-level atomic transition by an amount greater than the atomic
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Figure 6.7. Typical Λ system.

line-width, the phase of the wave packet will be mapped onto the atoms without photon absorption. In this way, the photonic quantum state is not collapsed, but part of the photonic quantum state information is mapped onto the atom. The phase of the quantum state of the atoms could be transferred to the photon afterwards. This provides a non-destructive photon-atom interaction that is suitable for quantum memory applications. This is very similar to the quantum non-demolition (QND) measurement technique.

In quantum mechanics, performing measurements on a system to obtain information will disturb the quantum state of the system, unless the system is in an eigenstate. A QND measurement minimizes this disturbance by using a particular system-detector interaction that preserves the eigenstates of a suitable operator of the quantum system. This actually leads to an ideal projective measurement. Let us assume we have a system in state $|\psi\rangle$, and measurement apparatus $|M\rangle$, and the dynamics of this state measurement can be given in terms of the Hamiltonian:

$$H = H_{self} + H_{int}$$

(6.11)

where $H_{self}$ describes the Hamiltonian of the system and $H_{int}$ denotes the interaction between the measurement apparatus and the system. This measurement is a QND measurement if $[H_{self}, H_{int}] = 0$.

One of the first demonstration of a quantum memory for light that beats a classical benchmark is done based on the off-resonance Faraday interaction in a cesium vapor in a paraffin-coated glass cell, by Julsgaard et al. [126].

6.3.4 The Raman and EIT approach

The Raman quantum memory protocol [127] and the electromagnetic induced transparency (EIT) do not compete, but actually complement one another. Each protocol has certain advantages in its area of applicability. In the EIT scheme, it is preferable to ensure that the storage pulses have a sharp frequency and are close to the resonance frequency to give a longer storage time. In the Raman scheme, the pulse spectrum should be concentrated close to, but outside, the absorption peak. Thus, the Raman protocol can be designed for larger bandwidth memory [128].

These types of schemes rely on a three-level system, for instance a Λ system, as shown in Fig. 6.7, with some specific restrictions. The $|g\rangle \rightarrow |e\rangle$ and $|s\rangle \rightarrow |e\rangle$ transitions must be “dipole allowed”, while $|g\rangle \rightarrow |s\rangle$ is not allowed. The state $|e\rangle$ is simultaneously connected to states $|g\rangle$ and $|s\rangle$ by the two optical fields $\omega_s$ and $\omega_c$, respectively. The dephasing rates of the individual states are important, particularly the dephasing of state $|s\rangle$, which in the ideal case should be a metastable state.
The main objective of the electromagnetic induced transparency (EIT) approach, as the name implies, is to eliminate the effect of absorption in a medium during light propagation. In other words, although the photon transition frequency is exactly on resonance with an atomic transition, excitation will not occur. In atomic physics, a non-absorbing system of this type is referred to as a dark state. This can occur in a Λ system, as illustrated in Fig. 6.7. According to the classical explanation, electrons inside the medium are responsible for light propagation resulting from changes in the dielectric constant. If it were possible to stop the movement of the electrons at the frequency of the incident light, the effect of the medium would be eliminated when the phase of the two sinusoidal waves $\omega_c$ and $\omega_p$ in Fig. 6.7 is properly adjusted this condition can be satisfied.

It is possible to interpret the EIT phenomenon, based on quantum mechanics, by means of destructive quantum interference between two fields with frequencies $\omega_c$ and $\omega_s$ (see Fig. 6.7). The form of the Hamiltonian for a Λ system will be $H = H_0 + H_{int}$, where $H_0$ is the bare atom Hamiltonian and $H_{int}$ is the Hamiltonian taking the interaction with the fields into consideration. Following the dipole approximation, the atom-light interaction can be written $H_{int} = \mu \cdot E$, where $\mu$ is the transition dipole moment between two atomic states, and $E$ is the amplitude of the electric field. In other words, this is equivalent to the definition of the Rabi frequency, $\Omega = \mu \cdot E / \hbar$. $H_{int}$ of the Λ system illustrated in Fig. 6.7, which is interacting with two laser fields in the rotating frame:

$$H_{int} = -\frac{\hbar}{2} \begin{pmatrix} 0 & 0 & \Omega_s \\ 0 & 0 & \Omega_c \\ \Omega_s & \Omega_c & -2\Delta \end{pmatrix} \quad (6.12)$$

where $\Omega_s$ and $\Omega_c$ are real Rabi frequencies related to the signal and control field, respectively, and $\Delta = \omega_{31} - \omega_s = \omega_{32} - \omega_c$ is the detuning of the excited state $|e\rangle$ from the Λ transition. One of the eigenstates of $H_{int}$ can be written in terms of the bare atomic state:

$$|\psi\rangle = \cos \theta |g\rangle - \sin \theta |s\rangle \quad (6.13)$$

where $\sin \theta = \frac{\Omega_s}{\sqrt{\Omega_s^2 + \Omega_c^2}}$ and $\cos \theta = \frac{\Omega_c}{\sqrt{\Omega_s^2 + \Omega_c^2}}$.

The expectation value related to the eigenstate $|\psi\rangle$ and the state $|e\rangle$ through the interaction Hamiltonian $H_{int}$ will be:

$$\langle e | H_{int} | \psi \rangle = \Omega_s \cos \theta - \Omega_c \sin \theta \quad (6.14)$$

The eigenstate $|\psi\rangle$ has no contribution from $|e\rangle$ and is called a dark state.

After entering the sample, the signal field photons will start to establish coherence between the states $|g\rangle$ and $|e\rangle$. The wave of
flipped atomic spin state and the optical wave are now strongly coupled, and propagate through the medium. This combination of photons and spins can be described as a quasi-particle called a dark-state polariton [129]. After a certain time, which can be calculated using the photonic and atomic properties, the dark-state polariton will be transformed into a photonic state. The velocity of the light pulse that undergoes transformation to a polariton, and vice versa, is smaller than the speed of a light pulse in vacuum, and is proportional to the group velocity of the pulse. Actually, the dark-state polariton concept is an ideal scenario for storing a quantum state that is represented by the signal field, while a classical field is employed as the control field to manipulate the atomic ensemble.

The quantum state in terms of a signal field entering the atomic ensemble will be spatially compressed and, in the ideal case, fully transferred to the dark-state polariton. At this point in time, the classical control field can be turned off to freeze the quantum state as a spin-wave atomic ground state coherence between \( |g\rangle \) and \( |s\rangle \). The reverse process is possible by turning on the control field, i.e. the transfer of the spin-wave atomic ground state coherence to the dark-state polariton, and finally to the photonic state. For a more detailed review of EIT theory, see e.g. Refs. [5, 130–132].

6.3.5 The photon echo approach

The coherent rephasing first observed between spin levels and was called “spin echo” [52]. It was later demonstrated in the optical domain and was then called a “photon echo” [47]. However, in 2001 a highly efficient quantum memory scheme based on photon echo was proposed [96]. Generally, the photon echo approach is based on mapping an optical pulse on to a collective atomic excitation. As shown in Fig. 6.7, a weak optical pulse can be absorbed by an atomic ensemble in the ground state \( |\psi_g\rangle = |g_1 \ldots g_N\rangle \) at time \( t = 0 \), after which the collective atomic excitation will be:

\[
|\psi_e\rangle = \sum_j c_j e^{-i\delta_j t} e^{ik z_j} |g_1 \ldots e_j \ldots g_N\rangle
\]  

(6.15)

where \( N \) is the number of atoms in the ensemble and \( k \) is the wave vector of the optical field. In addition, \( \delta_j \) and \( z_j \) are the detuning and the position of the \( j^{th} \) atom, and \( c_j \) is the probability amplitude. In all photon echo based approaches, the idea is to rephase the collective atomic coherence and enhance the constructive interference between all constituents of the atomic ensemble at some later time, \( t = t_e \). Here, different proposals based on photon echo for quantum memory application will be discussed in detail.
The way suggested to achieve the rephasing of the collective atomic coherence, in the controlled reversible inhomogeneous broadening (CRIB) protocol [96, 97], is based on the reversing the detuning of each atom at a given time \( \tau \) after absorption. The collective atomic state after reversing the atomic detuning will change from Eq. 6.15 to:

\[
|\psi_e\rangle = \sum_j c_j e^{-i\delta_j \tau} e^{ikz_j} |g_1 \ldots e_j \ldots g_N\rangle
\]

(6.16)

All the atoms will then have the same phase, and collective emission will take place at time \( t = \tau \), after reversing the atomic detuning, or \( t_e = 2\tau \), after sending in the storage pulse. In addition, the direction of propagation of the collective atomic coherence can be reversed from forward-traveling to a backward-propagating emission by reversing the spatial phase shift from \( e^{ikz_j} \) to \( e^{-ikz_j} \) (see Section 3.5).

The steps suggested and demonstrated in solid-state materials in Refs. [97, 133, 134] based on the CRIB approach are presented below.

1. Consider an absorption line of an inhomogeneously broadened ensemble of atoms and then prepare a transmission window with the possibility to remove the atoms from states \( |g\rangle \) and \( |s\rangle \) by optical pumping, as shown in Fig. 6.8. Then prepare a narrow absorption peak with full width at half-maximum (FWHM) \( \delta_{\text{initial}} \) in state \( |g\rangle \) (s1 in Fig. 6.8).

2. Apply an external DC electric field that varies along the direction of propagation through the sample with the aim of broadening the line to a width, \( \delta_{\text{final}} \), (s2 in Fig. 6.8).

3. The medium is now ready to accept a weak storage pulse with resonance frequency \( \omega_{ge} \), with a bandwidth smaller than \( \delta_{\text{final}} \) and greater than \( \delta_{\text{initial}} \). Such a pulse, which is shown as s3 in Fig. 6.8, is sent in at time \( t = 0 \), and collective atomic coherence is created between states \( |g\rangle \) and \( |e\rangle \). At time \( t = T_e \) the external DC electric field is turned off.

4. Apply a bright classical \( \pi \) pulse, shown as s4 in Fig. 6.8, at the resonance frequency \( \omega_{es} \), with the same direction (forward direction) as the storage pulse \( (kz) \). At this step an atomic coherence between states \( |s\rangle \) and \( |g\rangle \) is created.

5. Apply a pair of \( \pi \) pulses, which is shown as s5 in Fig. 6.8, at resonance frequency \( \omega_{sg} \) which is in the radio frequency (RF) region. These pulses will compensate for related to...
the hyperfine inhomogeneous broadening discussed in Section 6.2.3. The ZEFOZ technique and DD pulses, as also discussed in Section 6.2.3, can be employed to improve $T_2^{hyp}$ significantly.

6. Apply a bright classical $\pi$ pulse, shown as s6 in Fig. 6.8, at the resonance frequency $\omega_{es}$, with the opposite direction to the storage pulse ($-kz$) i.e. the backwards direction. This causes the atomic coherence to be mapped back to the states $|g\rangle$ and $|e\rangle$.

7. Turn on the same external DC electric field with the opposite polarity, as shown by s7 in Fig. 6.8.

8. The recall pulse, shown as s8 in Fig. 6.8, will be emitted at time $T_e$ in the backward direction after turning on the external DC electric field.

**AFC**

As discussed above, the key point in photon-echo-based quantum memories is to employ a suitable technique for rephasing the collective atomic coherence. The AFC technique, which is proposed by Afzelius et al. [113], employs a separately prepared periodic comb-like absorption structure with peak separation $\Delta$ to rephase the atomic dipole after a defined time $t = 1/\Delta$. This periodic structure offers some advantages compared to line broadening by a linear DC Stark shift in the CRIB approach, as will be discussed below.

An AFC structure consists of a series of (artificially created) absorbing peaks with equidistant frequency spacing $\Delta$ and peak width $\gamma$ (see Fig. 6.9). An input (storage) field (at time $t = 0$) which spectrally overlaps the AFC structure will be absorbed, leaving the absorbers in a superposition state [113]. If the coherence time is long compared to $1/\Delta$, collective emission will occur at time $t_{echo} = 1/\Delta$ due to constructive interference (similar as for the modes in a mode-locked laser). On-demand retrieval of the stored input field is possible by transferring the ground-excited state superposition to a spin-level superposition, as demonstrated in Ref. [100].

The steps required to demonstrate a quantum memory based on the AFC approach, where the emitted field propagates in the backward direction, are given below.

1. Consider an absorption line of an inhomogeneously broadened ensemble of atoms and then prepare a transmission window by removing the atoms from states $|g\rangle$ and $|s\rangle$ employing optical pumping, as shown in Fig. 6.9. Then prepare...
Quantum Memories

a set of \( N \) narrow absorption peaks with FWHM of \( \gamma \) separated by \( \Delta \) in state \(|g\rangle \) (s1 in Fig. 6.9). The peaks may have different line shapes and, interestingly, comparisons between square, Gaussian and Lorentzian AFC peaks show significantly higher storage and retrieval efficiency for square-like AFC peaks [135].

2. Send a quantum state storage pulse with resonance frequency \( \omega_{ge} \) and bandwidth smaller than \((N-1)\Delta\) and greater than \( \Delta \) into the material at time \( t = 0 \). A typical Gaussian storage pulse is shown as the solid blue line in Fig. 6.9(s2). The shape of the storage pulse can be optimized to give the best absorption. The objective is to transfer all the energy from the quantum state storage pulse to the distribution of ions, \(|g_1 \ldots g_N\rangle\), in the spectral grating with defined finesse \((F = \Delta/\gamma)\). After the light-matter interaction, the initial state of the \( N \) atoms will develop into the state [113]:

\[
|\alpha\rangle_A = |g_1 \ldots g_N\rangle + \sum_{j=1}^{N} c_j e^{i(\delta_j t - k z_j)} |g_1 \ldots e_j \ldots g_N\rangle \tag{6.17}
\]

where \( z_j \) is the spatial position of the \( j^{th} \) atom, \( k \) is the wave number of the storage pulse and \( c_j \) is the amplitude. The AFC is a well-separated periodic structure with frequency detuning, \( \delta_j = 2\pi m_j \Delta \) \((m_j \text{ is an integer)}\). The periodicity, \( \Delta \), of the AFC structure will give rise to constructive emission exactly after a time \( t = 1/\Delta \) (Eq. 6.17). Waiting longer than \( t = 1/\Delta \) will lead to echo detection in the forward direction. However, to achieve an on-demand quantum memory it is necessary to transfer the stored quantum state to another emptied spin state before time \( t = 1/\Delta \), as discussed in the next steps.

3. Apply a \( \pi \) pulse, shown as s3 in Fig. 6.9, as a control field after a time \( t = 1/\Delta - t_0 \) at the resonance frequency \( \omega_{es} \), with the same direction as the storage pulse \((kz)\) called the forward direction. This step creates atomic coherence between states \(|s\rangle\) and \(|g\rangle\).

4. Apply a pair of \( \pi \) pulses, shown as s4 in Fig. 6.9, at the resonance frequency \( \omega_{sg} \), which is in the RF region. (See the discussion in Section 6.2.3 on extending the hyperfine coherence time, \( T_{2}^{hyp} \).) The ZEFOZ technique and DD pulses can be applied to enhance the coherence properties of the material, instead of a pair of RF \( \pi \) pulses. This is a very relevant and interesting research topic for the future, in attempts to combine high efficiency and long storage times in RE materials.
5. Apply a $\pi$ pulse, shown as $s_5$ in Fig. 6.9, as a control field at the resonance frequency $\omega_{es}$, with the opposite direction to the storage pulse ($-kz$) i.e. the backward direction. This causes the atomic coherence to be mapped back to the states $|g\rangle$ and $|e\rangle$.

6. The recall pulse, shown as $s_6$ in Fig. 6.9, is emitted in the backward direction at time $t = 1/\Delta + t_1$.

The theoretical predictions of storage and retrieval efficiency, based on the AFC technique in the backward direction, assuming a comb structure with Gaussian peaks, is given by [113]:

$$\eta_{b}^{AFC} = (1 - e^{-\frac{d}{F}})^2 e^{-\frac{7}{F^2}} e^{-d_0}$$  \hfill (6.18)

where $d (=\alpha L$, $\alpha$ is the absorption coefficient and $L$ the sample length) is the optical depth of the AFC peak, and $F = \frac{\Delta}{\gamma}$ is the AFC finesse. From Eq. 6.6, it can be seen that the first term in Eq. 6.18 is related to the coupling between light and atoms. The second term is related to the dephasing factor, and the last term is included to address an additional loss factor due to an absorbing background, $d_0$, which often occurs due to imperfect preparation of the comb (see Fig. 6.9).

Based on the assumptions discussed above, and running all the beams in the forward direction, the maximum storage and retrieval efficiency will be limited to 54% [113]:

$$\eta_{f}^{AFC} = (-\frac{d}{F})^2 e^{-\frac{d}{F}} e^{-\frac{7}{F^2}} e^{-d_0}$$  \hfill (6.19)

One of the main advantages of AFC compared to CRIB is that the available optical depth of the material is used more efficiently. The multimode capacity is another advantage of the AFC over CRIB and EIT. For comparison, the number of modes that can be stored is proportional to $\sqrt{d}$ in EIT and off-resonant Raman interactions, and to $d$ in CRIB [113]. This means that the optical depth must be increased when using the EIT and CRIB techniques to be able to store many modes, while for AFC the multimode capacity is not dependent on the optical depth.

GEM

One of the experimental challenges in the original CRIB approach is the necessity of backward demonstration to eliminate re-absorption [96, 97]. It was later realized that when applying a longitudinal electric field in the CRIB protocol, as originally suggested by Nilsson et al. [97], the re-absorption of the forward direction output pulse was eliminated [98, 136]. This is very similar to the gradient-echo technique used in nuclear magnetic resonance
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Figure 6.10. (a) Absorption line broadening \( \delta f_{\text{final}} \) according to step s2 in Fig. 6.8 for different ions along the direction of propagation \((z)\) according to the transverse CRIB (TCRIB) configuration. (b) Reversing the polarity of the electric field in the TCRIB protocol.
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Figure 6.11. Absorption line broadening \( \delta f_{\text{final}} \) according to step s2 in Fig. 6.8 for different ions along the direction of propagation \((z)\) according to the longitudinal CRIB (LCRIB) configuration. (b) Reversing the polarity of the electric field in the LCRIB protocol.

(NMR) technique. Therefore, this type of CRIB is called longitudinal CRIB (LCRIB) or simply a gradient-echo memory (GEM) [16, 17, 98]. To clarify this important point, it is useful to divide the sample into several slices in the propagation direction \((z)\), and consider all beams propagating in the forward direction \((+kz)\). In the transverse CRIB (TCRIB) configuration, the electric field is applied transversally to the sample as shown in Fig. 6.10. In transverse broadening CRIB, the atomic absorption line is equally broaden for each position \(z\). Therefore, the echo emitted from earlier slices will be absorbed in the rest of the sample. The electric field configuration can be changed from transverse to longitudinal, as shown in Fig. 6.11, in which case, ions in different slices will be shifted differently in frequency. Using this configuration the echo emitted from the first slice of the sample will be absorbed by the last few slices. Using a longitudinal electric field significantly simplifies the experiments. In addition, GEM opens the way for new features, such as changing the time order of the input pulse sequence in the medium, as discussed in detail in Ref. [137].

Recently, other photon-echo-based protocols proposed for quantum memory demonstration, such as revival of silenced echo (ROSE) [138], hybrid photon echo rephasing (HYPER) [139], and rephased amplified spontaneous emission (RASE) [140, 141]. No need for spectral engineering preparation is one of the main advantages of these new protocols, in contrast to other protocols mentioned above.

6.3.6 The low finesse cavity and the ensemble approach

Optical cavity systems have a variety of applications, for example, increasing atom-light coupling efficiency [142], as spectral filters [143], as etalons to construct single-mode lasers [144], and in laser frequency stabilization [69, 70]. In gravitational wave detection, a Fabry-Pérot cavity is used to store photons for almost a millisecond while they “bounce” up and down between the mirrors [145]. In this section, cavity-assisted quantum memory is introduced, which is the heart of the efficient quantum memory described in Paper V and Paper VI.

In Sections 6.3.1 and 6.3.2, improving the light-matter coupling based on the high-finesse cavity-enhanced interaction of light with a single atom [117], and the use of an optically thick, free-space atomic ensemble [5, 146] were discussed, respectively. A third alternative is to combine the advantages of both these approaches in an intermediate approach to implement an efficient quantum interface in a weakly absorbing solid-state medium. In this approach, an ensemble of atoms inside a low-finesse cavity can be used to enhance the coupling efficiency between light
6.3.6 The low finesse cavity and the ensemble approach

The impedance-matching condition

In 2010, a specific criterion (the impedance-matching condition) for application in quantum memories was introduced at the same time by two research groups [149, 150]. According to this criterion, complete absorption of the input pulse can be obtained for weakly absorbing materials if they are placed in a cavity [149, 150]. The absorption during one round trip of the cavity should be exactly equal to the transmission of the input coupling mirror, and there should be no other losses during the cavity round trip. Obtaining this condition, which is called impedance-matched condition, is a vital step towards efficient quantum memories using weakly absorbing media.

This criterion can be clarified by comparing two cases. Let us first consider a Fabry-Pérot cavity with identical mirror reflectivities ($R_1 = R_2$), and no absorber or losses inside. At the resonance frequency of the cavity, the input and output intensities will be equal ($I_{\text{in}} = I_{\text{trans}}$), while the reflected intensity vanishes ($I_{\text{out}} = 0$), as illustrated in Fig. 6.12. In the second case, an absorber with absorption coefficient $\alpha$ is inserted into a Fabry-Pérot cavity with an output mirror reflectivity $R_2 = 1$. This cavity will satisfy the impedance-matched condition if $R_1 = e^{-2\alpha L}$ (where $L$ is the cavity length) there are no other losses during the cavity round trip. This condition is shown schematically in Fig. 6.13.

The impedance-matching condition can be also described based on the different fields inside the cavity. Consider part of the incoming field $\overrightarrow{E}_{\text{in}}$ which is directly reflected ($\overrightarrow{E}_{\text{refl}}$) at the first mirror surface ($R_1$), (see Fig. 6.13). The field leaking out from the cavity through $R_1$ ($\overrightarrow{E}_{\text{leak}}$), is coherently added to $\overrightarrow{E}_{\text{refl}}$ such that $\overrightarrow{E}_{\text{out}} = \overrightarrow{E}_{\text{refl}} + \overrightarrow{E}_{\text{leak}}$. At the impedance-matched condition, $\overrightarrow{E}_{\text{refl}}$ and $\overrightarrow{E}_{\text{leak}}$ differ in phase by $\pi$, but have the same amplitude $|\overrightarrow{E}_{\text{refl}}| = |\overrightarrow{E}_{\text{leak}}|$. This means that $\overrightarrow{E}_{\text{out}}$ should ideally vanish if the impedance-matching condition is satisfied.

Using this configuration, the input light will be completely absorbed by the absorber inside the cavity, in the ideal case. To use this configuration as a quantum memory, the next step is to keep track of the quantum state phase (coherence property) in the atomic ensemble. This is possible by preparing the absorption distribution based on one of the schemes discussed in Section 6.3.5. Regardless of the quantum memory scheme employed, the background absorption should be minimized. In Paper V and Paper VI, a cavity configuration was employed around the absorber material, and more than one order of magnitude improvement and matter. A general theoretical discussion on the ability of this intermediate approach in the demonstration of an efficient quantum memory is discussed in Refs. [147, 148].
in memory efficiency, compared to that obtained without the cavity, was demonstrated. The praseodymium absorption line in $Pr^{3+}: Y_2SiO_5$ was tailored using the AFC protocol [113], and an impedance-matched cavity configuration [149] was employed to enhance the quantum memory efficiency.

A theoretical prediction of the storage and retrieval efficiency based on the AFC technique inside an impedance-matched cavity is given by [149]:

$$\eta_{\text{AFC cavity}} = \left( \frac{2(1 - R_1) \sqrt{R_2}}{1 - \sqrt{R_1 R_2 e^{-\frac{d}{F}}}} \right)^2 \left( \frac{d}{F} \right)^2 e^{-\frac{2d}{F}} e^{-\frac{d}{F}} e^{-d_0}$$  \hspace{1cm} (6.20)

where $d$, $d_0$, and $F$ are the AFC peak absorption, background absorption, and the AFC finesse ($\Delta \gamma$), as shown in Fig. 6.9, respectively. The reflectivity of the mirrors are $R_1$ and $R_2$, as shown in Fig. 6.13. Based on Eq. 6.20, the efficiency of an AFC-cavity quantum memory with AFC finesse $F = 10$ and background absorption $d_0 = 0$ in an asymmetric cavity ($R_2 = 0.997$), as a function of the input mirror reflectivity $R_1$, is shown in Fig. 6.14. Different traces belong to the available AFC peak absorption ($d$) inside the cavity. The best memory efficiency ($\eta \approx 92\%$) was obtained at the impedance-matched condition $R_1 = e^{-\frac{2d}{F}} = e^{-0.2} \approx 0.82$.

**Strong dispersion and cavity free spectral range**

The cavity transmission line-width and mode separation are vital parameters in all cavity-based applications. The relation between these two cavity parameters and the medium dispersion is presented here, and finally the medium absorption structure is discussed [151, 152]. To this end, we will start with the mode spacing calculation in the absence of ion absorption inside the cavity. A cavity without any absorber inside is henceforth called a “cold cavity". According to the round-trip phase condition, constructive interference between all plane waves inside the cavity is required for on-resonance transmission through the cavity needs:

$$\phi(\nu) = \frac{2\pi \nu n_r(\nu) 2L}{c_0} = 2\pi q$$  \hspace{1cm} (6.21)

where $\nu$ is the frequency, $n_r$ is the real refractive index, $2L$ is the round-trip distance inside the cavity, $c_0$ is the speed of light in vacuum, and $q$ is an integer. The frequency mode spacing is then given by:

$$\Delta \nu_{\text{mode}} = \nu_{q+1} - \nu_q = \frac{c_0}{2Ln_r(\nu)}$$  \hspace{1cm} (6.22)

Introducing an ion absorption frequency distribution $\alpha(\nu)$ to the cavity will affect the real refractive index $n_r(\nu)$. Indeed, the
relation between the absorption coefficient and the refractive index is a result of the Kramers-Kronig relations, which relate the real \((k_r)\) and imaginary \((k_i)\) parts of the susceptibility of a medium (Eq. 5.5.13 in Ref. [49]):

\[
k_r(\nu) = \frac{2}{\pi} \int_0^\infty \nu' \frac{k_i(\nu')}{\nu'^2 - \nu^2} d\nu' \tag{6.23}
\]

\[
k_i(\nu) = \frac{2}{\pi} \int_0^\infty \nu' \frac{k_r(\nu')}{\nu'^2 - \nu^2} d\nu' \tag{6.24}
\]

Suitable approximations are needed to extract the frequency mode spacing relation in presence of a dispersive medium. The small fractional frequency spacing and the variation in refractive index with frequency between the modes motivate the use of Taylor expansion about the central mode \(\nu_q\). Taylor expansion to the first order gives an approximate expression for the real refractive index:

\[
n_r(\nu_{q+1}) \approx n_r(\nu_q) + \frac{dn_r(\nu_q)}{d\nu}(\nu_{q+1} - \nu_q) \tag{6.25}
\]

Recalculating the frequency mode spacing from Eq. 6.22 in a dispersive medium according to Eq. 6.25 leads to:

\[
\Delta \nu_{\text{mode}} = \nu_{q+1} - \nu_q = \frac{c_0}{2L} \left[ \frac{q + 1}{n_r(\nu_{q+1})} - \frac{q}{n_r(\nu_q)} \right] \approx \frac{c_0}{2L n_r(\nu) + \nu \frac{dn_r(\nu)}{d\nu}} \tag{6.26}
\]

The definition of the group velocity of light

\[
\nu_g^{-1} = \frac{1}{2\pi} \frac{dk}{d\nu} = \frac{1}{c_0} \frac{d(\nu n_r(\nu))}{d\nu} = \frac{1}{c_0} \left[ n_r(\nu) + \nu \frac{dn_r(\nu)}{d\nu} \right] = \frac{n_g(\nu)}{c_0} \tag{6.27}
\]

where \(k\) is the wave number, together with Eq. 6.26, gives a simple equation for the frequency mode spacing in the cavity in the presence of dispersion.

\[
\Delta \nu_{\text{mode}} \approx \frac{c_0}{2L n_g(\nu)} \frac{1}{\nu_g(\nu)} = \frac{\nu_g(\nu)}{2L} \tag{6.28}
\]

The Eq. 6.28 shows the possibility of controlling the cavity mode spacing by controlling the group refractive index \((n_g(\nu))\). On the other hand, manipulation of the ion absorption frequency distribution, \(\alpha(\nu)\), will affect the dispersion via the Kramers-Kronig relations. Therefore, the possibility of engineering the ion absorption frequency distribution allows the cavity mode spacing to be engineered.

Based on Eq. 6.26 there are four different regimes for the group velocity and, consequently, the frequency mode spacing.
1. If \( n_r(\nu) \gg \nu \frac{dn_r(\nu)}{d\nu} \) then Eq. 6.26 is almost the same as Eq. 6.22 when there is no dispersion relation.

2. If \( n_r(\nu) \ll \nu \frac{dn_r(\nu)}{d\nu} \), the group velocity is decreased and, according to Eq. 6.28, the frequency mode spacing in the cavity will be closer. This regime is called the slow light regime.

3. If \( n_r(\nu) \approx -\nu \frac{dn_r(\nu)}{d\nu} \) the denominator in Eq. 6.26 will be very small and the group velocity is much higher than phase velocity, leading to the fast light regime.

4. If \( n_r(\nu) < -\nu \frac{dn_r(\nu)}{d\nu} \) then the group velocity has the opposite direction to the phase velocity.
The combination of large inhomogeneous broadening and narrow homogenous broadening of RE ions, which is discussed in Section 2.4, could be used with advantage to engineer a very narrow-band spectral filter. In practice, this filter is made possible by employing a laser with a frequency stable narrow line-width of the order of the homogenous line-width. Then, through optical pumping, one can remove a subset of ions in the inhomogeneous profile and create a sharp spectral hole or spectral edge. Sharpness refers here to the difference between the maximum and minimum absorption within a certain frequency window $\nu - \nu_0$ as shown in Fig. 7.1. One of the inherent properties of spectral filtering with a sharp absorption edge is a strong dispersion through the Kramers-Kronig relation. Therefore the output signal after the filter will experience a delay in the time domain. In this chapter, we will discuss the design of a spectral filter in a particular crystal ($0.05\%Pr^{3+}:Y_2SiO_5$), and describe the slow light effects that are exhibited by such a spectral filter and then try to optimize its performance by combining spectral and temporal (slow light) filtering. At the end of this chapter, some applications of such spectral-temporal filters are discussed.

7.1 Spectral filter design

In this section we discuss the use of the $^3H_4 - ^1D_2$ transition of a $0.05\%Pr^{3+}:Y_2SiO_5$ crystal as an example of a spectral filter design, but the main idea could be extended to other RE ion doped crystals. In $Pr^{3+}:Y_2SiO_5$, the sharp edge spectral filters are created by taking advantages of the large ratio between the ion’s inhomogeneous broadening ($\sim$5 GHz) and its homogeneous broadening ($\sim$1 kHz). To be able to use the advantage of narrow line-width in practice, the frequency stabilized laser is used that is discussed in Chapter 4.
In this section, we take up the specific approaches to maximize the edge absorption, $\alpha_{\text{edge}}$, minimize the transmission window absorption, $\alpha_{\text{in}}$, and possibly minimize $\Gamma$ (see Fig. 7.1). Typically, we are dealing with $\Gamma$ on the order of 1-2 MHz. The spectral filter is produced using spectral hole burning (SHB) technique. SHB can be started by simply shining the laser beam onto the inhomogeneous profile, optically pumping and removing ions from one of the hyperfine ground states (for instance $\pm 1/2g$ of $Pr^{3+}:Y_2SiO_5$ in Fig. 2.4) and putting them somewhere else (for instance in the $\pm 5/2g$, Fig. 2.4). To maximize $\alpha_{\text{edge}}$, obviously we have to place the laser frequency at the center of the inhomogeneous profile. This will be the frequency position of our spectral filter and it is considered as the center frequency $\nu_0$ afterwards. However, is it possible to increase the absorption of the crystal even more than the absorption at the center of inhomogeneous profile? Here, I suggest a pulse sequence which can give a positive answer to this question.

To accomplish this goal, we designed an erasing sequence which must be applied before the actual hole burning sequence. The erasing pulses pump the ions back into an absorbing state at the frequency of interest, in our case $\nu_0$. In fact by pumping the ions into a particular initial state we maximize the optical absorption at that particular state.

In a typical experiment our purpose was to prepare a spectral filter that would be transparent from -1 MHz to 1 MHz about $\nu_0 = 0$ MHz. To do this, the erasing sequence was as follows:

1. Chirp the laser from 16 MHz to 20 MHz for $t_{E1}$ ($\sim 86 \mu s$) and wait for $t_{E2}$ ($\sim 500 \mu s$, roughly 3 times the optical $T_{1 opt}^*$, or long enough for excited state population relaxation).

2. Chirp from -20 MHz to -16 MHz, with erasing and waiting time the same as in step (1).

3. Repeat (1) and (2) many times, but each time increase the erasing frequency outward away from the central frequency by a step of 4 MHz, so that there is no spectral overlap between consecutive pulses. For example, the second repetition would chirp from 20 MHz to 24 MHz and -24 MHz to -20 MHz. This was repeated until finally the total frequency range spanned by the erasing pulses was -40 MHz to -16 MHz and 16 MHz to 40 MHz.

4. Repeat the previous sets of erasing pulses, as described in (1), (2), (3), typically 150 times.

The sequence above provides an example of how to improve the absorption at the frequency of interest. For a specific application, we can use the same scheme but we need to optimize the Rabi frequency and number of pulses. The numbers above are
used to demonstrate a spectral filter while the beam diameter at the crystal was ≈ 3 mm and we were therefore limited by the available Rabi frequency. This is the reason that we used so many pulses to achieve the best construction. For these pulses a specially designed frequency chirp is used. This chirp is a mixture of a linear sweep and a complex hyperbolic secant, or Sechyp [153]. The linear sweep function is added at the center of the Sechyp frequency chirp function (Eq. 2 in Ref. [153]) while ensuring that the first and second derivatives are continuous. This special type of chirped pulse, which may be denoted Sechyp-scan, optimizes population transfer efficiency and keeps unwanted excitations to a minimum level [154, 155]. We did not use a continuous chirp from 16 MHz to 40 MHz, because in this range the ions need time to relax from the excited state between excitations cycles in order to achieve efficient ground state population redistribution.

After the erasing procedure, we start the hole burning sequences by means of a series of sechyp-scan pulses which scan about the center frequency from -1 MHz to 1 MHz. This spectral hole was burned with 80 µs pulses ($t_B1$ in Fig. 7.2), consecutive pulse separations of 500 µs ($t_B2$ in Fig. 7.2), and repeated 1000 times. To make a symmetric spectral hole, the scanning direction was flipped for every other burning pulse, i.e. -1 MHz to +1 MHz then +1 MHz to -1 MHz and so on.

I then felt that it would be interesting to compare the spectral filter obtained with and without the suggested erasing procedure. To this end, two sets of simulations were carried out. The results are presented in Fig. 7.3. These simulations are based on the assumption that the initial absorption profile, within the range

Figure 7.2. Pulse sequences for spectral-temporal filter demonstration versus frequency. For more discussion see the text.
considered, is independent of frequency. Then ions are repopulated between the $Pr^{3+} : Y_2SiO_5$ energy levels based on the input pulses and by considering the actual branching ratios. For the comparison, two different cases were defined:

1. No eraser, 2 MHz hole burning as shown in Fig. 7.3a

2. The suggested eraser procedure and then a 2 MHz hole burning, shown in Fig. 7.3b.

We can compare the relative absorption at the side of the 2 MHz hole burnt at center frequency $\nu_0 = 0$ as shown in Figs. 7.3a and 7.3b. This comparison shows a clear improvement of the absorption edge, $\alpha_{\text{edge}}$, for the spectral hole created at $\nu_0 = 0$, when the eraser pulses is employed.

With the above preparation procedure, we were able to create in an efficient manner a 2 MHz wide approximately “top-hat” shaped spectral hole as shown in Fig. 7.4. The transmitted intensity inside the transparent spectral region was attenuated less than 3dB. However, at $\nu = 2$ MHz away from the center it was more than 45 dB when measured with a collimated laser beam and 33 dB when measured with highly scattered light, respectively. Thus the on/off ratio was $\sim 30$ dB for diffuse light and $\sim 42$ dB for collimated light.

### 7.2 Temporal filtering

The phenomenon of slow light attracted many interests in the past decade because of the successful early demonstrations of very slow propagation speeds [156] and even stopped light [157]. In addition, slow light was observed in a solid using a $Pr^{3+} : Y_2SiO_5$ crystal.
Spectral-temporal filters

Since then slow light has been employed for numerous applications such as classical and quantum information storage, synchronization of optical pulses, high-precision spectroscopy, radar beam steering, etc. [159]. In this section, we discuss the role of the slow light effect on improving the overall filter suppression.

![Figure 7.5](image)

**Figure 7.5.** A schematic illustration of the effect of different phase velocities of different frequency components in a pulse (a) the input pulse to the spectral filter. (b) the delayed pulse after the spectral filter.

An intuitive picture for understanding the time delay created by a spectral filter can be obtained by decomposing the input pulse into several frequency components. A typical pulse is shown simply in Fig. 7.5a using three frequency components. In the case of the input pulse passing through a sharp spectral filter, different frequency components experience different propagation speeds. Therefore, the summation of the frequency components after passing through the spectral filter will be constructive at a different time. The envelope of a delayed pulse is shown schematically in Fig. 7.5b.

Let us now calculate the effect of the spectral filtering on the group velocity for a typical pulse which passes through the spectral filter. According to the definition of group velocity:

\[
v_g^{-1} = \frac{1}{2\pi} \frac{dk}{d\nu} = \frac{1}{c} \frac{d(n_r(\nu))}{d\nu} = \frac{1}{c} [n_r(\nu) + \nu \frac{dn_r(\nu)}{d\nu}] = \frac{n_g(\nu)}{c} \quad (7.1)
\]

One can see the spectral filter as an ion absorption frequency distribution \(\alpha(\nu)\) which is related to the imaginary part of the susceptibility, \(k_i(\nu)\), of the medium. It is possible to calculate the real part of the susceptibility, \(k_r(\nu)\), based on Kramers-Kronig relations (Eq. 5.5-13 in Ref. [49]):

\[
k_r(\nu) = \frac{2}{\pi} \int_0^{\infty} \frac{\nu' k_i(\nu')}{\nu'^2 - \nu^2} d\nu' \quad (7.2)
\]
7.2 Temporal filtering

\[ k_i(\nu) = \frac{2}{\pi} \int_0^\infty \frac{\nu' k_i(\nu')}{\nu'^2 - \nu^2} d\nu' \]  
(7.3)

and we know the real part of the susceptibility is related to the real refractive index, \( n_r(\nu) \). Therefore, one can measure \( \alpha(\nu) \) experimentally and then calculate \( n_r(\nu) \) based on Kramers-Kronig relations and finally also the group velocity as follows:

\[ v_g = \frac{c}{n_g} = \frac{1}{n_r(\nu) + \nu \frac{dn_r(\nu)}{d\nu}} \]  
(7.4)

Based on Eq. 7.4, we have the possibility to control the group velocity of the input pulse by engineering real refractive index \( n_r(\nu) \) through the absorption frequency distribution \( \alpha(\nu) \). The results in Paper IV show the possibility to design the spectral filter in the regime when \( n_r(\nu) \ll \nu \frac{dn_r(\nu)}{d\nu} \), which is called the slow light regime. The different regimes of this phenomenon are discussed in Section 6.3.6.

For the case that the spectral filter width, \( \Gamma \), is much narrower than the inhomogeneous broadening and much wider than the laser line-width, we can (approximately) write the group velocity, \( v_g \), for a pulse propagating through the spectral filter as follows [160, 161]:

\[ v_g = \frac{2\pi \Gamma}{\alpha} \]  
(7.5)

where \( \Gamma \) is the spectral filter width and \( \alpha = \alpha_{\text{edge}} - \alpha_{\text{in}} \) as shown in Fig. 7.1.

Let us now calculate the relevant time delay for a Fourier limited pulse with a spectral width in the order of \( \gamma \) in a crystal with length \( L \):

\[ t_{\text{delay}} = \frac{L}{v_g} = \frac{\alpha L}{2\pi \Gamma} \]  
(7.6)

which means that we will have a delay of more than the pulse duration if \( \alpha L > 2\pi \). The absorption depth \( \gg 2\pi \) is realistic to achieve in \( Pr^{3+} : Y_2SiO_5 \) crystal.

Once the spectral filter was demonstrated, it was possible to take the next step: the optimization of the temporal filtering based on the slow light effect. A typical spectral filter such as the one shown in Fig. 7.4 was demonstrated experimentally using a 1.2 cm long \( Pr^{3+} : Y_2SiO_5 \) crystal with \( \Gamma = 1 \text{ MHz} \). A Gaussian pulse of light with \( t_{\text{fwhm}} = 1 \mu s \) sent through the center frequency of the spectral filter. The output Gaussian pulse was delayed by about 10 \( \mu s \) (see the purple trace in in Fig. 7.6). A set of experiments with different spectral filter widths \( \Gamma \) are also shown in Fig. 7.6. Measurements for all three conditions show a significant time separation between the input pulse to the spectral filter and the delayed pulse afterwards. Therefore, employing this spectral filter also provides another degree of freedom, in the time domain, for filtering purposes.
7.3 Applications

Based on the demonstrated spectral-temporal filter which is shown in Fig. 7.4, we can selectively filter out one of two optical pulses (at $\lambda \approx 606$ nm) which are separated about 2 MHz by an approximately 30 dB suppression. A variety of applications could be suggested for such a narrow-band and sharp edge spectral-temporal filter such as the one demonstrated using the $\text{Pr}^{3+}:Y_2\text{SiO}_5$ crystal. In this section, we will discuss some applications in more details.

7.3.1 Ultrasound Optical Tomography

In this section, we describe the use of our prepared spectral-temporal filter in an environment which is essentially outside of the scope of the present thesis. However, it is interesting to see how broad the applications of such a filter can be. We will discuss the application of the present spectral filter for optical imaging of biological tissue. The technique is called ultrasound optical tomography (UOT) because we take advantage of the interaction between ultrasound and light.

Generally, in an imaging process we need to optimize both the contrast and the resolution of the image. Having both properties in imaging biological tissue is a challenging task because of the relatively high scattering in the medium. The contrast is defined as the ratio between the brightest color (white) to the darkest color (black). This property has similarities with dynamic range, which is the ratio between the largest and smallest possible values of a changeable quantity. Light can have relatively good contrast in a biological tissue. Resolution, on the other hand, is the ability of an imaging system to make distinguishable details in the object that is being imaged. The resolution properties of light are very poor in a highly scattering medium such as biological tissue. Ultrasound, on the other hand, propagates almost ballistically with a scattering coefficient three orders of magnitude smaller than visible light. Therefore, ultrasound can provide relatively good resolution, but unfortunately it has a poor contrast property. One can thus think about combining light and ultrasound to get the advantages of both.

Having both light and ultrasound inside a scattering medium, such as biological tissue, causes amplitude and phase modulation of the probe illumination, $\nu_l$, by ultrasound, $\nu_s$. This produces new optical frequencies shifted from the original by $+/-$ the ultrasound frequency $\nu_s$. In principle these modulation sidebands, $\nu_l \pm \nu_s$, can be filtered out from the unmodulated scattered light, $\nu_l$, to reveal the UOT signal. The interaction between pulsed ultrasound and a light pulse in biological tissue is shown schematically in Fig. 7.7a. After the interaction in the tissue, the carrier and sidebands are
Figure 7.7. A schematic illustration of the ultrasound optical to-mography (UOT) principle. (a) Ultrasound shifted light (sidebands) are created by an interaction between the laser beam and pulsed ultrasound in the tissue. Black, green, and red arrows represent the spatial distribution of the carrier frequency and lower and higher frequency sidebands, respectively. (b) Comparison between the intensity and frequency separation of the carrier (black) and sidebands (green and red). (c) Schematic of a spectral filter with capability of filtering out either green or red sideband.

shown in Fig. 7.7b. For filtering purposes it is much easier to increase the ultrasound frequency and thereby separate the carrier and sidebands. On the other hand, the ultrasound modulation efficiency will decrease at higher frequencies. Therefore, because of the trade off between these two quantities, the ultrasound frequency in Paper IV was set to $\nu_s = 2.3$ MHz. A well-functioning spectral filter, which is shown in Fig. 7.7c, needed to suppress the carrier signal, which is $\sim$three orders of magnitude larger than the sideband. Monitoring the intensity of the light shifted by the ultrasound while scanning the ultrasound focus on the sample then produces an image of the interior of the object.

The main technical challenges for deep tissue imaging and other demanding applications of optically detected ultrasound are due to the sidebands, $\nu_l \pm \nu_s$, being typically many orders of magnitude weaker than the carrier signal, $\nu_l$. Therefore the key task is filtering out these relatively weak sidebands from the much stronger carrier signal.

The main attempt of the UOT experiment in Paper IV is to go to deep (>5 cm) tissue imaging. Light leaving a thick biological
tissue has a large etendue, which is defined by the product of the light solid angle and area \([162]\). The reason for large etendue is that, the light is fully diffused and emerges with essentially a \(4\pi\) solid angle. Combining this with the large size \((\sim 10\, \text{cm})\) of tissue samples used in medical or biological applications, gives a very large etendue \(\sim 100,000\, \text{sr} - \text{mm}^2\) (see Fig. 1b of Paper IV). For fully diffused light, the etendue of the detection system approximately determines the fraction of ultrasound shifted photons that can be collected. To get a feel for the magnitude of this problem, consider that typical interference-based optical color filters have orders of magnitude smaller than the etendue \(\sim 100\), and versions of these that are narrow-band enough \((\sim 1\, \text{MHz} \, \text{confocal Fabry-Pérot})\) to filter out ultrasound modulated photons have etendue \(< 1\) (see Fig. 1b of Paper IV). The prepared spectral-temporal filter based on the persistent spectral hole burning (PSHB) technique in Paper IV clearly achieved much better etendue compared to other filtering schemes in the type of applications proposed so far. Actually, by far the largest etendue yet reported is with spectral hole burning (SHB) materials \([163, 164]\).

Pulsed ultrasound excitation is generally preferred over continuous wave due to its high resolution in the ultrasound propagation direction, faster imaging speed and compatibility with the well-established conventional ultrasound imaging techniques \([165, 166]\). A schematic illustration of pulsed ultrasound is shown in Fig. 7.7 by solid blue, which moves in the same direction as the ultrasound propagation direction. A tumor in the tissue will absorb much more light than other parts of the tissue. Therefore, the presence of a tumor in the tissue will be detected by the absence of the whole or part of the sideband signal. This is discussed more in greater detail in Paper IV.

In addition to the spectral filtering, the sideband signal is delayed due to the slow light created through the persistent spectral hole burning and this in turn improved the performance of the ultrasound modulated optical tomography such that it was possible to image up to a 9 cm thick tissue phantom, as described in Paper IV. The unprecedented performance of this filtering combination comes from the fact that slow light provides an additional temporal degree of freedom that enhances the spectral selectivity of the hole burning filter. Projections based on straightforward improvements in the experimental apparatus show that imaging in even thicker phantoms should be possible. Here we note that even though this demonstration was carried out at a wavelength of 606 nm, slow light has also been observed in materials that work in the therapeutic window (for example Tm:YAG \([167]\) at 800 nm). Thus slow light may find an application in early cancer detection via UOT. The UOT technique has potential applications to biological and medical imaging, for example early tumor detection, as well as non-contact ultrasound imaging for a variety of commercial,
7.3.2 Quantum memories

The discussion in this section also has interesting implications for the possible application of the demonstrated spectral-temporal filter to the development of quantum memories.

As we discussed in Section 3.5, one of the fundamental limitations of conventional photon echo for quantum memory applications is the spontaneous emission from strong rephasing pulses at the same time as the echo emission. The spontaneous emission is actually much larger than the single photon level echo emission. The strong rephasing pulse is replaced by switching for instance an electric field in CRIB or GEM protocol to avoid the strong spontaneous emission as discussed in Section 6.3.5. The strong rephasing is not needed in AFC protocol [113], because of the inherent rephasing process between AFC peaks. However, for all mentioned protocols, to extend the storage time (or to obtain on-demand storage with the AFC technique) we need to employ a pair of bright optical transfer pulses to map the quantum state from the optical state to the shelving state and vice versa. These pulses are separated out from the echo emission by ground state hyperfine state separation, for instance ≈10.2 MHz in the Pr$^{3+}$ : Y$_2$SiO$_5$ crystal. In addition, the time separation between the second bright transfer pulse and the echo emission is short (∼several µs). The transfer pulse can disturb the emitted echo through off-resonance excitation or a scattering procedure. Therefore, it would be important to find a way to circumvent this problem.

Let us now be more specific and talk about quantum memory preparation based on an on-demand AFC protocol in a Pr$^{3+}$ : Y$_2$SiO$_5$ crystal. In this case, the ground state hyperfine separations are 10.2 MHz and 17.3 MHz (see Fig. 2.4). According to the AFC protocol, which is discussed in Section 6.3.5, we can use the ±1/2 and ±3/2 states for the memory. This will lead to a 10.2 MHz frequency separation between the strong transfer pulse and the echo emission. Therefore, we can easily modify the demonstrated spectral filter for the UOT experiment in Paper IV to render them useful for quantum memory application. Actually, the larger frequency separation between two pulses in the quantum memory application provides less constraint for the spectral filter preparation. We can even think of creating an absorption edge to have a low-pass or high-pass spectral filter instead of narrow-band spectral filter. This could be an option, in case the spectral filtering limits the mode capacity of the AFC technique.
Outlook

In 2008, as this thesis work was starting, quantum memory was a quite new topic for the experimental quantum information community. Soon, different protocols in different materials were proposed, thus promoting the growth of this new-born infant. Several experimental groups started to demonstrate and improve different aspects of quantum memories. Fidelity, storage and retrieval efficiency, storage time, bandwidth, multi-mode storage, and operational wavelength were the main properties of concern.

During the course of the research described in the present thesis, we focused mostly on optimization of the storage and retrieval efficiency. We moved toward our goal by construction of a frequency stabilized laser source in combination with employing the pulse shaping setup that enable us to obtain about 1% accuracy over a range of more than six orders of magnitude in intensity. This high efficiency is mainly a product of our highly controllable and precise spectral engineering techniques.

Most quantum memory protocols require relatively high optical depth to increase light-matter coupling efficiency and finally overall storage and retrieval efficiency. But in 2010, new proposals from the research community suggested combining a low finesse cavity and ensemble approaches for efficient quantum memory construction in the weakly absorbing media. Based on these proposals and using \( \text{Pr}^{3+} : \text{Y}_2\text{SiO}_5 \), we demonstrate the highest storage and retrieval efficiency based on the AFC protocol achieved so far. The low finesse cavity configuration, with advantages of having the quantum memory in a weakly absorbing media, opens up the possibility of utilizing materials with low optical depth but good coherence properties (e.g. \( \text{Eu}^{3+} : \text{Y}_2\text{SiO}_5 \)). This creates a promising future for combining high efficiency and multi-mode capacity.

Another benefit of the low finesse cavity configuration compared to the single-pass crystal, is demonstrating a high overall efficiency in the short crystal length and consequently small physical storage volume. This cavity configuration can simplify the implementation of long-term storage in the hyperfine levels. Storage in the hyperfine levels requires a radio frequency (RF) signal to drive the spin state transition to compensate for the spin in-
homogeneous broadening. Quantum memories demonstrated in a smaller physical volume require lower RF power. This property may in practice significantly simplify the process of having long storage time and high efficiency quantum memories.

Most quantum memory protocols based on rephasing, such as the photon echo effects, which are proposed for long storage time, suffer from the background light noise emitted at the same time as the echo emission. This background light would, however, normally have a different frequency compared to the quantum memory output signal. Based on spectral engineering of the inhomogeneous broadening of $Pr^{3+} : Y_2SiO_5$, we designed and demonstrate a narrow-band (~2 MHz) spectral-temporal filter for biological tissue imaging purposes. The same spectral-temporal filtering technique can also be applied for quantum memory construction in the future. Indeed, this spectral-temporal filter can suppress background noise and helps to distinguish the output single photon level signal emitted from the quantum memory. As a second suggestion, we can employ an efficient second memory, which involves just using a two-level system and does not have any transfer pulses to the shelving state, after the main quantum memory. The second memory can delay the emission from the first memory and consequently suppress the background noise originated from the transfer pulses in the first memory.

For the future of quantum memories, we can expect development should move towards combining different aspects in a single physical system. For instance, as we discuss in the present thesis, having a high storage and retrieval efficiency and long storage time simultaneously would create a bright future for quantum memories based on photon-echo-like effects. This could happen in the cavity configuration. In addition, the multi-mode capacity of quantum memories based on photon-echo-like effects is limited by the hyperfine separation of the materials used. Therefore, there is a need to investigate other materials with larger hyperfine separations, for instance, extending the work on $Eu^{3+} : Y_2SiO_5$. 
I Towards an efficient atomic frequency comb quantum memory

In this paper, the possibility to achieve relatively high efficiency quantum memory based on the atomic frequency comb (AFC) technique is demonstrated. The inhomogeneously broadened line of a 0.05% $Pr^{3+}$ : $Y_2SiO_5$ crystal with a length of 2 cm is employed to achieve a storage and retrieval efficiency of 35% after 1 $\mu$s. At the time of publication, this was the highest quantum memory efficiency demonstrated based on the AFC technique.

I participated in the planning, demonstration of the AFC structure, and took part in all the experiments.

II Storage and Recall of Weak Coherent Optical Pulses with an Efficiency of 25%

The experimental realization of a single photon level quantum state storage based on the AFC technique is the main target of this paper. To demonstrate a memory for optical quantum state storage, one needs to test it with a low photon number to ascertain that it operates in the quantum level. The same quantum efficiency achieved at the single photon level and the classical light level is called linearity response of the memory. This paper supports the linearity of the AFC technique which is used for the rest of the papers.

I participated in the planning, took part in all the experiments and wrote the manuscript as a corresponding author.
III Hyperfine characterization and spin coherence lifetime extension in $Pr^{3+}: La_2(WO_4)_3$


In this paper, the praseodymium hyperfine interaction of $Pr^{3+}: La_2(WO_4)_3$ is characterized and the spin Hamiltonian parameters are determined by numerical analysis of Raman-heterodyne spectra collected over a range of static external magnetic-field strengths and orientations. The potential of $Pr^{3+}: La_2(WO_4)_3$ for quantum memory applications is shown by measuring the spin coherence lifetime in a magnetic field that is chosen such that small additional magnetic fields, to first order, do not shift the transition frequency. Experimental results demonstrate a spin coherence lifetime of 158 ms which is almost 3 orders of magnitude longer than in zero field.

I participated in the planning, took part in all the experiments and was involved in the interpretation of part of the experimental results.

IV Slow light for deep tissue imaging with ultrasound modulation


In this paper, persistent spectral hole burning (PSHB) in $Pr^{3+}: Y_2SiO_5$ is employed to demonstrate a narrow-band spectral filter of $\sim$ 2 MHz with a suppression of $\sim$30 dB for diffuse light. In addition, the strong dispersion within the spectral filter frequency region provide a time delay based on the slow-light effect. The slow light gives complete temporal discrimination and improves the performance of the narrow-band spectral filters. This narrow-band spectral filter is used to optically detect ultrasound from deep inside highly scattering tissue. We demonstrate this capability with a 9 cm thick tissue phantom, having 10 cm$^{-1}$ reduced scattering coefficient, and achieve an unprecedented background-free signal.

I participated in the planning, designing, and took part in all the experiments and wrote part of the manuscript.
V Cavity enhanced storage-preparing for high efficiency quantum memories

This paper shows the first experiment of using a low finesse cavity and weakly absorbing materials to demonstrate an efficient quantum memory. Using this approach, we experimentally demonstrate a significant (∼20-fold) enhancement in quantum memory efficiency compared to the no cavity case. A strong dispersion, originating from absorption engineering inside the cavity was observed. This directly affected the cavity line-width. A more than 3 orders of magnitude reduction of cavity mode spacing and cavity line-width from GHz to MHz was observed. We are not aware of any previous observation of several orders of magnitudes cavity mode spacing and cavity line-width reduction due to slow light effects.

I participated in the planning, I came up with the idea of having a small wedge on the cavity for frequency tuning. I did some simulation to understand the behavior of the light polarization while propagating through the $Pr^{3+} : Y_2SiO_5$ crystal in collaboration with Prof. Gerhard Kristensson in the department of Electromagnetic theory, Lund University. I was the main responsible for the experiments and wrote the manuscript as the corresponding author.
VI Efficient Quantum Memory Using a Weakly Absorbing Sample
M. Sabooni, Qian Li, S. Kröll, and L. Rippe.

This paper contain the best storage and retrieval efficiency achieved based on the AFC protocol, which is presently the best multimode quantum state storage protocol. The experiment is carried out in a 2 mm long praseodymium-doped crystal (0.05% Pr$^{3+}$:Y$_2$Si$_5$O$_5$) which could be considered as a weakly absorbing medium. The advantages of the cavity configuration is used by depositing a reflection coating directly onto the crystal surfaces. Efficient quantum memories in a weakly absorbing media, opens up the possibility of utilizing materials with low optical depth but good coherence properties (e.g. Eu$^{3+}$:Y$_2$Si$_5$O$_5$).

I participated in the planning, I came up with the idea of finding out the impedance-matching condition on the cavity, experimentally. I was the main responsible for the experiments and wrote the manuscript as a corresponding author.
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Abstract

We present an efficient photon-echo experiment based on atomic frequency combs (Phys. Rev. A 79 (2009) 052329). Echoes containing an energy of up to 35% of that of the input pulse are observed in a Pr\textsuperscript{3+}-doped Y\textsubscript{3}SiO\textsubscript{5} crystal. This material allows for the precise spectral holeburning needed to make a sharp and highly absorbing comb structure. We compare our results with a simple theoretical model with satisfactory agreement. Our results show that atomic frequency combs has the potential for high-efficiency storage of single photons as required in future long-distance communication based on quantum repeaters.

1. Introduction

The distribution of entanglement over long distances is a critical capability for future long-distance quantum communication (e.g. quantum cryptography) and more generally for quantum networks. This can be achieved via so-called quantum repeaters \cite{1–4}, which can overcome the exponential transmission losses in optical fiber networks. Quantum memories (QM) for photons \cite{5–9} are key components in quantum repeaters, because the distribution of entanglement using photons is of probabilistic nature due to the transmission losses over long quantum channels. QMs enable storage of entanglement in a single repeater segment until entanglement has also been established in the adjacent sections. For quantum repeaters a QM should be able to store single-photon states with high conditional fidelity \(F\) and with high storage and retrieval efficiency, \(\eta\) \cite{4}. Further, it has recently been shown that in order to reach useful entanglement distribution rates in a repeater, QMs with multiplexing capacity \((\text{multimode QM})\) are necessary \cite{3,10}.

Significant progress have been achieved lately using atomic ensembles for manipulating the propagation and quantum state of an optical field, see Hammerer et al. \cite{11} for a recent review. Storage of single photons using electromagnetically induced transparency \((\text{EIT})\) has been demonstrated with warm \cite{7} and cold vapors \cite{6,8} of alkali atoms. Storage of light at the single photon level has been demonstrated also in rare-earth-ion-doped crystals \((\text{REIC})\) \cite{9}. REICs are characterized by large optical inhomogeneous broadening which enables storage and recall of coherent information by manipulating and controlling the inhomogeneous dephasing using echo techniques. Although traditional photon echoes cannot be used in the single-photon regime due to spontaneous-emission noise induced by the \(\pi\)-pulse \cite{12}, photon echo techniques avoiding this noise have been proposed; controlled reversible inhomogeneous broadening \((\text{CRIB})\) \cite{13–17} and more recently atomic frequency combs \((\text{AFC})\) \cite{18}. The AFC protocol may offer a breakthrough for the practical construction of quantum repeaters capable of achieving sufficient entanglement distribution rate, since the number of modes that can be stored in an AFC QM is independent of the memory material absorption depth. Since the proposal of the AFC scheme, storage of light pulses at the single photon level (so called weak coherent states) has been shown in Nd\textsuperscript{3+}:YVO\textsubscript{4} \cite{9}. The fidelity of the storage was measured by storing a time-bin qubit and performing an interference measurement on the recalled qubit. The resulting interference fringe visibility was \(V=95\%\), which corresponds to a fidelity \(F=1+V/2\) \cite{19} of 97.5\%. This shows that light at the single photon level can be stored and retrieved without introducing noise, and future experiments are likely to improve the fidelity further. The combined storage and retrieval efficiency, however, was only 0.5\% in that experiment. A more recent experiment in Tm\textsuperscript{3+}:YAG \cite{20} showed improved efficiency of 9\%, also with weak coherent states. Finally, storage of 64 weak coherent states encoded in different temporal modes has been achieved in Nd\textsuperscript{3+}:YSGG \cite{21}, underlying the high multimode capacity of the AFC scheme. In view of these encouraging results in terms of fidelity and multimode storage, it is clear that increasing the efficiency is of great importance, particularly in the perspective future long-distance quantum repeaters where QM efficiencies of 90\% are necessary with the architectures known today \cite{4}.
Here we report a photon-echo experiment based on an AFC in a Pr$^{3+}$-doped Y$_2$SiO$_5$ crystal. We measure echoes containing an energy of up to 35% of that of the input pulse, which is the highest AFC echo efficiencies measured so far. This shows that AFC-based schemes can be used for efficient light storage. This improvement is possible because of a good control of the procedure that creates the atomic frequency comb quantum memory using the AFC scheme.

The paper is organized in the following way. In Section 2 we give an overview of the theory of AFC. In Section 3 the experimental setup is described. Preparation of a narrow periodic series of absorption peaks is discussed in Section 4. In Section 5 experimental results of AFC echoes are presented and compared with the theoretical model. Conclusions are given in Section 6.

2. Theory of AFC

We consider an ensemble of atoms with a transition $\langle \gamma \rangle \rightarrow \langle e \rangle$, having a narrow homogeneous linewidth $\gamma_o$, but a large inhomogeneous broadening $\Gamma$. There are thus many addressable spectral channels within the optical transition. We also assume that there is at least one more meta-stable ground state, $\langle \text{aux} \rangle$, having a long population lifetime. This allows a high-resolution spectral shaping of the $\langle \gamma \rangle \rightarrow \langle e \rangle$ transition by spectral hole burning, where $\langle \text{aux} \rangle$ is used as population storage reservoir. These properties are often found in rare-earth-ion-doped crystals [22,23], which are considered here.

The detailed experimental procedure for precise spectral shaping depend on the particular system. In Section 4 we discuss the procedure for Praseodymium doped Y$_2$SiO$_5$ crystals.

We assume that the inhomogeneously broadened transition has been shaped into a periodic series of narrow peaks, called an atomic frequency comb, see Fig. 3. We further assume that the light pulse to be stored has a spectral bandwidth $\gamma_p$ larger than the periodicity in the comb ($\gamma_p > \Gamma$). There are thus many addressable spectral channels within the optical transition. The interaction between the input pulse and a ground-state population grating versus frequency generally results in a photon echo emission after a time $T_{\text{echo}}$. This time is limited by re-absorption of the echo and the last factor the previously mentioned dephasing. For a high finesse, $F$, and high peak absorption $d$, the efficiency tends to a maximum of 54% for an effective absorption depth $d = 2$, limited by re-absorption of the echo. Higher efficiency can be achieved using three-level storage and counter-propagating fields [18] (see below). In this work we show experimental efficiencies up to 35%, which is significantly higher than previous AFC experiments. This improvement results from our ability to make high finesse, high absorbing comb structures.

We also note that a solution to the predetermined storage time was proposed in Ref. [18] (see above). It is based on coherent transfer of the excited state amplitude to a long-lived ground state coherence, for instance a spin coherence, before the appearance of the echo. The memory can be read-out by transferring back the amplitude to the excited state, after a time determined by the user. This aspect of the proposal was recently demonstrated experimentally [30]. A three-level system and counter-propagating control pulses allows for a spatial reversal of the propagation of the echo (so called backward recall). In the absence of dephasing backward recall can reach 100% efficiency by cancelation of the re-absorption, as discussed in Refs. [13,15,18,31,32].

3. Experiment

The measurements were performed on the site 1 transition $^3\text{D}_2 \rightarrow ^1\text{H}_4$, at 605.977 nm in a Pr$^{3+}$-doped Y$_2$SiO$_5$ crystal immersed in liquid helium at a temperature close to 2.1 K. The sample was $20 \times 10 \times 10$ mm$^3$ and had a Pr$^{3+}$ concentration of 0.05% which gives an absorption depth in the range 60 < d < 80 [33] at the center of the inhomogeneous profile. The high absorption was critical in order to obtain highly absorbing peaks (see Section 4).

A ring dye laser (Coherent699-21) using Rhodamine 6G pumped by Nd:YVO$_4$ laser (Coherent Verdi) is used to give 600 mW output power at $\lambda = 605.977$ nm. The laser is stabilized against a spectral hole in a second Pr$^{3+}$ : Y$_2$SiO$_5$ crystal, yielding a coherence time $\tau_2 = 100$ µs and a frequency drift $< 1$ kHz/s [34]. In order to create the desired pulse shapes and to eliminate beam
movement accompanying frequency shifts, the laser light was passed twice through a 200 MHz acousto-optic modulator (AOM) with a bandwidth of 100 MHz. A 1 GS/s arbitrary waveform generator (Tektronix AWG520) controlled the AOM, allowing direct control of the light pulse amplitude, phase, and frequency. After the AOM, the light passed through a single mode optical fiber to clean up the spatial mode. A beam sampler removed a small percentage of the light before the cryostat to be used as a reference beam. The rest of the beam passed through a $\frac{\lambda}{2}$ plate, such that the light polarization could be aligned along the transition dipole moment direction to give maximum absorption. The beam was then focused to a 100 µm radius at the center of the sample, which gave Rabi frequencies of maximum 2 MHz for the strongest transitions.

The spectral structures were measured by scanning the light frequency across the spectral structure and recording the intensities of both the transmitted and the reference beams [35]. The signals from the detectors were divided to reduce the effect of laser amplitude fluctuations. The intensity of the probe pulses were chosen such that they did not affect the created spectral structures during the readout process. The scan rate was also set such that it had negligible effect on the resolution of the recorded spectra (see discussion below).

4. Preparation of AFC

Creating the atomic frequency comb structure, with good control of all necessary parameters, such as peak height, width, separation and number of peaks, can be challenging. Especially considering that the frequency comb structure also preferably should be well separated in frequency from all other absorbing atoms in the material. However, in rare-earth-metal-ion-doped crystals the inhomogeneous absorption profile can indeed be efficiently manipulated, providing the flexibility needed to meet all those requirements. This flexibility is useful not only for AFC, but also for many other similar experiments, such as electromagnetically induced transparency (EIT) [36], slow light [33] or quantum computing [37,38]. Since the precise control of the absorption structure is of particular concern for this paper, we will here make a detailed description of how to create a test platform for AFC experiments and essentially the same technique can be used also for the other listed experiments mentioned above.

4.1. Pit creation

The inhomogeneous $^{1}D_{2} \rightarrow ^{3}H_{4}$ absorption line in Pr$^{3+}$ · Y$_2$SiO$_5$ is about 5 GHz and the homogeneous line width of a single Pr ion is about 0.5 kHz at temperatures below ~5 K. A chirped laser pulse applied somewhat within the inhomogeneous profile will create a spectral hole through optical pumping. The maximum width of the spectral hole burnt by such a scan is given by the specific level structure of the Pr$^{3+}$ ion [39] (see Fig. 2). After relaxation from excited states the ion has to be in one of the three hyperfine ground levels, which have a total separation of 27.5 MHz, but the maximum spectral hole width is reduced by the hyperfine splitting of the excited state levels of 9.4 MHz, yielding a final spectral hole interval of 18.1 MHz. The scanned pulse will thus create a simple, wide spectral hole, henceforth called a pit, and is shown in Fig. 1a.

When light pulses are applied to perform operations inside the pit, they also have a probability to interact with the tails of the absorption profile of the ions outside the pit, and in particular with the ions immediately outside, forming the walls of the pit. Generally one would like to avoid such interactions and the simple pit in Fig. 1a then is not optimal. Fortunately, it is possible to shuffle many ions in the walls of the pit further away from the pit. This is illustrated in the top right part of Fig. 1. In this figure, a class of ions having the $|\rangle \rightarrow |\epsilon\rangle$ transition at some specific frequency just inside the pit and the transitions from the other two ground state levels outside the pit, is displayed. For this ion class, the simple burning pulse only targets the $|\rangle$-state, so only this ground state will be emptied. However, it is clear that these

![Fig. 1](color online) In (a) a simple spectral pit created only by scanning a pulse across a specific interval -18 MHz is shown (upper part shows a schematic view and lower part shows actual experimental data). In (b) a more optimal pit is shown, where additional burning pulses on different frequency intervals have iteratively been applied to spectrally remove ions as far from the spectral pit as possible (see text). For an exact pulse sequence, see Appendix A. Note that the frequency scale in the two experimental figures is different.
ions do not have to be in the \( |1\rangle \) state, in fact, it would be better if they could be further shifted outwards so that all end up in the \( |\text{aux}\rangle \) state, but also cause some of the ions to fall back down into the pit, and thus, to get the optimal effect, one would have to iterate between the pulses burning at the center of the pit and the ones burning outside it to improve the walls. Similar techniques can be used on the lower frequency side of pit to obtain the final optimal pit, as shown in the lower part of Fig. 1b.

4.2. Experimental implementation

The exact sequence of pit burning pulses differ depending on the exact level structure of the ion used. Table 1 in Appendix A lists the explicit pulses used to create an optimal pit in Pr\(^{3+}\) : YSGG in this work, and the order in which we have applied those pulses is also listed in Appendix A. When working in other materials, essentially the same sequencing can be used, but of course, the actual frequencies have to be changed to match the transitions of the ion in question.

The different optical pumping BurnPitX pulses listed in Table 1 (see Appendix A) are repeated and iterated, as explained in the previous section, in order to create good shallow walls while maintaining no atoms inside the pit. The repetition sequence given at the end of the Appendix A is somewhat arbitrary. A higher number of repetitions reflects the fact that the primarily strongest transition has relatively low oscillator strength. The exact numbers can be changed a bit up or down without significant effect on the result. There is a 1 ms waiting time after every single BurnPitX pulse (see Appendix A), to give excited ions time to decay back to the ground state before the next pulse arrives. The excited state lifetime is \( T_1 = 164\mu s \) [39].

4.3. Peak creation

After a suitable pit has been created, a narrow selection of ions is coherently burnt back into the pit. This narrow ensemble of ions now forms an absorption peak spectrally clearly separated from all other ions. The pulses used for this transfer are two complex hyperbolic secant pulses (Sechyp for short). The first one targets the \( |2g\rangle \rightarrow |5e\rangle \) transition, of ions having their \( |2g\rangle \rightarrow |1e\rangle \) transition at frequency zero (0) MHz. The second pulse is applied immediately after the first, before the excited ions can decay spontaneously, on the \( |5e\rangle \rightarrow |2g\rangle \) transition. One could imagine taking other routes to burn back a peak, but this particular route is advantageous because the first pulse targets the strongest transition, which means the exciting pulse power, and thus power broadening effects, can be kept at a minimum. The deexcitation pulse on the other hand then targets a weak transition, but since this transition is inside the pit and spectrally far away from other ions, the power here can be increased without any power broadening effects.

Fig. 2 briefly illustrates how to create such a peak structure, and also displays an experimentally created version. Creating a full atomic frequency comb from this situation, is now the relatively simple matter of adding additional coherent burn-back pulses, with appropriate frequency offsets, creating the additional peaks. The shape of the peaks, as well as width and absorption height, is determined by the burn-back pulses. Changing the spectral shape of these pulses will change the shape of the peaks, and increasing the pulse power will cause more ions to be transferred, which results in higher absorption peaks (as long as there is enough ions available in the crystal at that frequency).

4.4. Comb structure measurement

One of the goals of this work was to compare the observed AFC echo efficiency with the one predicted by the theoretical model discussed in Section 2. This requires a precise measurement of the AFC structure in order to determine the shape, width and height of the peaks. To do this the laser was slowly swept in frequency across the created AFC structure and the transmitted light intensity was detected after the sample. From this transmission profile of the structure, the absorption spectrum can be calculated. The intensity of the scan pulse was chosen such that it did not affect the created spectral structure. For most comb measurements we chose to scan the laser over one peak only and lowered the scan rate to a minimum. This is to reduce the effect of the scan rate on the measurement resolution [40,35]. By varying the rate we confirmed that the measured width was indeed independent of the scan rate.

The comb was created on the \( |1/2g\rangle \rightarrow |1/2e\rangle \) transition in order to maximize the absorption. It is, however, very challenging to measure absorptions above \( d = 3-4\). In order to circumvent this problem we instead measured the comb structure on the weaker \( |1/2g\rangle \rightarrow |5/2e\rangle \) transition, cf. Fig. 2. The ratio of these two transitions is known from previous work [41], thus the optical depth of the \( |1/2g\rangle \rightarrow |1/2e\rangle \) transition is readily inferred from the measured absorption spectrum.

5. Results and discussion

The input pulse is stored on the \( |1/2g\rangle \rightarrow |1/2e\rangle \) transition, which is the transition for ions in state \( |1/2g\rangle \) with the highest oscillator strength. This results in a comb with high optical depth \( d \). The bandwidth of the AFC is limited by the frequency separation between the excited states and in the present case this is about 4.5 MHz, as set by the \( |1/2e\rangle \) and \( |3/2e\rangle \) separation.
Fig. 3 shows a comb containing four peaks, and where the width of each peak is about $\gamma = 150\text{kHz}$. The peak separation was set to $\Delta = 1.2\text{MHz}$. The pulse to be stored has a Gaussian shape with duration 800 ns, resulting in a frequency power spectrum with FWHM=2 MHz (see Fig. 3).

A high-efficiency echo is shown in Fig. 4. The emitted echo is observed after 800 ns, as expected from the comb periodicity. The AFC is then prepared inside the pit and an identical pulse (the storage pulse) is sent in. This pulse is partially absorbed in the medium and produces an echo. The ratio between the area of the echo and the area of the reference pulse gives the storage efficiency. A small part of the reference pulse as well as the storage pulse is split off before they enter the cryostat. For the data shown in Fig. 4 we measured an efficiency of 35%. To our knowledge this is the highest AFC echo efficiency observed up to date.

As discussed in Section 2 the efficiency depends strongly on the shape of the AFC. Our comb structure measurements show peaks that have near Gaussian shapes. This facilitates the theoretical modeling since we can use the simple model discussed in Section 2 and we need only then to measure two parameters; the peak absorption $d$ and peak width $\gamma$ (the finesse is calculated from the relationship $F = \Delta / \gamma$). In order to make a quantitative comparison with the model, we varied the peak absorption $d$ and measured the resulting input pulse transmission and echo efficiency. This was done by increasing the power of the back burning pulses used in the peak creation (see Section 4.3). For each power setting we also measured the comb structure to find $d$ and $F$. The width of the peaks could be varied by changing the chirp width of the sech$_2$ pulses used for peak creation. We did measurements as a function of $F$ for two settings of the chirp: 200 and 300 kHz. The measured peak widths for these two settings were 175 and 245 kHz, respectively, corresponding to $F = 6.9$ and 4.9. With increasing back burning power (hence increasing $d$) the peaks were slightly broadened due to power broadening, but the observed increase was only 10–15% for the data considered here. The widths given above are averages over all back burning powers (hence $d$ values).

In Fig. 5 we show measured transmission coefficients of the input pulse and the efficiencies of the echo for the two data sets. The data are plotted as a function of the measured peak absorption depth $d$.
absorption $d$ as extracted from the AFC spectra. Theoretical transmission and efficiency curves are also shown. These were calculated using the experimental $d$ values, for different values of finesse. It is observed that the transmission coefficient is very sensitive to the finesse, whereas the efficiency is less sensitive up to $d = 4 - 5$. In general the best agreement for the transmission is obtained for a finesse lower than the one measured from the comb structure (see above). We can also see that the best-fit finesse is lower for the 300 kHz data set, than for the 200 kHz, which is to be expected. The echo efficiency shows a reasonably good agreement with all three values of the finesse up to $d = 4 - 5$. But for $d = 5$ the discrepancy between the experimental and theoretical values becomes significant for $F = 4$ and 5, while for $F = 3$ it is still satisfactory.

The general trend, for both transmission and efficiency, is that our data fit better with a finesse lower than the measured one. This comparison is, however, made within the theoretical framework of Section 2 where a comb of Gaussian peaks was assumed. Both the transmission and echo efficiency are strongly dependent on the actual peak shape [18, 20]. For instance, the same comparison with a Lorentzian model [20] yields very different best-fit values for the finesse. Although much effort was devoted to the precise measurement of the comb structure, it is still conceivable that the actual peak shape deviates from a pure Gaussian shape.

Particularly since the sech$^2$ pulses used for peak creation have significantly larger chirp than the Gaussian, one would expect the actual peak shape to deviate from a pure Gaussian shape. This could affect the experimental efficiency, which is less sensitive up to the finesse. It is observed that the transmission coefficient is very sensitive to the finesse, whereas the efficiency is less sensitive up to agreement with all three values of the finesse up to $d = 4 - 5$. But for $d = 5$ the discrepancy between the experimental and theoretical values becomes significant for $F = 4$ and 5, while for $F = 3$ it is still satisfactory.

### 6. Conclusions

We have in detail described optical pumping and preparation procedures for creating AFC structures in Pr$^{3+}$: Y$_2$SiO$_5$. We were able to make comb structures yielding $> 30\%$ AFC echo efficiency, which are the most efficient AFC echoes observed up to date. We believe that further progress will be possible, by carefully optimizing the comb parameters. It should thus be possible to approach the theoretical limit of $54\%$ used in the present forward-propagation configuration. In order to make a significant further progress, recall in the backward direction would be necessary, in which case $100\%$ efficiency is theoretically possible in the absence of dephasing.

In this work we also compared the experimentally observed efficiencies to a theoretical model. Considerable care has been put into determining the line shape and line width of the generated AFC structure with good precision in order to be able to theoretically model the experimental efficiencies. Still, at high optical densities the finesse required to theoretically reproduce the experimental echo efficiency are lower than those measured experimentally. Nevertheless, the present results indeed show that high efficiency QMs can be created using the AFC technique.
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## Appendix A

### The optical pumping pulses used for creating the pit structure in Fig. 1b are presented in Table 1.

<table>
<thead>
<tr>
<th>Pulse</th>
<th>$\nu_{on}$ (MHz)</th>
<th>$\nu_{off}$ (MHz)</th>
<th>$\Omega_{2g}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BurnPit1</td>
<td>+31.85</td>
<td>+24.15</td>
<td>3/2, -1/2</td>
</tr>
<tr>
<td>BurnPit2</td>
<td>+23.85</td>
<td>+16.15</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit3</td>
<td>+15.95</td>
<td>+7.65</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit4</td>
<td>+23.85</td>
<td>+16.15</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit5</td>
<td>-16.85</td>
<td>-9.15</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit6</td>
<td>-8.85</td>
<td>-1.15</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit7</td>
<td>+15.95</td>
<td>+7.65</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit8</td>
<td>+7.35</td>
<td>-1.10</td>
<td>3/2, -5/2</td>
</tr>
<tr>
<td>BurnPit9</td>
<td>-1.10</td>
<td>+7.35</td>
<td>3/2, -1/2</td>
</tr>
<tr>
<td>BurnPit10</td>
<td>+7.65</td>
<td>+15.95</td>
<td>5/2, -1/2</td>
</tr>
</tbody>
</table>

This set of pulses will create the pit in Fig. 1b with zero absorption (no absorbing ions) from $1.2$ up to $16.2$ MHz. The frequency scale is defined by denoting the $(1, 2g) = (11.2e)$ transition, for an alternately selected ion class, as zero MHz. The column $\Omega_{2g}$ lists the primary target transition of the scan for the purpose of knowing what light intensity to choose in order to match the Rabi frequency to the relative oscillator strength. Note that pulse numbers 2 and 4 are the same, as is pulses 3 and 7.

These pulses are then repeated in an iterative sequence in the following manner.

1. Repeat 60 times: BurnPit5, BurnPit6.
2. Repeat 30 times: BurnPit1-4, BurnPit6-10.
3. Repeat 20 times: BurnPit4-10, BurnPit1-10.
4. Repeat 30 times: BurnPit7-10.

Finally yielding the pit in Fig. 1b.
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Introduction.—Quantum information processing applications such as quantum networks require coherent and reversible mapping between light and matter [1,2]. Currently, this requirement is expected to be met by means of quantum repeaters, which allow temporal storage of quantum information in quantum memories and distribution of entanglement across long distances [3]. In the repeater protocol, the entanglement distribution has probabilistic behavior, and without quantum memories all probabilistic steps would have to succeed simultaneously. Quantum memories are therefore a key ingredient in any future long distance quantum communication scheme and have thus been subject to very active development in recent time. To be useful in actual processing applications, these devices must maintain fidelities close to 100% during storage times of the order of seconds and also ensure high recall output efficiency [4–6].

Quantum memory protocols [such as electromagnetically induced transparency (EIT) [7] based on stopped light [8], controlled reversible inhomogeneous broadening (CRIB) [9–11], and atomic frequency comb (AFC) [6,12], based on photon-echo experiments] use atomic ensembles to obtain the required control and strong coupling between the light field and the storage medium. These protocols can be adapted to the original Duan-Lukin-Cirac-Zoller protocol [1] to create entanglement generation via single photon detection. Therefore, it is important to demonstrate that quantum memories can be operated at the single photon level.

Protocols which enable storage of multiple temporal modes can increase the entanglement generation rate by a factor approximately equal to the number of temporal modes [13]. Storing many modes with high efficiency requires a high optical depth, which generally can be an experimental difficulty. Achieving efficient multimode storage at lower optical depth is therefore desirable. It has been shown [12,14] that the number of modes \(N_m\) that can be efficiently stored by using EIT scales as \(N_m \approx \sqrt{aL}\), where \(aL\) is the optical depth. CRIB offers a better scaling since \(N_m \approx aL\) (to double the number of modes, it is sufficient to double \(aL\)), but in the AFC protocol the number of temporal modes that can be stored with a given efficiency is independent of optical depth.

Based on EIT, storage and retrieval efficiency of 10% for 10 \(\mu s\) storage time in hot atomic vapor was published by Eisaman et al. [15]. With the same scheme, Choi et al. [16] achieved 17% for 1 \(\mu s\) in a cold atomic ensemble. Recently, Lauritzen et al. [17] published a storage and retrieval efficiency of 0.25% for 600 ns in an erbium-doped crystal by using the CRIB protocol. By using the AFC protocol, de Riedmatten et al. [6] obtained 0.5% storage and retrieval efficiency after 250 ns in Nd\(^{3+}\) : YVO\(_4\), and...
Chaneliére et al. [18] achieved 9% storage and retrieval efficiency for 1.5 μs in Tm³⁺:YAG crystal.

In this Letter, we use the AFC protocol to store weak coherent pulses, with on the average 0.1 photons/pulse, up to 800 ns with 25% storage and retrieval efficiency in a Pr³⁺:YSO crystal. Recently, in this material 96% transfer efficiency from an excited state to ground state spin level was achieved [19], and such transfer pulses were used to demonstrate an on-demand readout quantum memory based on a collective spin wave excitation in the hyperfine ground state levels of Pr³⁺:YSO [20]. The lifetime of such spin state storage has subsequently been extended to the 100 μs range [21]. Therefore, to achieve high efficiency on demand quantum memory operation, the key issue is to demonstrate high efficiency coherent rephasing in the low photon number regime which here is achieved through our highly controllable and precise ensemble-shaping technique.

Materials and methods.—The experimental setup is shown in Fig. 1. A 6-W Coherent Verdi-V6, 532 nm Nd:YVO₄ laser pumps a Coherent 699-21 dye laser, which emits approximately 500 mW light at 605.82 nm. This frequency matches the ⁴H₁₇/₂D₂ transition of praseodymium ions doped into yttrium silicate (Pr³⁺:Y₂SiO₅). We use a frequency stabilization feedback system [22], based on a Pr³⁺:Y₂SiO₅ crystal, which has a frequency drift below 1 kHz/s. This precise frequency control gives us the ability to create and control the AFC structure and is the main reason for increasing the storage and retrieval efficiency. An acousto-optic modulator (AOM) with 200 MHz center frequency, in a double pass arrangement that cancels spatial movement when changing the frequency of the diffracted beam, controls phase, amplitude, and frequency of the light. The radio-frequency signal used to drive the AOM is created by a 1-GS/s arbitrary waveform generator (Tektronix AWG520). Two mechanisms for light attenuation to the single photon level are used. The light beam can be attenuated by reducing the amplitude of the radio-frequency field driving the AOM, but since rf amplitude versus light amplitude is highly nonlinear and difficult to calibrate due to low diffraction efficiency at low rf amplitudes, a shutter wheel with absorptive neutral density filters was added in the setup. The remaining control of the light amplitude was then handled through the AOM rf amplitude finally yielding about 0.1 photons per pulse at the sample. For cleaning up the spatial mode, after the AOM, the light was sent to a single mode fiber and then to a 1/2 plate such that the light polarization could be aligned along the transition dipole moment to yield maximum absorption. The sample is a Pr³⁺:Y₂SiO₅ crystal with 0.05% doping concentration, and it has three perpendicular optical axes labeled D₁, D₂, and b, where the direction of light propagation was chosen along the b axis. The crystal dimensions are 10 × 10 × 20 mm along the D₁ × D₂ × b axis. The width of the Gaussian beam at the center of the crystal is about 100 μm, and it is imaged (1:1) onto a 50 μm pinhole. The pinhole gives us the opportunity to pick the light emitted by ions at the center of the beam that all have experienced roughly the same light intensity. To keep the optical coherence time (T₂) of the praseodymium crystal was immersed in liquid helium at 2.1 K. After the sample crystal, a mechanical shutter was used to protect the detector from the intense AFC preparation pulses. A Hamamatsu single photon counting detector (model H8259-01) with a quantum efficiency of 7.5% and a minimum gating time of 100 ns was used.

Let us now describe (see Fig. 2) in more detail how to create an AFC [12], i.e., a periodic series of narrow (FWHM = γ) and highly absorbing (optical depth αL) peaks with a periodicity Δ as a frequency grating of ions in the 1/2g state (see Fig. 2). By means of optical pumping, an 18 MHz zero absorption frequency region (see Ref. [23]) is created within the 5 GHz wide Pr³⁺:Y₂SiO₅ inhomogeneous profile [24]. This nonabsorbing frequency region is hereafter referred to as a spectral pit. Optimal pit creation needs a series of explicit pulses [23]. Afterwards, a frequency-dependent absorption grating was created inside this spectral pit. Complex hyperbolic secant optical pulses were used to transfer some ions from 5/2g to 5/2e and then from the 5/2e to the 1/2g state [25]. Changing the center frequency of the complex hyperbolic secant pulses, by an amount Δ, is a simple technique to create a second peak inside the spectral pit. By repeating this procedure, it is possible to create an atomic frequency comb in the 1/2g level with a periodicity Δ. The number of peaks (N) is limited by the...
\[ |1/2e\rangle \rightarrow |3/2e\rangle \text{ separation}, (\delta f_{1/2e}-(3/2e)), \text{ and } \Delta \{ \Delta \times (N - 1) < \delta f_{1/2e}-(3/2e) \}.
\]

Results and discussions.—First, we offer a brief theoretical background to the AFC quantum memory interface. A weak light pulse is sent as a coherent state \(|\alpha_i\rangle\), on the average containing less than a single photon, with a well-defined bandwidth \((1/\tau_0)\), to an AFC structure with well-defined peak separation \((\Delta)\), peak width \((\gamma)\), finesse \(F = \Delta/\gamma)\), and peak height \((\alpha L)\) consisting of \(N\) ions all in the \(|1/2e\rangle\) state. The objective is to transfer all the energy of the weak coherent wave packet to the distribution of ions, \(|g_1 \ldots g_N\rangle\), in the spectral grating with defined finesse \((F = \Delta/\gamma)\). After the light-matter interaction, the initial state of the \(N\) atoms will develop into the state \([12]\

\[ |\alpha_i\rangle = |g_1 \ldots g_N\rangle + \sum_{j=1}^{N} c_j e^{i(2\pi\delta_j r - k z_j)}|g_1 \ldots e_j \ldots g_N\rangle. \tag{1} \]

where \(z_j\) is the spatial position of ion \(j\), \(k\) is the wave number of the weak coherent wave packet, and \(c_j\) is an amplitude that depends on the absorption probability, the spatial position, and the absorption frequency of the ion. The AFC is a well-separated periodic structure with frequency detuning \(\delta_j = m_j \Delta (m_j\) is an integer). Studying the time evolution of the superposition state in Eq. (1) shows that in this state the ions will start to dephase. But the key feature of the AFC structure, with its periodicity \(\Delta\), is that it gives rise to a constructive emission exactly after a time \(t = 1/\Delta\). The storage and retrieval efficiency of the AFC protocol in the forward direction can be written [6] as

\[ \eta = (\alpha L/F)^2 e^{-\alpha L/F} e^{-\gamma/\Delta}. \tag{2} \]

Because of the trade-off between the coherent response of the sample (first), reabsorption (second), and dephasing (third) factors, there is an optimum value for the finesse as discussed in Ref. [6].

In our measurements we have two sets of pulses. They correspond to the preparation pulses described in Ref. [23] and the storage pulses described below. The amplitude of the storage pulse was adjusted by taking into account attenuation factors due to windows, optical components, pinhole, and the quantum efficiency of the single photon detector until the mean number of photons per pulse was about \(\bar{n} = 0.1\) at the sample. To improve measurement statistics, weak Gaussian storage pulses were sent in 2000 times at a rate of 3 kHz. To measure the efficiency, the storage pulse, which had a 200 ns FWHM, was sent through the empty spectral pit. In the empty pit there are no ions absorbing the pulse; therefore this is a good reference to compare with the recall pulse. The photon counting results fitted to a Gaussian time distribution for the empty pit are shown (circles and dashed curve) in Fig. 3.

Next, an AFC structure with peak separation \(\Delta = 1.2\) MHz, peak width \(\gamma = 200\) kHz, and \(\alpha L = 6\) is created and a Gaussian weak coherent storage pulse \((\tau_{\text{FWHM}} = 200\) ns) tuned to the \(|1/2g\rangle \rightarrow |1/2e\rangle\) transition [Fig. 2(a)] is sent through the medium, which has a phase relaxation time much longer than the duration of the pulse. Reemission (the echo) occurs after 800 ns \((1/\Delta)\) (solid curve in Fig. 3). The measured storage and retrieval efficiency is 25%, which means that the energy contained in the collective reemission (echo) pulse relative to the energy transmitted through empty pit (dashed curve) is 0.25. Based on our knowledge this is the highest AFC echo efficiency in the single photon regime observed so far, and it is the product of our high controllable and precise ensemble-shaping technique.

So far, we have considered the efficiency properties of our interface, but for quantum memory applications it is vital that the interface also conserve the phase of the storage pulse with high fidelity. To show the phase preservation, a super-Gaussian \((n = 7)\) pulse with controllable phase, overlapping the reemission pulse temporally, but with a 2.3 MHz frequency offset is prepared. This frequency offset allows us to send the super-Gaussian pulse through a transparent frequency window inside the pit between \(|1/2g\rangle \rightarrow |1/2e\rangle\) and \(|1/2g\rangle \rightarrow |3/2e\rangle\) transition peaks [23]. To have enough frequency space between these two transitions, the peak separation \((\Delta)\) is reduced to 1 MHz, but the rest of the AFC parameters are the same as before. In these measurements the \(\tau_{\text{FWHM}}\) of the Gaussian pulse is 420 ns, whereas the super-Gaussian full width at half maximum is 840 ns. Because of the interference between the two pulses, a beating pattern is expected at the detector at the time of the reemission (the echo) pulse (Fig. 4). The measured visibility after subtraction of the noise level is 83%. To show that the phase is conserved, the phase of the super-Gaussian pulse was changed by \(\pi\) and the beating pattern is reversed (Fig. 4).

FIG. 3 (color online). Black circles (reference) are the single photon counts for the transmission of a 200 ns Gaussian storage pulse \((n = 0.1)\) photon per pulse sent through the transparent empty pit without any AFC grating. Red squares correspond to the counts for an identical storage pulse sent through the AFC spectral grating with \(\Delta = 1.2\) MHz, \(\gamma = 300\) kHz, and \(\alpha L = 6\). The ratio of the areas below the echo and the reference after fitting with a simple Gaussian function and subtracting the noise level is 0.25. The same result is achieved with bright storage pulses which is shown in the inset.
The 25% storage and retrieval efficiency obtained in this Letter is independent of the storage pulse intensity. Furthermore, all results with the bright storage pulses [23] are reproducible in the single photon regime. The experiment is based on coherent photon-echo-type reemission experiments in the forward direction. Theoretically, as discussed in Ref. [6], the maximum achievable efficiency for emission in the forward direction is 54%. This is basically limited by the reabsorption of the emitted echo. From an experimental point of view, the most critical issues for reaching this efficiency are first to have control over the AFC peak shape and second to obtain a high effective absorption ($\alpha L / F$). There is a good agreement between the effective absorption and obtained storage and recall efficiency which is discussed in Ref. [23]. To improve the efficiency beyond 54%, counterpropagating control fields [9] or external control of the ion frequency [26] could be used; alternatively, the crystal could be placed inside a cavity [27]. The efficiency could also be enhanced by using optimum input pulses [28–30].

This work was supported by the Swedish Research Council, the Knut and Alice Wallenberg Foundation, the Crafoord Foundation, and the European Commission through the integrated project QAP.

Note added in proof.—A quantum memory storage efficiency of 69% has been reported after the submission of this manuscript [31].

[22] L. Rippe et al. (to be published).
Hyperfine characterization and spin coherence lifetime extension in $Pr^{3+} : La_2(WO_4)_3$


I. INTRODUCTION

Rare-earth ion-doped crystals (REICs) have recently appeared as promising solid-state materials for quantum information processing. In the field of quantum computing, achieved milestones include controlled phase gates and single-qubit arbitrary rotation.\(^2\) While these experimental results were performed on single-qubit and two-qubit systems, scalable schemes have also been proposed.\(^3\) In the field of quantum memories, devices able to faithfully store and release photonic quantum states have been proposed and implemented. Using several different storage-recall protocols,\(^4–7\) high-efficiency,\(^8\) multiple-photon storage with large bandwidth\(^9,10\) and entanglement storage\(^11–15\) were demonstrated in REICs. These results rely on the very long optical coherence lifetimes, e.g., 4.4 ms lifetimes have been observed in Eu\(^{3+}\):Y\(_2\)SiO\(_5\).\(^13\)

Even longer lifetimes have been reported for rare-earth ion hyperfine transitions and accordingly, the qubit in REIC-based quantum computing and memories is generally defined by selecting two ground-state hyperfine levels. Optical transitions are used to selectively address qubits or to transfer coherences from the optical to the rf domain and vice versa. Coherence lifetimes can be extended to 30 s for a ground-state hyperfine transition of Pr\(^{3+}\):Y\(_2\)SiO\(_5\) at liquid helium temperature.\(^14\) This was achieved in two steps: First, an external magnetic field was applied to the sample in order to decouple one hyperfine transition from magnetic-field fluctuations due to host spin flips. As these are the main source of dephasing, the zero-field coherence lifetime of 500 \(\mu\)s was extended in this way to 82 ms\(^13\) and later to 860 ms.\(^14\) The decoupling was achieved by minimizing the transition energy dependence with respect to the magnetic field. This condition is referred as ZEFOZ, or zero-first-order Zeeman shift transitions.\(^16\) The coherence lifetime was then further increased by rf decoupling pulses arranged in a Carr-Purcell sequence.\(^14\)

Y\(_2\)SiO\(_5\) is the most thoroughly studied host in REIC quantum information processing. It combines long coherence lifetimes, favored by its low-magnetic-moment density, mainly due to \(\gamma\) nuclear spins, and high oscillator strengths. A disadvantage of Y-based host material is that doping with Pr\(^{3+}\) or Eu\(^{3+}\) leads to relatively large inhomogeneous linewidths at high doping concentrations, which limits the maximal achievable optical depth. This is an important concern in high-efficiency quantum memories.\(^17\) To overcome this limitation for Pr\(^{3+}\), we proposed a La-based crystal, La\(_2\)(WO\(_4\))\(_3\). Pr\(^{3+}\) substitutes La\(^{3+}\) in this material, both having very similar ionic radii (\(r_{\text{Pr}^{3+}} = 1.18 \, \text{Å}, r_{\text{La}^{3+}} = 1.14 \, \text{Å}\))\(^18\) Compared to Y\(_2\)SiO\(_5\) (\(r_{\text{Y}^{3+}} = 1.02 \, \text{Å}\))\(^18\) doping stress is reduced and the inhomogeneous linewidth is 15 times smaller for high Pr\(^{3+}\) concentrations. However, the magnetic moment of lanthanum (2.78 \(\mu_B\)) is much higher than that of Y\(^{3+}\) (−0.14 \(\mu_B\)) and the La\(_2\)(WO\(_4\))\(_3\) magnetic-moment density is 7.5 times higher than in Y\(_2\)SiO\(_5\). It seems that this should be seriously detrimental to coherence lifetimes, but we measured a hyperfine lifetime of 250 \(\mu\)s\(^18\) which is only smaller by a factor of \(\approx 2\) compared to the value in Y\(_2\)SiO\(_5\). This allowed us to measure narrow and efficient electromagnetically induced transparency in this material.\(^20\) This result also suggested that REICs that could be useful for quantum information processing are not limited to the few crystals with very low-magnetic-moment density. However, since applications require \(T_2\) values in the millisecond range, techniques for increasing the coherence lifetime should be used. In this paper we show that by using a ZEFOZ transition hyperfine \(T_2\) can
reach 158 ± 7 ms, corresponding to a 630-fold increase. It is therefore possible to strongly reduce the influence of host spin flips, even in cases of high-magnetic-moment density.

ZEOF transitions appear at specific magnetic field vectors, which can only be predicted if all parameters of the system Hamiltonian are known with high precision. In the present system, the $I = 5/2$ nuclear spin of $^{141}$Pr (100% abundance) and the $C_1$ site symmetry result in a complicated hyperfine structure. We therefore used the approach of Ref. 21, which consists of determining the spin Hamiltonian parameters by coherent Raman scattering before numerically identifying ZEOF transitions. Finally, the coherence lifetimes of the hyperfine transitions were measured by optically detected Raman echoes.

II. MODEL FOR THE HYPERFINE INTERACTION

A good approximation for the Hamiltonian of many rare-earth-doped compounds is\textsuperscript{22}

$$H_0 = [H_n + H_{CV}] + [H_{II} + H_0 + H_Z + H_I].$$

(1)

The first two terms, the free ion (including spin-orbit coupling), and the crystal-field Hamiltonians determine the energies of the electronic degrees of freedom. The terms in the second bracket, consisting of the hyperfine coupling, the nuclear quadrupole coupling, and the electronic and the nuclear Zeeman Hamiltonian, lift the degeneracy of the nuclear-spin states.

The site symmetry of our system is low enough that the electronic states are nondegenerate. As a result of this "quenching" of the electronic angular momentum, the electronic Zeeman $H_Z$ and hyperfine interaction $H_{II}$ contribute only as second-order perturbations. Utilizing this, the four last terms of Eq. (1) can be well approximated by a nuclear-spin Hamiltonian\textsuperscript{22,23}:

$$H_I = \vec{B} \cdot \vec{M}_I + \vec{I} \cdot \vec{Q}_I \cdot \vec{I},$$

(2)

$$M_I = R_M \cdot \begin{bmatrix} 0 & 0 & 0 \\ 0 & g_s & 0 \\ 0 & 0 & g_s \end{bmatrix} \cdot R^T_M,$$

(3)

$$Q_I = R_Q \cdot \begin{bmatrix} E - \frac{1}{2}D & 0 & 0 \\ 0 & -E + \frac{1}{2}D & 0 \\ 0 & 0 & \frac{1}{2}D \end{bmatrix} \cdot R^T_Q,$$

(4)

where the $R_i = R(\alpha_i, \beta_i, \gamma_i)$ represent rotation matrices and Euler angles\textsuperscript{24} (see Sec. II in Ref. 25), specifying the orientation of the effective Zeeman tensor $M$ and the effective quadrupolar tensor $Q$ principal axis system (PAS) $(x', y', z')$ and $(x, y, z)$, respectively. Relative to the laboratory-based reference axis system $(x, y, z)$ (see Sec. III). In general, the $M$ and $Q$ principal axes are not aligned and accordingly, the $R_Q$ and $R_M$ matrices are not identical.

In zero magnetic field, the quadrupole interaction results in a partial lifting of the nuclear-spin states degeneracy. The corresponding structures for lowest levels of the crystal-field multiplets $^3H_4$ and $^1D_2$ were determined by hole-burning experiments\textsuperscript{19,26} and are shown in Fig. 1. We label the levels with their projected quantum numbers on the $z'$ principal axis of the $Q$ tensor, noting that these states are not eigenstates of the nuclear-spin Hamiltonian. Since the PAS of the $Q$ tensors of different crystal-field levels do not coincide, their quantization axes are also different. For the small magnetic fields used to determine spin Hamiltonian parameters, the hyperfine structure remains close to the zero-field one, which allows us to identify resonance lines with transitions between zero-field states.

Since $Pr^{3+}$ occupies two different sublattices in the crystal (see Sec. III), the Hamiltonian describing the second site includes different rotation matrices. Utilizing Eq. (2) of site 1 and the property that both sites are connected by a $C_2$ symmetry we write

$$H_2 = \vec{B} \cdot \left( R_C \cdot M_2 \cdot R^T_C \right) \cdot \vec{I} + \vec{I} \cdot \left( R_C \cdot Q_2 \cdot R^T_C \right) \cdot \vec{I},$$

(5)

With

$$R_C = R^T_e \cdot R_s \cdot R_C,$$

$$R_s = R(180^\circ, 0, 0),$$

the angles $\alpha_C$ and $\beta_C$ correspond to the spherical coordinates of the $C_2$ axis in the laboratory system. Therefore in this manuscript the complete nuclear-spin Hamiltonian of a given crystal-field level depends on 13 parameters: $D, E, \alpha_Q, \beta_Q, \gamma_Q, x_1, y_1, z_1, \alpha_M, \beta_M, \gamma_M, \alpha_C, \beta_C$.

III. EXPERIMENT

We used a sample of high optical quality, grown by the Czochralski method, containing 0.2 at.% Pr\textsuperscript{3+}. The $5 \times 5 \times 5$ mm crystal was mounted in an optical cryostat and cooled to liquid helium temperatures. La2(WO4)3 forms a monoclinic crystal with a $C2/c$ space group, identical to that of $Y_2$SiO5.

The La\textsuperscript{3+} ions occupy only one crystallographic site of $C1$ symmetry. In each unit cell (containing four formula units), this site appears at eight positions which are related by inversion.

![Fig. 1. Pr\textsuperscript{3+}:La2(WO4)\textsubscript{3} level structure of the lowest (0) $^3H_4$ and $^1D_2$ crystal-field manifolds, including their hyperfine structure. The order of the energy levels follows from previous work\textsuperscript{28} whereas the transition frequencies given above could be measured with higher precision utilizing zero-field Raman-heterodyne scattering within the present work. The arrows on the right indicate the range of hyperfine transitions excited by rf in the separate experiments.](image-url)
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translation, and $C_2$ symmetries. The $C_2$ axes are identical to the $C_2$ crystal symmetry axis, also denoted by $b$ in the following. The $C_2$ symmetry divides the $La$ positions into two groups of four ions, which behave differently, unless the magnetic field is perpendicular or parallel to the $b$ axis. These two groups are called subsites in the following. The crystal surfaces were polished perpendicular to the $(X,Y,Z)$ principal axes of the optical indicatrix. Optical back reflection at the $Z$ surface and mechanical alignment of the $X$ and $Y$ surfaces was used to align the crystal along our reference $(x,y,z)$ axes, defined by the static magnetic-field coils (see below). Apart from alignment errors the $(X,Y,Z)$ axes should be a replica of $(x,y,z)$, the laser propagating along the $z/Z$ and the $b/Y$ axis expected to be closely aligned to the laboratory-frame $y$ axis.

To obtain the hyperfine spectra of both the electronic ground-state and the electronically excited state, we used Raman-heterodyne scattering (RHS). In this scheme a resonant rf field creates coherence between two hyperfine levels. Prior to this, the laser can be used to create initial population between those states. The laser further serves to transfer the hyperfine coherence into the optical transition and can simultaneously be used as the local oscillator for a heterodyne detection of the excited Raman field, as the latter is coherently emitted into the same optical mode.

The rf fields were applied to the sample by a ten-turn 6-mm-diameter coil. For continuous-wave experiments (ground-state), one side of the coil was terminated by a 50-Ω load, and the other was attached to an rf driver. For the excited state spectra, we used a pulsed RHS scheme. Here the coil was part of an appropriate tuned tank circuit. Figure 2 shows the sequences used for the two types of experiments.

The frequencies for the rf excitation and the shifting of the laser frequency were generated by 48-bit, 300-MHz direct digital synthesizers, yielding very precise frequencies. We controlled the timing of the pulses and frequency chirps by double-pass acousto-optic modulator setups.

(a) CW RHS, ground state experiments

(b) Pulsed RHS, excited state experiments

FIG. 2. RHS pulse sequences. Black lines indicate frequencies and gray areas the applied optical and rf powers. (a) Continuous-wave sequence for the ground-state measurements. A low-power laser probe ($P_p = 0.3$ mW) and a scanning frequency $rf$ ($P_{RF} = 1$ W, $τ_1 = 50$ ms, $ν_1 = 7.4$, and $ν_2 = 22.4$ MHz for $|±\frac{1}{2}\rangle ↔ |±\frac{1}{2}\rangle$ or, respectively, 17.1 and 32.1 MHz for $|±\frac{1}{2}\rangle ↔ |±\frac{1}{2}\rangle$) were applied to the sample. The optimum temperature of the cold finger for this scheme was 4.5 K, since still lower temperatures gave such slow hyperfine level relaxation rates that it would be necessary to repump the hyperfine level population. (b) Pulsed RHS sequence for the excited state. Probe and erase beam were overlapped in the sample at an angle of 0.6°. To allow for higher repetition rate the chirped erase laser ($Δ = 64$ MHz, $τ_2 = 10$ ms, average power $P_e ≈ 20$ mW) redistributed the populations. An initial population difference between hyperfine sublevels was created by the probe beam ($P_p = 1.2$ mW, $τ_p = 100$ μs) and converted to coherences by an rf pulse ($ν_{RF} = 494.723$ MHz ($|±\frac{1}{2}\rangle ↔ |±\frac{1}{2}\rangle$ resp. $|±\frac{1}{2}\rangle ↔ |±\frac{1}{2}\rangle$), $P_{RF} = 214/287$ W, $τ_{RF} = 4$ μs). For optical heterodyne detection the same probe beam was left active for an additional time $τ_ac$. The temperature of the cold finger for this scheme was 2.4 K.

Small background fields (e.g., earth magnetic field), a small compensation field was used, which minimized the observed zero-field RHS line splitting and also led to almost perfect destructive interference. We used this compensation field as our zero-field reference in all measurements.

For an optimal determination of the Hamiltonian parameters, it is important to sample different strengths and orientations of the magnetic field. In our experiments we used a spiral on the surface of an ellipsoid:

$$\bar{B}(t) = \left( B_x, \sqrt{1-t^2} \cos (6\pi t), B_z, \sqrt{1-t^2} \sin (6\pi t) \right).$$

(6)

Here, we use

$$t = -1 + \frac{2}{N_{tot}} \left[ N_{tot} - 1 \right] \quad N_{tot} = 1, 2, \ldots, N_{tot}$$

to represent the discrete coordinate along the trajectory. For the ground-state series, we measured $N_{tot} = 101$ orientations, with magnetic-field amplitudes $\{B_x, B_y, B_z\} = [7,8,9]$ mT and for the excited state we used $N_{tot} = 251$ and
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IV. THE FITTING PROCEDURE

As described in Sec. II, 13 parameters are necessary to fully characterize the spin Hamiltonian in the laboratory. Using those it is possible to compute the line positions in the RHS spectra. By minimization of the the rms deviation (see Eq. (14) in Ref. 25) between calculated and experimental line positions, the spin Hamiltonian parameters can be derived. Due to the large number of parameters and their complicated interdependency, gradient-based algorithms are not efficient, as they tend to stick to local minima. In our case the combination of first running a probabilistic and then a direct search yielded the best convergence to the global minimum. As in the work of Longdell et al.,16,21 we used simulated annealing11 for the first step. It allows for robust convergence to a global minimum when using appropriate settings. The latter typically cause simulated annealing to converge relatively slowly, although being already close to the global minimum in advanced phases. Therefore we switch to a pattern search algorithm in this situation. We provide additional details of the fitting procedure in the supplementary material.25

The underlying symmetry of the crystal-field and the structure of the spin Hamiltonian cause some ambiguity if only RHS spectra are used to determine the Hamiltonian parameters.34 Important for our investigation is the fact that the RHS spectra do not depend on the signs of $D$, $E$, and the gyromagnetic factors $g_x$, $g_y$, and $g_z$. In addition, different sets of Euler angles correspond to the same tensor orientations. As a consequence, different runs with random initial values lead to apparently different solutions. We checked that these solutions are related by the symmetry operations mentioned above and thus verified that we really found a unique global minimum.

V. RESULTS

A. Electronic ground-state

Figure 4(a) shows the experimental data for $N_{\text{tot}} = 101$ different external magnetic fields. Several fit trails reliably led to the parameters shown in Table I and represented by the solid lines in Fig. 4(a). All quoted Euler angles are given in the "xyz" convention.25

With these parameters, the rms deviation between all accounted line positions and the fit is $\approx 32$ kHz, significantly smaller than the average linewidth of the ground-state RHS lines of $\approx 196$ kHz (see Fig. 3), indicating that it is dominated by statistical error. At the end of the fitting procedure, $L = 1218$ of the total 1221 experimental lines could be unambiguously assigned (see Sec. I B in Ref. 25) to calculated resonance line positions.

To estimate the uncertainty of the fitted parameters, we sampled the parameter space in the vicinity of the global minimum by repeating the probabilistic part of the fitting procedure using a fixed, low-temperature $T_a$. Such a procedure can be shown to be rigorous if the only source of error is Gaussian noise in the line positions.21,33 To estimate this noise we used the mean ratio of fitted linewidths $\sigma_{i}$ to the individual signal-to-noise ratio (SNR) for all contributing RHS lines:

$$\nu_{s} = \frac{1}{T} \sum_{i=1}^{T} \frac{\sigma_{i}}{\text{SNR}_{i}}$$

For the ground-state data we found $\nu_{s} = 1.4$ kHz. According to this we chose the fixed temperature $T_a$, so that a single parameter change from its optimum value by $T_a$ (see Sec. I B in Ref. 25) resulted in an increase of the rms deviation by $\nu_{s}$. After $2 \times 10^5$ iterations the histograms of the accepted parameters all showed a Gaussian shape, whose $1\sigma$ widths are given as fit error in Table I.

Apart from the statistical error, we also consider systematic errors. The most important contribution is due to the calibration
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Magnetic field orientation N
\[ \alpha_M = -23.72 \pm 0.4 \text{ deg.} \]
\[ \beta_M = 88.54 \pm 0.1 \text{ deg.} \]
\[ \gamma_M = -80.11 \pm 0.8 \text{ deg.} \]
\[ \alpha_{C2} = 88.63 \pm 0.25 \text{ deg.} \]
\[ \beta_{C2} = 92.69 \pm 0.24 \text{ deg.} \]

Fig. 4. RHS spectra of the \( | \pm 1 \rangle \leftrightarrow | \pm 1 \rangle \) and \( | \pm 1 \rangle \leftrightarrow | \pm \frac{3}{2} \rangle \) hyperfine transitions. (a) \( ^1H_4(0) \) ground-state cw RHS spectra. (b) \( ^1D_2(0) \) excited state pulsed RHS spectra. In both cases the solid lines represent the fit results and the shaded background the absolute value of the experimental spectra. For each field orientation, the spectrum was normalized to the maximum signal amplitude.

error of the magnetic field. We estimate its precision to be \( \approx 0.65\% \), which translates to the same fractional uncertainty of the gyromagnetic ratios \( g_x, g_y, \) and \( g_z \). As the parameters are given in the laboratory-fixed reference frame \((x,y,z)\), a misalignment of the crystal does not contribute to the error but is expressed by the \( \alpha_{C1} \) and \( \beta_{C1} \) values not being exactly 90°. The only systematic contribution in the angles arises from the nonorthogonality of the coils, which is <1°. The uncertainty of the alignment of the crystal relative to our reference \((X,Y,Z)\) and that of the crystal surfaces to the optical indicatrix \((X,Y,Z)\) results in an error of \( \approx 5° \) for the angles seen relative to the crystal axis system.

B. Excited state

With the optimal fit parameters, we found an rms deviation of 3.1 kHz between theoretical and experimental frequency values, using \( L = 2345 \) of the 2353 measured lines in \( N_M = 251 \) spectra. Compared to the mean experimental full width at half maximum (FWHM) of 22.3 kHz, the rms deviation is even better than for the ground-state. We mainly attribute this to the higher quality of pulsed RHS spectra, with fewer line-shape artifacts. Figure 4(b) and Table II show the results.

For the determination of the fit errors here we found \( \nu_T = 136 \text{ Hz.} \) The systematic errors are again dominated by the calibration error of the magnetic field. We note that although the crystal was remounted between this and the ground-state experiments, the resulting orientation of the \( C_2 \) axis deviates less than our estimated alignment accuracy. As the Zeeman tensor is almost axially symmetric, \( g_z \approx g_y \), its orientation relative to the quadrupole tensor or to the ground-state tensor orientations cannot be determined accurately.

C. Discussion

Examining Tables I and II, it appears that the principal values for the \( Q \) and \( M \) tensors are similar to those found in other hosts like \( Y_2\text{SiO}_5, \) \( \text{LaF}_3, \) or \( \text{YAlO}_3. \) Especially, the...
ground-state gyromagnetic tensor is anisotropic with one large component, in contrast to the excited state which also exhibits smaller values. To get some insight into these properties, we compared these results with calculations derived from crystal-field calculations.

In a previous work\cite{34} we found that quadrupolar $D$ and $E$ values for ground- and excited states could be very well reproduced starting from electronic wave functions obtained by a crystal-field analysis. The latter was done assuming a $C_{2v}$ site symmetry, which is higher than the actual one ($C_2^\parallel$). In this higher symmetry, the $Q$ tensors for different crystal-field levels are colinear, in clear contradiction with our results. Nevertheless, it seems that the additional crystal-field calculations using $1\over 2\Lambda_{1\alpha\beta}$ by a crystal-field analysis. The latter was done assuming

$$\mathcal{H} = \sum_{i=x,y,z} \sum_{j=x,y,z} B_{ij} I_{i} I_{j} + D (I_{z}^2 - \frac{1}{2} (I_{x}^2 + I_{y}^2)) + E (I_{x}^2 - I_{y}^2) ,$$

(7)

where the $g_i$ are related to a tensor $A$:\cite{23}:

$$g_i = -2 A_{ij} g_{ij} \mu_B \mu_N - g_i \mu_N .$$

(8)

The $\Lambda$ tensor is given by

$$\Lambda_{ijkl} = \sum_{n=1}^{2\Lambda_{ij}} \frac{\langle 0 | J_0 | n \rangle \langle n | J_0 | 0 \rangle}{E_n - E_0}$$

(9)

and can be calculated from the electronic wave functions $|n\rangle$. The latter were found using a free ion and crystal-field Hamiltonian whose parameters were fitted to experimentally determined crystal-field levels $E_{\Lambda}\,$.\cite{34} In this calculation, we use arbitrary permutations of the $(x,y,z)$-axes. This results in different sets of $E$ and $D$ values, which give the same hyperfine energy levels. We subsequently fix the choice of the axis system such that the convention $0 \leq 3E/D = \eta \leq 1/3$ is fulfilled, thereby resolving ambiguous sets of parameters, such as (in megahertz) $D = -1.8184 \, E = 3.6014$ and $D = -6.3114 \, E = -0.8915$, which describe identical ground-state zero-field hyperfine structures and correspond to an exchange of $x$ with $z$. With this convention, we fix the permutation of the axes and thus the values for $D$ and $E$ for both electronic states. The crystal-field parameters we used and the corresponding $E$ and $D$ values for the ground- and excited states are listed in Table III.\cite{36} The electronic wave function of the excited $^2D_{2}(1)$ level is used instead of that of $^2D_{2}(0)$ to take into account a wrong ordering in the calculated crystal-field levels of this multiplet.\cite{34,37}

Comparing Tables I and II with Table III shows that a reasonable agreement is found between experimental and calculated principal values of ground- and excited state $\mathbf{M}$ tensors. Again, this suggests that additional parameters appearing in calculations using $C_{4v}$ symmetry mainly determine the relative orientation between the different tensors. Calculated values especially reproduce the two features mentioned above: the very large value of $g_i$ for the ground-state and the smaller $g_i$ for the excited state.
$E_0 - E_1 = -82 \text{ cm}^{-1}$ and $E_2 - E_1 = 113 \text{ cm}^{-1}$. The combination of matrix elements and energy differences results in smaller values for $\Lambda_3$ compared to the ground-state. This can also partly explain the isotropy of the excited state $g_2^\prime$ values, which are closer to the nuclear Zeeman contribution. As pointed out above, several Pr$^{3+}$-doped compounds exhibit the same behavior so that the discussion given above could also be applied to them.

We now turn to the principal axes of the spin Hamiltonian tensors. The oscillator strengths are assumed to be proportional to the square of the overlap of the nuclear wave functions, the latter being given by the ground- and excited state Hamiltonians, which is reasonable since the hyperfine interactions are a small perturbation to the electronic wave functions. Thus we can check the relative oscillator strengths following from our $(\alpha_{Q}, \beta_{Q}, \gamma_{Q}, D, E)$ parameters against values from zero-field spectral tailoring experiments. The results are gathered in Table IV. A good agreement is found, showing that indeed the orientation of the quadrupole tensors was determined correctly. In Pr$^{3+}$:Y$_2$SiO$_5$, significant discrepancies were found between calculated and experimental values. This was tentatively attributed to additional selection rules due to superhyperfine coupling with Y ions. In our case, it seems that although superhyperfine coupling may also be observed (see Sec. V D), relative optical transition matrix elements can still be determined from the overlap of the nuclear wave functions.

Hyperfine transition linewidths were also determined during the fit procedure. The data show (see Fig. 3) that the transitions with the larger splittings also show the larger linewidths. For example, the ground-state $|\pm \frac{1}{2}\rangle \leftrightarrow |\pm \frac{1}{2}\rangle$ transitions at 24.44 MHz have an average linewidth of 301 kHz. whereas the $|\pm \frac{1}{2}\rangle \leftrightarrow |\pm \frac{1}{2}\rangle$ transitions at 14.87 MHz have a width of only 105 kHz. This becomes reasonable if we focus on the dominant part of the Hamiltonian (Eq. (7), $\mathcal{H}'' = D [I_x^2 - I_z^2] / 2$. In this case, the transition energies become $|\pm \frac{1}{2}\rangle \leftrightarrow |\pm \frac{1}{2}\rangle \approx |2D|$ and $|\pm \frac{1}{2}\rangle \leftrightarrow |\pm \frac{1}{2}\rangle \approx |4D|$. Crystal-field variations from one ion position to another correspond to a distribution of crystal-field parameters and therefore of the $D$ parameter. The hyperfine linewidths should then be proportional to the transition energies. This is qualitatively in agreement with the experimental values. The excited state linewidths are also smaller than the ground-state ones, which suggests that the $D$ distribution width is also proportional to $D$.

D. Experimental verification of a ZEFOZ transition

As mentioned earlier, the coherence times for ZEFOZ transitions are expected to be much longer than at zero or arbitrary magnetic field. To our best knowledge this was demonstrated experimentally only for Pr$^{3+}$:Y$_2$SiO$_5$. To verify our hyperfine characterization and also the usefulness of the ZEFOZ technique for other compounds, we present experimental data of a ZEFOZ transition of Pr$^{3+}$:La$_2$(WO$_4$)$_3$ in the following. Using our ground-state parametrization we sought for magnetic-field configurations and transitions that satisfy the ZEFOZ conditions:

$$S^i(\vec{B}_{\text{opt}}) = \frac{\partial^2 \nu_i}{\partial B_x \partial B_y} |\vec{B}_{\text{opt}}\rangle = 0.$$

We identified the points $\vec{B}_{\text{opt}}$ by numerical minimization of $S^i(\vec{B})$ for all transitions $\nu_i$ within a magnetic-field grid. Several of the identified ZEFOZ transitions showed a low curvature, e.g., small second-order coefficients

$$S^i_{\mu\nu}(\vec{B}) = \frac{\partial^2 \nu_i}{\partial B_x \partial B_y} |\mu\nu\rangle.$$

We studied the ZEFOZ transition at $\nu_4 = 12.6 \text{ MHz}$ and $\vec{B}_{\text{opt}} = (57.5, 4.0, -36.1) \text{ mT}$. As the setup at TU Dortmund, described in Sec. III, was not designed for magnetic fields of more than 12 mT per axis, we carried out the ZEFOZ experiments at Lund University. This allowed for verification of the Hamiltonian parameters and predicted ZEFOZ points in an independent laboratory. The static magnetic-field vector was provided by a set of three orthogonal superconducting coils, suitable to generate the elevated field. Whereas the $x$ and $z$ axes could provide a resolution of $\approx 4 \mu\text{T}$, the $y$-axis control was limited to a step size of 1 mT. To fit into the homogeneous region of the coils we cut the previously characterized crystal into a $5 \times 5 \times 1 \text{ mm}$ piece. This and the construction of the sample holder limited our alignment of the optical indicatrix to the coil frame to a precision of about $10^\circ$ for the $x$ and $y$ axes. We could adjust the $z$ axis much more precisely, aligning the reflection from the crystal surface normal to $Z$ to be parallel with the incident laser. To find the ZEFOZ point experimentally we had to consider the alignment precision, the accuracy of the Hamiltonian parameters, and the calibration of the coils. In a first step we adjusted the magnetic field to get a good overlap between observed cw RHS spectra and the calculated line positions following from Table I and $\vec{B}_{\text{opt}}$. Close to the ZEFOZ condition, the transition frequency becomes an insensitive tuning parameter for the field. Thus, in a second step we fine tuned the magnetic-field components by looking at the achieved spin coherence lifetime directly. For this we used a Raman-echo sequence and tuned the field in order to maximize the echo signal for long evolution times (rf pulse separations). Figure 5 shows the longest-lived Raman-echo decay curves we could achieve. These demonstrate hyperfine coherence times of up to $T_2(\vec{B}_{\text{opt}}) = 158 \pm 7 \text{ ms}$, representing a 630-fold increase compared to the zero-magnetic-field situation. The decay curves at magnetic fields slightly
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The first term describes the line shift, the second a line broadening. For $\Delta B \approx 32 \mu$T Eq. (13) yields a broadening corresponding to decay times $T_2(0.2 \text{ mT}) \approx 13 \text{ ms}$ and $T_2(0.5 \text{ mT}) \approx 5 \text{ ms}$. Both $T_2$ values are significantly shorter than the experimental values. We account this to wrong assumptions for the model.

FIG. 5. (Color online) Raman-echo decays at the ZEFOZ point and with magnetic detunings of $-0.2$ and $-0.5 \text{ mT}$ for the $z$ component.

The most likely explanation for this discrepancy is that the relaxation at our reference field is not entirely due to magnetic-field fluctuations and that the reference field does not exactly fulfill the ZEFOZ condition. Both effects lead to additional contributions to the dephasing rate. We therefore write the total dephasing rate as

$$T_{2^{-1}}^{-1} = T_{2,1}^{-1} + s_1 \Delta B + s_2 \Delta B B_{\text{det}}.$$ (14)

Here $T_{2,0}^{-1}$ describes those contributions that are not due to magnetic-field fluctuations, such as phonons, while $s_1 \Delta B$ accounts for a possible deviation of the experimental $B_{\text{det}}$ from the exact ZEFOZ condition. Both terms are independent of $B_{\text{det}}$ and are therefore indistinguishable in the available experimental data.

Using $s_1 \approx 8.2 \text{ kHz/mT}^2$, which corresponds to the projection of Eq. (10) into the $z$ direction, we now use Eq. (14) to estimate the magnetic-field fluctuations. The result of a linear fit of $T_{2}^{-1}$ vs $B_{\text{det}}$ yields $\Delta B \approx 1 \text{ $\mu$T}$. Applying the same analysis to the Pr$^{3+}$:Y$_2$SiO$_5$ data (estimated from Fig. 2 in Ref. 14) gives $\Delta B \approx 1.3 \text{ $\mu$T}$. This also reduces the estimate for $\Delta B$ by approximately 1 order of magnitude compared to the analysis where the minimum dephasing rate is assumed to originate entirely from the quadratic term of the magnetic-field fluctuations.\(^{18}\)

For a complete analysis of all contributions to the relaxation, further measurements are necessary. Phononic contributions to $T_2$ could be determined from measurements at different temperatures, since $s_1$ and $s_2$ are independent of the latter. Measurements of $T_2$ at several deviations $B_{\text{det}}$ could help to estimate the numerical value of $s_1 \Delta B$.

VI. CONCLUSION

We characterized the spin Hamiltonian of Pr$^{3+}$:La$_2$(WO$_4$)$_3$ for the electronic ground-state and one electronically excited state utilizing RRS spectra. Using a crystal-field analysis, we indicated the reasons for the measured tensor principal values and orientations. The relative oscillator strengths between the $^3H_{4}(0)$ and $^1D_{2}(0)$ hyperfine levels derived from our data agree well with those measured in earlier work.\(^{19}\) Using our characterization we could predict the magnetic-field value at which a ZEFOZ transition occurs. We verified this condition experimentally in a second laboratory. By investigating the coherence properties of the ZEFOZ transition we estimated the order of magnetic fluctuations at the Pr$^{3+}$ site ($\Delta B$) and found evidence that it is smaller than expected. Besides observing characteristic similarities to superhyperfine interaction, we could achieve an up to 630-fold increase of the coherence lifetime compared to zero field. The demonstrated $T_2 \approx 158 \pm 7 \text{ ms}$ and the relatively low second-order Zeeman coefficient show that even crystal systems with high-magnetic-moment density can have a high potential for quantum memory and information applications.

$$\Delta v = \frac{s_2}{2} (B_{\text{det}}^2 + 2 \Delta B B_{\text{det}}).$$ (13)

The offset from the ZEFOZ condition is due to some random field $\Delta B$, this leads to a line broadening instead of a frequency shift. The linewidth may then be written as

$$T_{2,2}^{-1} = \frac{s_2}{2} (\Delta B)^2.$$ (12)

With the experimentally obtained value of $T_2 = 158 \text{ ms}$ and $s_2 \approx 12 \text{ kHz/mT}^2$, calculated from the maximum eigenvalue of the derivative matrix Eq. (10), using the parameters from Table I we thus estimate the magnetic-field fluctuations as $\Delta B \approx 32 \text{ $\mu$T in Pr}^{3+}$:Y$_2$SiO$_5$ $\Delta B = 14 \text{ $\mu$T}$\(^{14,16}\) ($s_2 \approx 3-6 \text{ kHz/mT}^2$) was found, representing the only ZEFOZ testbed experimentally investigated up to date. Thus both $\Delta B$ are of the same order and their values are compatible with the observed zero-field $T_2$ relaxation times [Pr$^{3+}$:La$_2$(WO$_4$)$_3$] $\approx 250 \mu$s vs Pr$^{3+}$:Y$_2$SiO$_5$ $\approx 500 \mu$s], noting that their $g_i$ factors and thus their $s_i(B = 0)$ are comparable too.

When the deviation from $B_{\text{det}}$ becomes large compared to the fluctuations, $B_{\text{det}} \gg \Delta B$, Eq. (11) changes to

$$\Delta v = \frac{s_2}{2} B_{\text{det}}^2 + 2 \Delta B B_{\text{det}}.$$ (13)

The first term describes the line shift, the second a line broadening. For $\Delta B \approx 32 \text{ $\mu$T}$ Eq. (13) yields a broadening corresponding to decay times $T_2(0.2 \text{ mT}) \approx 13 \text{ ms}$ and $T_2(0.5 \text{ mT}) \approx 5 \text{ ms}$. Both $T_2$ values are significantly shorter than the experimental values. We account this to wrong assumptions for the model.

The most likely explanation for this discrepancy is that the relaxation at our reference field is not entirely due to magnetic-field fluctuations and that the reference field does not exactly fulfill the ZEFOZ condition. Both effects lead to additional contributions to the dephasing rate. We therefore write the total dephasing rate as

$$T_{2,1}^{-1} = T_{2,0}^{-1} + s_1 \Delta B + s_2 \Delta B B_{\text{det}}.$$ (14)

Here $T_{2,0}^{-1}$ describes those contributions that are not due to magnetic-field fluctuations, such as phonons, while $s_1 \Delta B$ accounts for a possible deviation of the experimental $B_{\text{det}}$ from the exact ZEFOZ condition. Both terms are independent of $B_{\text{det}}$ and are therefore indistinguishable in the available experimental data.

Using $s_1 \approx 8.2 \text{ kHz/mT}^2$, which corresponds to the projection of Eq. (10) into the $z$ direction, we now use Eq. (14) to estimate the magnetic-field fluctuations. The result of a linear fit of $T_{2}^{-1}$ vs $B_{\text{det}}$ yields $\Delta B \approx 1 \text{ $\mu$T}$. Applying the same analysis to the Pr$^{3+}$:Y$_2$SiO$_5$ data (estimated from Fig. 2 in Ref. 14) gives $\Delta B \approx 1.3 \text{ $\mu$T}$. This also reduces the estimate for $\Delta B$ by approximately 1 order of magnitude compared to the analysis where the minimum dephasing rate is assumed to originate entirely from the quadratic term of the magnetic-field fluctuations.\(^{18}\)

For a complete analysis of all contributions to the relaxation, further measurements are necessary. Phononic contributions to $T_2$ could be determined from measurements at different temperatures, since $s_1$ and $s_2$ are independent of the latter. Measurements of $T_2$ at several deviations $B_{\text{det}}$ could help to estimate the numerical value of $s_1 \Delta B$.

VI. CONCLUSION

We characterized the spin Hamiltonian of Pr$^{3+}$:La$_2$(WO$_4$)$_3$ for the electronic ground-state and one electronically excited state utilizing RRS spectra. Using a crystal-field analysis, we indicated the reasons for the measured tensor principal values and orientations. The relative oscillator strengths between the $^3H_{4}(0)$ and $^1D_{2}(0)$ hyperfine levels derived from our data agree well with those measured in earlier work.\(^{19}\) Using our characterization we could predict the magnetic-field value at which a ZEFOZ transition occurs. We verified this condition experimentally in a second laboratory. By investigating the coherence properties of the ZEFOZ transition we estimated the order of magnetic fluctuations at the Pr$^{3+}$ site ($\Delta B$) and found evidence that it is smaller than expected. Besides observing characteristic similarities to superhyperfine interaction, we could achieve an up to 630-fold increase of the coherence lifetime compared to zero field. The demonstrated $T_2 \approx 158 \pm 7 \text{ ms}$ and the relatively low second-order Zeeman coefficient show that even crystal systems with high-magnetic-moment density can have a high potential for quantum memory and information applications.

$$\Delta v = \frac{s_2}{2} B_{\text{det}}^2 + 2 \Delta B B_{\text{det}}.$$ (13)
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Slow light has been extensively studied for applications ranging from optical delay lines to single photon quantum storage. Here, we show that the time delay of slow-light significantly improves the performance of the narrowband spectral filters needed to optically detect ultrasound from deep inside highly scattering tissue. We demonstrate this capability with a 9 cm thick tissue phantom, having 10 cm⁻¹ reduced scattering coefficient, and achieve an unprecedented background-free signal. Based on the data, we project real time imaging at video rates in even thicker phantoms and possibly deep enough into real tissue for clinical applications like early cancer detection. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.3696307]

Optical imaging deep inside highly scattering materials can be accomplished using ultrasound to selectively modify or “tag” the light that is scattered by the object of interest, for example a tumor surrounded by healthy tissue.1 This approach maintains the advantages of optical imaging, like sensitivity to color and texture which provides information on chemical content and biological function, but the resolution is determined by the ultrasound which is far less degraded by the scatter in the surrounding material.2 Yet, to see small objects buried deep inside a scattering medium, an efficient filtering technique is required to remove the substantial noise due to background scattered light. In the case of ultrasound modulation, this can be accomplished by selectively filtering out light at the ultrasound modulated frequencies. However due to the highly diffuse nature of the scattered light, most optical filtering techniques do not perform well enough to allow small objects buried deep inside larger ones to be detected. This has so far prevented ultrasound modulated optical tomography from finding clinical applications. Here, we show that using slow light3 in addition to a high performance spectral hole burning type filter4 can finally reach this elusive goal. In particular, we show that ultrasound modulated light coming from deep inside an unprecedented 9 cm thick tissue phantom can be seen without detectable background. From this data and measurements made in real tissue, we show that straightforward improvements in the experimental setup would allow video rate imaging in even thicker tissue such as the breast or brain. This unique application of slow light and ultrasound opens the door to eventual clinical applications of ultrasound modulated optical tomography as well as numerous commercial and military applications like optical imaging through clouds, underwater, and in harsh manufacturing environments.

Optical imaging is normally the preferred technique for examining biological tissues and many other objects of interest in commercial, military, and scientific applications. In addition to the selectivity to color and texture, it has the potential for remote detection, and non-invasive imaging. Ultrasound imaging can give high resolution where optical imaging cannot, such as for highly scattering objects when a high depth to resolution ratio is required, but ultrasound images are mainly limited to mechanical contrast,3 which do not give nearly as much chemical or biological information, and are subject to speckle artifacts.

To overcome the limitations of ultrasound imaging, a number of techniques involving optically generated and detected ultrasound have been developed. These techniques seek to keep the advantages of optical imaging even in highly diffuse media while maintaining the resolution of ultrasound imaging. For example, optical detection of ultrasound is routinely used for quality monitoring in harsh manufacturing environments,6 and it has been demonstrated for remote environmental hazard monitoring.7 When the optical detection of ultrasound is applied to biological imaging, it is known as ultrasound optical tomography (UOT) or acousto-optic tomography (AOT).2 Compared to conventional ultrasound imaging, UOT images can have both optical and mechanical contrast in addition to being free of ultrasound speckle artifacts.8 Likewise, the optical generation of ultrasound has led to powerful applications like photoacoustic spectroscopy for trace chemical detection which has multiple commercial and military uses.9 When applied to biological imaging, this is known as photoacoustic tomography (PAT) and has shown great promise for imaging inside highly scattering tissue.10 UOT and PAT can be viewed as complementary technologies because UOT produces images by the optical detection of ultrasound whereas PAT produces images by the optical generation of ultrasound.1

The basic physics of optically detected ultrasound is illustrated in Figure 1(a). Briefly, ultrasound produces high and low pressure regions inside the scattering medium which changes the local density of optical scattering centers and also
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the refractive index via the acousto optic effect. This causes amplitude and phase modulation of the probe light at the ultrasound frequency, producing new optical frequencies, or sidebands, shifted from the original by the ultrasound frequency, as illustrated in Figure 1(a). Monitoring the intensity of this ultrasound “tagged” light while scanning the ultrasound focus produces an image of the interior of the object.

The main technical challenge arises when applying ultrasound enhanced optical imaging to highly scattering objects as in deep tissue UOT. Here the ultrasound tagged...
light is typically many orders of magnitude weaker than the background "untagged" light. This is caused by the low light intensity deep inside tissue and the small focused ultrasound volume used to get high resolution. The key task is then to efficiently extract this weak tagged light from the much stronger background or more precisely from the noise produced by the background. In Figure 1(a), this is illustrated by a spectral filter that absorbs the untagged light while allowing tagged light to pass with minimal attenuation. Another option is heterodyne detection, but this is most applicable to non-scattering objects. To collect as much of the tagged light as possible, the etendue, defined by the product of the light solid angle and area, of the optical system should be as high as possible.

To quantify how etendue and other filter metrics limit tissue imaging depth, consider that the goal is to reach a signal to noise ratio (SNR) that is good enough to reliably identify an embedded object. From Rose's criteria, this is possible if the SNR > 5. Assuming sufficiently advanced classical noise suppression techniques are used, the SNR will eventually be limited by quantum statistics or shot noise. Considering only tagged light shot noise, the required SNR can be achieved by collecting at least 25 photons per image pixel, assuming a high contrast embedded object. If background light is present then its shot noise must also be considered. Assuming a signal to background ratio (SBR) that is independent of laser illumination intensity, the result is that a factor of 1/SBR more tagged (signal) photons are required to overcome background noise, assuming SBR ≪ 1. Thus to get sufficient SNR for weak signals, the optical filter must strongly suppress untagged light to increase the SBR, yet it must not attenuate the tagged light and therefore should have as high etendue as possible.

In Figure 1(b), the etendue of the leading UOT filtering techniques is compared to that of biological tissue. As seen, the lowest etendue filter is the confocal Fabry-Perot (FP) filter, even though this technology has demonstrated the deepest tissue imaging until now. To achieve this, a very high laser power was used to give more tagged photons. The next higher etendue is the photorefractive (PR) filter. This technology is based on real time holography which is like a high-etendue version of heterodyne detection. By far, the highest reported etendue is that of the persistent spectral hole burning (SHB) filter, since the SHB crystal itself has a maximal 90° acceptance half-angle.

Here, we make use of a persistent spectral hole burning (PSHB) optical filter which is a special class of SHB materials that have a long hole lifetime, seconds or longer. This long lifetime allows the use of complex hole burning pulse sequences that can give unprecedented performance as a spectral filter; for example using a carefully selected spatial geometry, 140 dB discrimination has been demonstrated in praseodymium doped yttrium silicate (Pr:YSO) for collimated laser light, with better than 50% transmission in the passband.

The basic experimental setup for deep tissue UOT with PSHB filtering is shown in Figure 2(a). Diffuse light from the object of interest is collected by a high numerical aperture (NA) lens and funneled into the front face of the hole burning crystal. Once inside the crystal, the light is guided to the exit face via total internal reflection. Since this waveguiding is independent of crystal length, very long crystals can be used to achieve a high optical absorption of untagged light. The filtered tagged light exiting the crystal is then collected by another high NA lens and imaged onto a sensitive optical detector, for example a photon counter.

To demonstrate deep tissue imaging with slow light enhanced spectral hole filtering, experiments were performed on tissue-mimicking phantoms and real tissue (chicken breast), as illustrated in Figure 3. Here, Figure 3(a) shows a typical 1D image in the ultrasound propagation direction (A-line) for two absorbing objects buried inside a 4.5 cm thick tissue phantom, having a reduced scattering coefficient of 10 cm-1. As seen a high contrast image of the absorbing objects is produced, but there is significant untagged background light.
To remove this background, slow light was used to selectively delay the tagged light, as shown by the A-line images in the inset of Figure 3(a). Slow light naturally arises from the steep refractive index dispersion in the passband of a deep spectral hole (see Figure 2(d)). Conversely, since the dispersion is relatively flat in the absorbing region several hole widths away, any untagged light leaking through the crystal is not significantly slowed. For an optical pulse whose spectral width is matched to that of the spectral hole passband, the delay measured in pulse widths will be proportional to the optical density in the surrounding absorbing region. The quality of the data that can be obtained strongly depends on the filter characteristics (transmission, suppression, steepness, etc.) and extensive work has been investigated in optical pumping techniques important for the filter creation. For our 2.3 MHz ultrasound frequency, a 2 cycle pulse is about 1 μs long, and a light pulse of this length is easily delayed many pulse widths as seen in Figure 2(e). In the inset of Figure 3(a), a much longer probe pulse was used so as to image an entire buried object in one A-line, but a full pulse-width delay can still be achieved.

Figure 3(b) illustrates the limits of persistent spectral filtering with and without slow light, using a much thicker 9 cm tissue phantom. Again both long and short optical illumination pulses are used to illustrate the advantage of slow light delay. As seen in the inset of Figure 3(b), the delayed ultrasound tagged light is well separated from the untagged light background, and furthermore, data taken without ultrasound present show no visible untagged light at the relevant delay times (i.e., it is indistinguishable from detector dark noise). From this data, we estimate a lower limit of 16 for the SBR (signal to background ratio) for 9 cm tissue (chicken breast). Here, a much thinner sample, 3.5 cm thick, was needed as the 606 nm illumination was more strongly absorbed than in the phantom.

It is of interest to estimate the thickest tissue sample that can be imaged in real time (video rate) using slow light enhanced spectral hole burning filters. In the current setup, there are too few signal photons to acquire real time images from the 9 cm thick phantom since the tagged light amounts to only about 4 photon counts per 100 ns data bin with a 500 trace accumulation. However, by increasing the laser illumination intensity to 1/10 of the 2.4 kW laser safety limit, increasing the etendue up to the limit imposed by the cryostat for the present crystal diameter, and using a higher quantum efficiency photon counter, we project ~290k photo-counts per image pixel for a single shot A-line with a pixel width of 500 ns (1 cycle of ultrasound). Since only 25 counts are needed to satisfy Rose’s criteria for a high contrast object, there would be 14,000 times more photo-counts than needed for video rate imaging at this 9 cm depth. These extra photons could be used to see even deeper into tissue, as illustrated in Table I. In this table, the surplus photo-counts are converted into additional tissue thickness using the measured 4.4 dB/cm signal attenuation to arrive at the 18 cm thickness projection for single-shot A-lines in phantoms.

Note that the projections in Table I neglect the effects of background which would reduce the ultimate imaging depth. From Figure 3(b), it is seen that the SBR ~ 1 for the 9 cm tissue phantom using spectral hole filtering alone. Since the PSHB spectral filtering discrimination is already degraded to 30 dB for diffuse light, it is expected that the extra SBR enhancement provided by slow light will be essential for achieving the goal of deep tissue imaging at video rates.

Clearly, video rate imaging at such tissue depths is approaching that needed for clinical applications if it can be extended to real tissue. The validity of using tissue phantoms to model imaging performance in real tissue was recently demonstrated at 1.06 μm, where both real tissue and phantoms of the same thickness showed similar image quality. While no candidate PSHB materials exist at 1.06 μm, Tm:YAG operating at 793 nm is still within the therapeutic window has shown to be capable of persistent spectral holes with up to 30 s lifetimes and could eventually realize the elusive goal of deep tissue imaging for certain clinical applications.
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Abstract. Cavity-assisted quantum memory storage has been proposed for creating efficient (close to unity) quantum memories using weakly absorbing materials. Using this approach, we experimentally demonstrate a significant (~20-fold) enhancement in quantum memory efficiency compared to the no cavity case. A strong dispersion originating from absorption engineering inside the cavity was observed, which directly affects the cavity line width. A more than three orders of magnitude reduction of cavity mode spacing and cavity line width from GHz to MHz was observed. We are not aware of any previous observation of several orders of magnitude cavity mode spacing and cavity line width reduction due to slow light effects.
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1. Introduction

Coherent and reversible mapping of a quantum state between light and matter, as a flying and stationary qubit, is an essential step toward scalability of quantum information processing \cite{1, 2}. Such an optical quantum memory would be important for storing and synchronizing the output quantum states of several quantum gates in quantum computation protocols \cite{3}. In addition, quantum memories may also play a crucial role in enabling long-distance (>150 km) quantum communication \cite{4} and in other applications \cite{5}. Most ensemble-based optical quantum memory protocols \cite{5, 6} belong to one of two main groups: one where the protocols are based on electromagnetically induced transparency \cite{7–9} and one where they are based on the coherent rephasing (echo) effect \cite{10} such as controlled reversible inhomogeneous broadening \cite{11, 12}, atomic frequency comb (AFC) \cite{13–18}, gradient echo memory \cite{19–21} and revival of silenced echo \cite{22}.

There are specific criteria for assessing quantum memory performance based on the application in mind, but generally we could list the following key parameters: efficiency, fidelity, storage time, multi-mode storage capacity and operational wavelength \cite{5}. The scope of this paper is mainly to demonstrate how to improve the memory efficiency of weakly absorbing materials. The memory efficiency is here defined as the energy of the pulse recalled from the memory divided by the energy of the pulse sent in for storage in the memory. At the quantum level (weak coherent pulses), storage efficiency basically corresponds to the probability that the stored information is retrieved. Fidelity is simply defined as the overlap of the quantum state wavefunction of the recalled photon with that of the one originally sent in for storage. In the optimum fidelity case, the wave-functions for the input and output photons are identical. An alternative definition is conditional fidelity, i.e. the overlap conditional on that the photon was emitted by the memory \cite{5}. Based on the application, there will also be requirements on longer storage time \cite{7, 23–25} and on-demand retrieval. The capacity to store several photons (modes) at the same time in the memory is called multi-mode storage capability. Multi-mode storage is crucial in probabilistic applications to boost the occurrence rate of events \cite{16, 26, 27} and the AFC concept has been shown to be particularly suitable for multi-mode applications \cite{28}.

In the AFC protocol, which is employed in this paper, the combination of photon-echo and spin-wave storage allows on-demand storage. However, the present experiment does not include spin storage. The principle of the AFC protocol preparation is shown in figure 1. A sequence of narrow peaks, equidistant in frequency, with a peak optical absorption depth $d$ and background absorption $d_0$ is created by optical pumping and/or targeted state-to-state transfer pulses. The input field for storage, with a spectral distribution larger than the peak separation $\Delta$ in figure 1 and narrower than the AFC bandwidth, could be totally absorbed by a sequence of narrow peaks. Afterwards, the input field will excite all the atoms in the AFC structure coherently. The collective coherent state distributed over AFC peaks separated by $\Delta$ will rapidly dephase into a non-collective state. Well-separated equidistance AFC peaks will rephase and lead to a collective emission after a time $1/\Delta$.

For high-efficiency quantum state storage, one basic requirement is to have enough absorption depth to fully transfer all the input pulse energy to the atomic media. However, in strongly absorbing media one also needs to eliminate the reabsorption of the emitted echo in the medium. This can be done by shifting the absorber using the linear Stark effect with an electric field gradient where the output field will be emitted in the backward \cite{11} or forward \cite{20} direction. On the other hand, the strong absorption requirement will clearly
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pose some limitations on the material used. Thus, it would be very important to enhance the absorption of materials with long coherence time but low absorption (e.g. europium).

Interestingly, complete absorption of the input pulse can also be obtained for weakly absorbing materials (that, for example, could have longer coherence time, such as \( \text{Eu}^{3+}:Y_2\text{SiO}_5 \)) if they are inserted in a cavity \([31]\). This cavity should satisfy the impedance-matched condition for achieving complete absorption of the input pulse. To do this, the absorption during one round trip of the cavity should be exactly equal to the transmission of the input coupling mirror and also there should be no other losses during the cavity round trip. Obtaining this (impedance-matched) condition is a vital step toward efficient quantum memories using weakly absorbing media. In this work, we employed a cavity configuration around our absorber material and demonstrate more than one order of magnitude improvement in memory efficiency compared to that obtained without the cavity. The praseodymium absorption line in \( \text{Pr}^{3+}:Y_2\text{SiO}_5 \) was tailored based on the AFC protocol \([13]\) and an impedance-matched cavity configuration \([32]\) is employed to mainly enhance the quantum memory efficiency. On-demand recall as well as longer quantum memory storage time could be achievable via spin-wave storage \([14, 23]\) but this is beyond the scope of the present paper. Cavity-enhanced spin wave-to-photon conversion efficiency results have, for example, been demonstrated in atomic gases \([34, 35]\).

The paper is organized in the following way. In section 2, we give an overview of the experimental setup, in particular as regards the cavity design. In section 3, the effect of having an absorbing quantum memory material inside the cavity is discussed. In section 4, we show...
quantum memory efficiency results following the preparation steps toward the AFC memory demonstration, and in section 5, a further discussion about the strong dispersion and cavity free spectral range effect is included. The conclusions are presented in section 6.

2. Experimental setup

This section discusses the experimental setup and is divided into two main parts. The first part describes the stabilized laser source and the modulator setup which generates the pulses, while the second part outlines the cavity crystal design as shown in figure 2(a). A 6 W Nd:YVO₄ Coherent Verdi-V6 laser at 532 nm pumps a Coherent 699-21 dye laser, which generates ∼500 mW laser radiation at 605.977 nm. This wavelength matches the ³H₄₋¹D₂ transition of praseodymium ions doped into yttrium silicate (Pr³⁺:Y₂SiO₅) [29, 30].

The laser stabilization system, which uses hole-burning in a Pr³⁺:Y₂SiO₅ crystal in a separate cryostat as the frequency reference, improves the frequency stability of the laser to ≈1 kHz line width [36]. Good frequency stability is crucial for coherent interaction experiments such as the ones described here. The ³H₄₋¹D₂ transition in Pr³⁺:Y₂SiO₅ has an excited state coherence time (T₂) of 152 µs [29]. A double pass acousto-optic modulator (AA optoelectronics St.200/B100/A0.5-VIS, AOM) with 200 MHz center frequency is employed to tailor the laser light amplitude, phase and frequency and to carry out the required pulse shaping in the experiment. An extensive MATLAB code calculates the pulse shapes and a 1 GS s⁻¹ arbitrary waveform generator (Tektronix AWG520) generates the RF signal that drives the silicon device.
AOM that modulates the light. The spatial laser mode is cleaned by passing light through a single-mode fiber and then a 50/50 beam splitter is used to obtain the reference signal at the photo diode (PD1) before the cavity crystal. The transmitted light through the cavity will be detected at PD2 in figure 2. The reflected light from the cavity will be detected by the third photo diode (PD3) in figure 2. The PD1 and PD3 are PDB150A photo detectors from Thorlabs, while PD2 is a Hamamatsu S5973 photo diode which is connected directly to a Femto DHP CA-100 transimpedance amplifier. The beam diameter at the cavity crystal position is set to about 80 µm. The crystal was immersed in liquid helium at 2.1 K to ensure that the optical coherence time \( T_2 \) of the praseodymium is not shortened by phonon interaction. A \( \lambda/2 \) plate was used in front of the crystal to control the light polarization direction with respect to the crystal axes and the Pr transition dipole moment direction [37].

The cavity crystal is made of 0.05% praseodymium ions doped into yttrium silicate \((\text{Pr}^{3+}:\text{Y}_2\text{SiO}_5)\). It has 12 mm diameter and is (except for the small wedge) cut along the \( D_1 \times D_2 \) plane with a thickness of 2 mm as shown in figure 2(a). The cavity mirrors are created by coating the 12 mm diameter crystal surfaces. Multiple layer stacks of \( \text{SiO}_2 \) and \( \text{ZrO}_2 \) are designed and applied for these coating surfaces by Optida. The light propagation direction is selected to be along the crystal \( b \)-axis as shown in figure 2. The input and output cavity facets are designed to have reflectivities of \( R_1 = 80\% \) and \( R_2 = 99.7\% \), respectively. The losses because of the Pr ion absorption through the double pass of the cavity should be adjusted to compensate for the unequal cavity surface coating to achieve the impedance-matched cavity condition [32, 33]. The impedance-matched cavity condition occurs when the directly reflected field and a transmitted field coming from the field circulating inside the cavity cancel each other at the input surface and consequently the reflected intensity vanishes.

3. Cavity without and with an absorber

The calculated cold cavity (i.e. neglecting any Pr absorption effects) transmission frequency spacing \( \frac{\Delta \nu}{c} \) for this crystal with \( n = 1.8 \) and \( L = 2 \text{ mm} \) is 41.6 GHz. The theoretical finesse of this cavity based on the mentioned mirror reflectivities is \( \approx 25 \) which corresponds to a spectral line width of 1.5 GHz. Scanning the laser light across the cold cavity (off-resonance with the Pr ion absorption line) shows a cavity transmission line width of about 2.5 GHz, which corresponds to a finesse of about \( \approx 16 \). Part of the reduction could be related to the wedge design, causing a small beam walk-off as the light bounces between the mirrors.

To spectrally match the cavity transmission profile to the inhomogeneous absorption line of Pr [29], the crystal was designed to have a small wedge as shown in figure 2(a), such that the length \( L \) differs by about 200 nm. In this way the cavity transmission spectrum could be translated well over one free spectral range. To accurately match the cavity transmission peak to the Pr absorption line, a translation stage with sub-µm accuracy (Attocube system, ANCz150) is employed to translate the crystal perpendicular to the input beam.

The parallelism of the cavity surfaces is determined by an interference experiment. A collimated coherent beam (\( \lambda = 606 \text{ nm} \)) with diameter >12 mm impinged almost perpendicularly on the crystal surface and the reflected pattern was monitored. Figure 3 shows the non-uniform interference pattern before coating the cavity surface. One could estimate the cavity parallelism in figure 3, as the change in the cavity length is \( \lambda_{\text{material}}/2 \) between two bright or dark fringes in the cavity. Since figure 3 shows the light reflected from the cavity, the dark fringes are the areas of larger transmission.
Figure 3. An interference experiment is used to investigate the parallelism of the cavity surfaces. A collimated laser beam at $\lambda = 606$ nm was impinging perpendicularly to the 12 mm diameter cavity crystal surface. The figure shows the reflected light from the cavity surface displayed on a screen.

For quantum state storage, the AFC protocol [13] is chosen for engineering the absorption profile of the inhomogeneously broadened Pr ion. The heart of the AFC protocol is using a spectrally periodic medium for enhancing the storage capacity. Using a frequency domain interpretation, the periodic structure shown in figure 1(b) can be viewed as a spectral grating. The storage pulse tuned to the AFC structure is diffracted in time and produces an echo [38]. Based on a time domain interpretation, this will be interpreted as a rephasing of a set of dipoles in time [13]. The storage pulse will be absorbed by AFC peaks well separated in frequency ($\Delta$ in figure 1(b)). The collective emission of AFC peaks will be in phase after time $1/\Delta$ generating an echo of the input pulse.

The first step toward this preparation is to make a zero absorption window within the inhomogeneous Pr ion absorption profile. A series of optical pumping pulses is employed to create an 18 MHz transmission window (spectral pit) within the $\approx 9$ GHz inhomogeneous profile of Pr$^{3+}$:Y$_2$SiO$_5$. A detailed discussion about what pulses can be used to create the transmission window is presented in [17]. This transmission window is called the spectral pit in [30], which we will use afterwards.

It turns out that a spectral transmission window (spectral pit) might change the cavity mode spacing by several orders of magnitude due to slow light effects. This will now be briefly explained by considering a dispersive medium inside a cavity as follows (see equation (11.58), p 437 of [39]):

$$\Delta v_{\text{mode}} = v_{q+1} - v_q = \frac{1}{2L} \frac{c_0}{n_g(v)} = \frac{v_g}{2L},$$

$$n_g(v) = \frac{c_0}{v_g} = \frac{\partial (\nu n_r(\nu))}{\partial \nu} = n_r(v) + \nu \frac{dn_r(v)}{d\nu},$$
where \( q \) is an integer, \( L \) is the cavity length, \( c_0 \) is the speed of light in vacuum, \( n_g(\nu) \) is the refractive index for the group velocity, \( n_r(\nu) \) is the real part of the refractive index for the phase velocity and \( v_g \) is the group velocity. It is important to note that the index of refraction in equation (1) is not the index of refraction for the phase velocity, \( n \), but the index of refraction of the group velocity, \( n_g \). This is sometimes overlooked, but in a low dispersion medium the two indices of refraction are the same (\( n \approx n_g \)), so often the dispersion is not important. The real and imaginary parts of the susceptibility are connected via the Kramers–Kronig relation as follows:

\[
\text{Re} (\chi(\nu)) = \frac{2}{\pi} \int_0^\infty \nu' \text{Im} (\chi(\nu')) \frac{d\nu'}{\nu'^2 - \nu^2},
\]

(3)

\[
\text{Im} (\chi(\nu)) = \frac{2}{\pi} \int_0^\infty \nu' \text{Re} (\chi(\nu')) \frac{d\nu'}{\nu'^2 - \nu^2}.
\]

(4)

Therefore, by measuring the absorption spectrum \( \alpha(\nu) \) which is directly related to \( \text{Im} (\chi(\nu)) \) and using this as an input to equation (3), one can calculate \( \text{Re} (\chi(\nu)) \) which is proportional to \( n_r(\nu) \) and then calculate the dispersion \( (\chi(\nu)) \). In the cold cavity case where there is no absorption and consequently also no dispersion, the \( n_r(\nu) \gg \chi(\nu) \) regime holds, while in the case of a spectral pit we have \( n_r(\nu) \ll \chi(\nu) \). Actually, using the experimentally recorded absorption \( \alpha(\nu) \) as the input to equation (3) gives a dispersion term \( (\chi(\nu)) \) in equation (2) which is three to four orders of magnitude larger than \( n_r(\nu) \). This means that the mode spacing for frequencies inside the spectral transmission window now is only of the order of 10 MHz.

To experimentally monitor the created transmission window, a weak minimally disturbing pulse was frequency chirped at a rate of 1 MHz /\( \mu \)s across the corresponding frequency region. In the absence of a cavity this procedure typically displays an \( \approx 18 \) MHz spectral pit (see, e.g., figure 1 in [40]). For the cavity case, only a much narrower transmission line (\( \approx 2 \) MHz) inside the spectral region was observed. This sharp transmission line turns out to be about three orders of magnitude narrower than the cold cavity transmission peaks. The cavity finesse \( (F_{\text{cav}}) \) is primarily determined by the mirror reflectivity. Therefore, \( F_{\text{cav}} \) should be independent of the spectral pit (transmission window) properties provided that the possible residual absorption in the spectral pit is small. Based on the assumption of a constant cavity finesse, the ratio between the cavity free spectral range (\( \Delta \nu \)) and \( \delta \) will be constant. Thereby, it follows from equation (1) that the cavity transmission line width is proportional to the group velocity \( (v_g) \). Thus, the 2 MHz transmission peak is largely consistent with the obtained results based on the theoretical calculation above. Two cavity transmission peaks that are translated by changing the cavity length are shown in figure 4. The cavity transmission peaks were translated by moving the slightly wedged crystal perpendicular to the beam propagation direction. The reduction of the cavity transmission line width is also due to the strong dispersion that is created by the spectral pit inside the cavity.

In fact, although there are experimental observations of changes in the cavity mode spacing in active media of more than an order of magnitude [41, 42], we are not aware of any effects as large as the three to four orders of magnitude observed here. Details of this effect are, however, beyond the scope of the present paper and will be addressed in a separate publication [43].

Correction: the expression for the group velocity needs to be corrected to \( v_g = \frac{\Delta \nu}{\pi} \) in the subsection ‘IVB slow light effects’.
Figure 4. Three cavity transmission spectra taken at different positions through the crystal as indicated by the arrows are shown. The cavity crystal had about 2 mm length and 80 and 99.7% mirror reflectivity while the Pr absorption line was tailored to create a $\approx 18$ MHz spectral pit within the cavity. The spectral pit is responsible for the three orders of magnitude cavity mode reduction from GHz to MHz. The maximum difference in the cavity transmission spectrum as the beam was translated at the input surface is about 3 MHz, which corresponds to about 40 nm cavity length changes. The designed wedge on the crystal surface gives us enough freedom to translate the cavity transmission between two cavity modes, which is $\approx 11$ MHz here.

4. Atomic frequency comb preparation and memory efficiency

Each AFC peak shown in figure 1(b) is prepared within the created transmission window (spectral pit) by employing two consecutive complex hyperbolic secant [30] pulses to optically pump Pr ions from $|\pm \frac{5}{2}g\rangle \rightarrow |\pm \frac{5}{2}e\rangle$ and $|\pm \frac{5}{2}e\rangle \rightarrow |\pm \frac{1}{2}g\rangle$ (see figure 1(a)). This procedure is carried out four times, each time with a new center frequency shifted by $\Delta$ to create an AFC structure as shown in figure 1(b). In this way the AFC structure is engraved in the $|\pm \frac{1}{2}g\rangle$ state. To be able to use the cavity configuration and improve the storage efficiency, the AFC structure needs to be engraved within the cavity transmission window. Therefore, the cavity transmission line width ($\delta$) needs to be optimized to cover the whole AFC structure bandwidth. As discussed in [40] the group velocity can be written as $v_g = \frac{2\pi}{\alpha}$, where $\Gamma$ and $\alpha$ are the spectral pit width and the absorption coefficient outside the spectral pit, respectively. It was, therefore, concluded that in 0.05% Pr:YSO, where the maximum spectral pit window width ($\Gamma$) is limited to 18 MHz and at the line center absorption coefficient ($\alpha$) is about 2000 m$^{-1}$, the only possibility for the cavity transmission line of width $\delta$ to cover the AFC bandwidth was to obtain a smaller $\alpha$ by moving the whole spectral pit to a part of the inhomogeneous profile where the absorption was lower than at the inhomogeneous line center. The created spectral pit and the AFC peaks will affect the dispersion and finally the cavity mode structure (see equation (1)). Therefore, the
shape of the spectrum is a combination of the effect from the AFC absorption pattern and the cavity dispersion effect.

The next step after the AFC preparation is to send the storage pulse tuned to the AFC structure center frequency through mirror $R_1$ (see figure 2). For this purpose, a Gaussian pulse with $\tau_{\text{FWHM}} = 250$ ns was employed. For an AFC structure with peak separation $\Delta$, there will be a rephasing after a delay $1/\Delta$ [13]. The black solid trace in figure 5 is the signal when the storage pulse is tuned to the AFC structure center frequency and impinged onto mirror $R_1$. We define the memory efficiency as the ratio of the output (echo) energy divided by the input pulse energy. To obtain a reference signal, for the input energy to the memory, the cavity was turned $\sim 180^\circ$ such that the input Gaussian storage pulse impinged on the mirror with reflectivity $R_2$ (nearly 100% reflection) and the reflection was detected at the reflection detector (PD3). This signal represents the input signal shown by the (red) dashed line in figure 5 and corresponds to the signal strength that would be observed if the memory efficiency were 100%. The reference detector PD1 was employed to compensate for the measurements for laser fluctuation from one measurement to another. 22% of the input energy was retrieved in the echo after 1 $\mu$s as shown in figure 5.

5. Strong dispersion and the cavity free spectral range

Finally, an interesting observation is that the requirement of matching the absorption with the mirror reflectance, in combination with the slow light effect when creating the spectral pit and the AFC structure, may put restrictions on the system performance as shown by the following calculation. According to equation (1) the mode spacing of a cavity with length $L$ is given by

\begin{equation}
\eta = \frac{\text{Echo}}{\text{Input}} = 22\% 
\end{equation}
\[ \Delta \nu = \frac{v_g}{2L} \quad \text{and from} \quad v_g = \frac{2\pi \Gamma_1}{d_{\text{pit}}} \quad [40, 44] \] 

the cavity line width, \( \delta \), could be written as

\[ \delta = \frac{\Delta \nu}{F_{\text{cav}}} = \frac{\pi \Gamma}{F_{\text{cav}} d_{\text{pit}}}, \tag{5} \]

where \( F_{\text{cav}} \) is the cavity finesse. Therefore, as a general statement, the ratio \( \frac{\delta}{\Gamma} = \frac{\pi}{F_{\text{cav}} d_{\text{pit}}} \). To explore the cavity condition on the AFC preparation, one could write the cavity finesse

\[ F_{\text{cav}} = \frac{\pi R^{1/4}}{1 - \sqrt{R}}, \tag{6} \]

where the mirror reflectance \( R \) should satisfy the impedance matching condition \( R = \exp(-2\tilde{d}) \) and \( \tilde{d} = \frac{1}{F_{\text{cav}}} \). \( \tilde{d} \) is the effective absorption \( (d_0 = 0) \) according to figure 1. Considering \( 2\tilde{d} \ll 1 \), we could simplify equation (6) as

\[ F_{\text{cav}} \approx \frac{\pi}{\tilde{d}}. \tag{7} \]

Now we can rewrite the cavity line width as

\[ \delta = \Gamma \frac{\tilde{d}}{d_{\text{pit}}} = \frac{\Gamma}{F_{\text{AFC}}}. \tag{8} \]

Therefore, the cavity line width for a matched cavity to first order just depends on the spectral pit width and the finesse of the AFC structure. This may cause complications because, to minimize the memory loss due to dephasing, \( F_{\text{AFC}} \) should be as high as possible and \( \Gamma \) is limited by the hyperfine splitting in the material and cannot easily be varied freely.

This can affect the fitting of the AFC structure under the cavity line width since the cavity line width might not be wide enough. But, practically, we do not expect this limitation to become important until one gets into the high-efficiency \( (\eta > 90\%) \) regime where it is important to suppress memory loss due to the dephasing factor \( \exp(-7F_{\text{AFC}}^2) \) in equation (9)) by choosing higher AFC finesse \( (F_{\text{AFC}} > 9) \). Even in this case, the cavity line width will readily still be close to the excited state hyperfine transition separation, which is the bandwidth limitation of the AFC protocol as discussed in [13]. On the other hand, the AFC peaks themselves are very narrow absorption structures and consequently will create strong dispersion effects. The effects will modify the transmission structure and this may offer further possibilities; however, as previously stated, a detailed analysis is beyond the scope of this paper.

To estimate the enhancement in storage efficiency attained by employing the cavity configuration, we calculate what signal would have been expected if the end faces were uncoated. The AFC storage efficiency, \( \eta \), is given by [45]

\[ \eta = \tilde{d}^2 \exp(-\tilde{d}) \exp \left( \frac{-7F_{\text{AFC}}^2}{\Gamma^2} \right) \exp(-d_0), \tag{9} \]

where \( \tilde{d} = \frac{d_{\text{AFC}}}{d_{\text{pit}}} \) is the effective absorption, \( d_0 \) is the background absorption and \( F_{\text{AFC}} = \frac{\pi}{\Gamma} \) as shown in figure 1(b). This equation has been shown to agree very well with experiment in [15, 17]. According to equation (5), we can estimate the ratio between the absorption depth of the pit at the spectral position where the quantum memory was prepared, \( d_{\text{pit}}^{\text{QM}} \), and the absorption depth of the pit at the line center, \( d_{\text{pit}} \) (see figure 1(b)) as follows:

\[ \frac{d_{\text{pit}}^{\text{QM}}}{d_{\text{pit}}} = \frac{\delta_{\text{pit}}}{\delta_{\text{QM}}}, \tag{10} \]
where $\delta_{QM}$ and $\delta_c$ are the cavity line width at the quantum memory preparation spectral position and the line center, respectively (with the assumption that $\Gamma$ and $F_{cav}$ are similar in these two cases). For the present setup, it turns out that we have $\delta_c = 1.5$ MHz, $\delta_{QM} = 8$ MHz and $d_{pit}^c = 4$, which gives $d_{QM}^c = 0.75$. To our knowledge $d < d_{QM}^c$ in all the papers published so far; thus we might chose the actual optical depth of the AFC structure $d = 0.75$. From equation (9), considering negligible background absorption $d_{0}$, and $F_{AFC} = 7$ (which is our best guess for the present work) we get an efficiency of $< 1\%$. Thus the estimate is that we have at least observed a 20-fold enhancement using the cavity.

The main experimental limitations in the present setup for achieving unity storage and retrieval efficiency, which is predicted theoretically [32, 33], are the following. Firstly, as shown by the black solid trace in figure 5, about 50% of the input pulse is reflected directly at time $t = 0$. Therefore, to improve the storage efficiency one needs to increase the input pulse absorption. Limited absorption means, then, that the impedance-matched condition is not fulfilled. This is partly related to poor spatial mode matching. However, it is also possible that the impedance-matching condition in our cavity crystal could be improved by locking the laser further from the Pr line center ($> 5$ GHz) where the absorption is lower. This could, however, not be fully tested in the present setup since it is difficult to select the laser frequency stabilization point far from the line center for the stabilization setup based on a spectral hole [36]. Secondly, after optimizing the absorption, improving the retrieval part of the memory may be possible by improving the finesse of the prepared AFC structure ($F_{AFC}$).

6. Conclusion

In conclusion, we demonstrate a $\sim 20$-fold enhancement in quantum memory efficiency for cavity-assisted quantum memories compared to the no cavity case. This is a proof of principle for achieving high quantum memory efficiency using weakly absorbing media. In addition, we demonstrate a $\sim 3$ order decrease in cavity mode spacing using slow light effects in a dispersive medium. We are not aware of any previous observations of cavity mode spacing changes of this order of magnitude due to slow light effects.
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A quantum memory that has the ability to map onto, store in, and later retrieve the quantum state of light from matter is an important building block in quantum information processing [1]. Quantum memories are expected to become vital elements for long distance quantum key distribution [23]. Quantum computing based on linear optics schemes [4], signal synchronization in optical quantum processing [5,6], the implementation of a deterministic single-photon source [7], and precision measurements based on mapping of the quantum properties of an optical state to an atomic ensemble [8] are other applications of quantum memories. For most of the applications mentioned, high performance will be required in terms of quantum efficiency [9,10], on-demand readout, long storage time [11,12], multimode storage capacity [13,14], and broad bandwidth [15].

Many protocols have been proposed to realize an efficient quantum memory; these include electromagnetically induced transparency (EIT) [16], off-resonant Raman interactions [17], controlled reversible inhomogeneous broadening (CRIB) [18–20], gradient echo memory (GEM) [21], and atomic frequency combs (AFC) [22]. The most impressive storage and retrieval efficiencies so far, 87% [9] and 69% [10], were achieved in hot atomic vapor and rare-earth doped crystals, respectively, using the GEM technique. Additionally, 43% storage and retrieval efficiency using EIT in a hot Rb vapor [23] and 35% using AFC in a rare-earth doped crystal [24] were attained.

The AFC technique [22] is employed in this Letter because the number of (temporal) modes that can be stored in a sample is independent of the optical depth ($d$) of the storage material, in contrast to other quantum memory approaches. An AFC structure consists of a set of (artificially created) narrow absorbing peaks with equidistant frequency spacing $\Delta$ and uniform peak width $\gamma$ (see the inset in Fig. 3). An input (storage) field (at time $t = 0$) that spectrally overlaps the AFC structure will be absorbed and leave the absorbers (in our case the Pr ions) in a superposition state [22]. If the coherence time is long compared to $1/\Delta$, a collective emission due to constructive interference (similar as for the modes in a mode-locked laser) will occur at time $t_{\text{echo}} = 1/\Delta$.

High storage and retrieval efficiency is one of the main targets of quantum memories and this relies on strong coupling between light and matter [1]. One approach for studying light-matter interaction is based on the high finesse cavity-enhanced interaction of light with a single atom [25,26]. Another alternative for increasing the coupling efficiency of a quantum interface between light and matter is using an optically thick free space atomic ensemble [1]. In this Letter, we combine the advantages of both approaches to implement an efficient quantum interface in a weakly absorbing solid state medium [27]. Within the ensemble approach several experimental realizations from room-temperature alkali gases [28], to alkali atoms cooled and trapped at a temperature of a few tens or hundreds of microkelvin [29] have been investigated. Among the ensemble-based approaches impurity centers in a solid state crystal is a powerful alternative for quantum memories because of the absence of atomic movement.

The objective of this Letter is to demonstrate a quantum memory with high storage and retrieval efficiency, with the added benefit of being achievable in a weakly absorbing medium. Another benefit is the short crystal length (2 mm), and small physical storage volume ($\ll \text{mm}^3$). This can simplify the implementation of long-term storage in the hyperfine levels, as will be further discussed at the end of the Letter. For an AFC memory with no cavity and with emission in the forward direction, the maximum theoretical efficiency is limited to 54% [22]. Our work is based on the proposals in Refs. [30,31], where it is shown that close to unity storage and retrieval efficiency can be obtained, using an atomic ensemble in an impedance-matched cavity. A cavity can be impedance matched, by having the absorption per cavity round trip $(1 - e^{-2\alpha L})$ equal to the transmission of the input coupling mirror $(1 - R_1)$, while the back mirror is 100% reflecting, which gives $R_1 = e^{-2\alpha L}$, where $\alpha$ is the absorption coefficient and $L$ is the...
length of the optical memory material. For this impedance-
matching condition, all light sent to the cavity will be
absorbed in the absorbing sample inside the cavity and
no light is reflected.

The storage cavity is made up of a 2 mm long
0.05% Pr^{3+}:Y_{2}SiO_{5} crystal; see Fig. 1. To reduce the
complexity of the alignment and reduce losses, the crystal
surfaces are reflection coated directly, rather than using
separate mirrors. The two cavity crystal surfaces are not
exactly parallel as shown in Fig. 1 (θ = 10 arcsec). Part of
the incoming field \( E_{\text{in}} \) will be reflected (\( E_{\text{refl}} \)) at the first
mirror surface (R1), see Fig. 1. The field leaking out
through R1 from the cavity, \( E_{\text{leak}} \), is coherently added to
\( E_{\text{refl}} \) such that \( E_{\text{tot}} = E_{\text{refl}} + E_{\text{leak}} \). At the impedance-
matched condition, \( E_{\text{refl}} \) and \( E_{\text{leak}} \) differ in phase by \( π \)
and have the same amplitude \(| E_{\text{refl}} | = | E_{\text{leak}} | \). This means
that the light intensity at the reflection detector (PD3)
should ideally vanishes if this condition is satisfied.

The cavity crystal (impedance matching) was first tested
without memory preparation. The effective cavity length
can be optimized by translating the cavity perpendicular
to the beam propagation direction. Here a sub-μm accuracy
(Attocube system, ANCz150) translation stage was used.
Then, a weak Gaussian pulse \( (\tau_{\text{FWHM}} = 250 \text{ ns}) \) with a
small pulse area and repetition rate of 10 Hz was injected
into the cavity while the laser frequency was slowly
scanned during ~6 s across the inhomogeneous Pr ion
absorption line. To find the best impedance-matched point,
the cavity crystal was translated in small steps perpendicular
to the beam direction. For each step a 18 GHz laser
scan was carried out. The calibrated reflected part of the
input pulse (PD3/PD1) is plotted versus the frequency
offset from the Pr^{3+}:Y_{2}SiO_{5} inhomogeneous line center
in Fig. 2, for the position where the highest absorption was
obtained. This measurement shows that a maximum of
about 84% of the input energy could be absorbed. This
occurred about 45 GHz above the inhomogeneous broad-
ening center frequency. This will set an upper limit for the
achievable storage and retrieval efficiency in the present
setup. Due to the absorption tailoring during the memory
preparation (to be discussed below), the impedance-
matching condition will be fulfilled closer to the inho-
mogeneous line center in the actual storage experiment, but
the measurement establish the losses caused by spatial
mode mismatching. In addition, in the present setup the
dye laser is frequency stabilized against a Fabry-Pérot
cavity using the Pound-Drever-Hall (PDH) locking tech-
nique [32,33]. This provide more freedom for locking the
laser frequency further away from the inhomogeneous
profile center compared to our earlier work [34] where
stabilization based on hole burning was used. This has a

---

**Figure 1 (color online).** (a) Part of the experimental setup. A frequency stabilized (< 1 kHz linewidth) dye laser at \( \lambda_{\text{vac}} = 605.977 \text{ nm} \) is employed as light source. A 50/50 beam splitter splits off part of the input light onto a photo diode (PD1), to calibrate against variations in the input light intensity. Two other photo diodes monitor the transmitted (PD2) and the reflected (PD3) light from the cavity. The cavity length along the \( b \) axis is \( L = 2 \text{ mm} \). The crystal diameter in the \( (D_1, D_2) \) plane is 12 mm. \( b, D_1, \) and \( D_2 \) are principal axes of the crystal [46]. A beam waist of about 100 μm is created at the crystal center via a lens with \( f = 400 \text{ mm} \). A half-wave plate \( (\lambda/2) \) is employed to align the polarization direction to a principal axis of the cavity crystal, which is immersed in liquid helium at 2.1 K. The input and output facets of the crystal has \( R_1 = 80\% \) and \( R_2 = 99.7\% \) reflectivity. A small part of the cavity crystal is left uncoated for measurements without a cavity effect. (b) The hyperfine splitting of the ground \( |g\) and excited \( |e\) state of the \(^{3}H_{2} \rightarrow D_2 \) transition of site I in Pr^{3+}:Y_{2}SiO_{5} [38].

---

**Figure 2 (color online).** The normalized reflected signal (PD3/PD1) is plotted against the frequency offset from the Pr^{3+}:Y_{2}SiO_{5} inhomogeneous line center. The crystal was translated perpendicular to the input beam (see Fig. 1) and the graph is a frequency scan for the position that gave the best impedance matching. At the impedance-matching condition the reflected light detected at PD3 should vanish. The best impedance-
matched condition without memory preparation (i.e., spectral
manipulation by the absorption profile, see text) was a reflection of 16% (84% absorption), which was measured about 45 GHz above the inhomogeneous broadening center frequency that is located at 0 GHz in this figure.
large influence on improving the impedance-matching condition.

To demonstrate a quantum memory based on the AFC protocol, first, a transparent (nonabsorbing) spectral transmission window within the Pr ion absorption profile was created using optical pumping. An accurate description of the pulse sequences required for creating such a transparency window, which henceforth is called a spectral pit, is given in Ref. [24]. Because of the strong dispersion created by the spectral pit [35], the cavity free spectral range (FSR) and the cavity linewidth are reduced by 3–4 orders of magnitude [36]. The reduction can be understood as follows. The cavity FSR is \( \Delta \nu_{\text{mode}} = \frac{c}{2L} \) [37] where \( c \) is speed of light in the vacuum, \( L \) is the cavity length, and \( n_g \) is the group refractive index. \( n_g = n_r(\nu) + \nu \frac{dn_r(\nu)}{d\nu} \) and \( n_r(\nu) \) is the real refractive index as a function of frequency \( \nu \). In case of no or constant absorption, the dispersion term is negligible compared to the real refractive index \( n_r(\nu) \). The FSR of this cavity with no absorbing material is about 40 GHz. In the presence of sharp transmission structures \( n_r(\nu) \ll \nu \frac{dn_r(\nu)}{d\nu} \) a dramatic reduction of the cavity FSR and the cavity linewidth can occur. In our case \( \nu \frac{dn_r(\nu)}{d\nu} > 1000n_g \) and the reduction is >3 orders of magnitude at the center of the inhomogeneous line. A more detailed description of the cavity FSR reduction is given in Refs. [34,36]. Translating the crystal perpendicular to the beam propagation direction will move the cavity transmission within the spectral pit due to the small wedge on the crystal.

After preparing the transparent (nonabsorbing) spectral transmission window, each AFC peak is created using a complex hyperbolic secant pulse (sechyp for short) with chirp width \( \Delta \tau_{\text{chirp}} \approx 70 \text{ kHz} \) [38] and temporal width at FWHM \( \tau_{\text{FWHM}} = 16.8 \ \mu\text{s} \) [38]. This pulse excites ions from \( | \pm \frac{1}{2} e \rangle \rightarrow | \pm \frac{1}{2} g \rangle \) state (see Fig. 1(a)). From the \( | \pm \frac{1}{2} \rangle \) state, Pr ions will decay mostly to the \( | \pm \frac{1}{2} g \rangle \) state due to the high branching ratio for the \( | \pm \frac{1}{2} e \rangle \rightarrow | \pm \frac{1}{2} g \rangle \) transition [39]. This pulse is repeated several (\( \approx 50 \) times) with a waiting time of 500 \( \mu\text{s} \) between each pulse. This process creates one AFC peak. Repeating this procedure with a consecutive change of center frequency of the sechyp pulse by \( \Delta \) will create the other AFC peaks. The finesse of the AFC structure with peak width \( \gamma \) and peak separation \( \Delta \) will be \( F_{\text{AFC}} = \frac{\Delta}{\gamma} \).

As we discussed earlier, the absorption engineering of the Pr ions inside the cavity will directly affect the cavity modes via strong dispersion. Therefore, measuring the AFC structure properties in the cavity case is challenging. In order to at least to some extent estimate the AFC structure properties, the coating of a small part of the cavity crystal is removed, and the same preparation as for the memory is performed in this part. The remaining coating could affect the precision of this measurement through the cavity dispersion effect. The trace in Fig. 3 is recorded using a weak readout beam that is frequency chirped at a rate of 10 kHz/\( \mu\text{s} \) across the frequency region of the AFC structure. The overall spectral structure is complicated and a detailed discussion of the spectrum is beyond the scope of the present Letter. The inset in Fig. 3 shows the spectral content of the storage pulse relative to the four AFC peaks. The cavity transmission linewidth is tuned to be at least as wide as the whole prepared AFC structure [34]. In this case it was \( \approx 11 \text{ MHz} \) wide.

The input pulse is stored using the \( | \pm \frac{1}{2} g \rangle \rightarrow | \pm \frac{1}{2} e \rangle \) transition for ions initially in state \( | \pm \frac{1}{2} g \rangle \). A Gaussian pulse with a duration of \( \tau_{\text{FWHM}} = 250 \text{ ns} \) and small pulse area is employed as a storage pulse. The frequency of the storage pulse is tuned to the center frequency of an AFC structure with a peak separation \( \Delta = 0.9 \text{ MHz} \). The retrieved echo pulse is detected at detector PD3 after 1.1 \( \mu\text{s} \) as shown with black solid line in Fig. 4. In addition, multiple echoes are detected at times 2.2 \( \mu\text{s} \) and 3.3 \( \mu\text{s} \) which are probably due to multiple repulsing of the ensemble.

In order to assess the storage and retrieval efficiency, the intensity of the input storage pulse at the cavity crystal should be measured. To this end, the cavity crystal was turned \(-180^\circ\) such that the input storage pulse impinged on the \( R2 = 99.7\% \) mirror, with no pit and peak creation active. In this way the input storage pulse is (almost completely) reflected and the signal on PD3, after calibrating using PD1, can be used as a reference value for the storage pulse input intensity, as shown by a red dashed line in Fig. 4. The pulse area of the first echo at \( \approx 1.1 \mu\text{s} \)}
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in summary, we have demonstrated a quantum memory with \( \eta = 56\% \) storage and retrieval efficiency based on the AFC protocol. This is done in a weakly absorbing medium and short crystal length (2 mm) by utilizing an impedance-matched cavity configuration. This achievement, in addition to the storage and recall of weak coherent optical pulses [14,44], spin-wave storage demonstration [41], the best multimode quantum memory [13,14], and storage of entanglement [15,45] increases the possibility of creating an efficient, on-demand, long storage time, and multimode quantum memory based on the AFC protocol in the future.
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