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Abstract—In this paper, we present a new duplex scheme, called Zipper, for discrete multitone (DMT)-based very high bit-rate digital subscriber line (VDSL) systems on copper wires. This scheme divides the available bandwidth by assigning different subcarriers for the upstream and downstream directions. It has high flexibility to divide the capacity between the up and downstream, as well as good coexistence possibilities with other systems such as ADSL. Simulation results show high bit-rate performance in different environments such as mixed ADSL and VDSL traffic under radio frequency interference and with different background noise sources.

Index Terms—Digital subscriber line, discrete multitone, duplex.

I. INTRODUCTION

VERY high bit-rate digital subscriber line (VDSL) [1], [2] is the latest digital subscriber line technique for high bit-rate communication on unshielded twisted-pair wires. VDSL will use larger bandwidth and achieve higher bit rates than its precursors, e.g., asymmetrical digital subscriber line (ADSL) [3] and high bit-rate digital subscriber line (HDSL) [4]. The standard for VDSL is currently being developed and is discussed in forums such as the American National Standards Institute (ANSI) [1] and the European Telecommunications Standards Institute (ETSI) [2].

A significant problem VDSL systems confront is near-end crosstalk (NEXT). NEXT occurs when data is transmitted simultaneously in both directions, at the same frequencies, and on several wires in the same binder group. Systems that predominantly transmit in only one direction (such as ADSL) experience mostly far-end crosstalk (FEXT), a markedly less severe problem than NEXT [5]. Avoidance of NEXT by dividing the channel capacity between the upstream and downstream has shaped the existing VDSL proposals. Time-division duplex (TDD) [6] and frequency-division duplex (FDD) [7] are two different proposals for dividing the capacity in time and frequency, respectively.

In this paper, we introduce a novel discrete multitone (DMT)-based [8], [9] duplex scheme for VDSL called Zipper [10], [11]. Zipper avoids NEXT by using different orthogonal subcarriers in the upstream and downstream directions to divide the capacity. Using several orthogonal signals gives Zipper both variable capacity allocation and high ADSL compatibility.

We evaluate the performance of the Zipper duplex method by calculating achievable bit rates for some scenarios consisting of different types of wires and noise sources. In particular, we consider Zipper performance in a VDSL-only environment, in mixed VDSL and ADSL traffic, and with ETSI models for background noise and radio frequency interference (RFI).

II. THE ZIPPER DUPLEX METHOD

Zipper extends traditional DMT in the following two ways:
• it uses different DMT carriers in different transmission directions (as shown in Fig. 1);
• it adds a cyclic suffix (CS) to ensure orthogonality between the transmitted and received signal (as shown in Fig. 2).

Zipper allocates different subcarriers for upstream and downstream transmission. A sample allocation scheme is sketched in Fig. 1. The allocation of the upstream and downstream subcarriers can be done dynamically, enabling...
run-time adaption of the bit rates. The upstream part of one transmitted DMT frame can be modeled as

$$x_{\text{up}}(t) = \begin{cases} \sum_{k \in \mathcal{I}_{\text{up}}} X_k e^{j2\pi kf_s/2N} t, & t \in \left[0, \frac{2N+CP+CS}{f_s}\right] \\ 0, & \text{otherwise} \end{cases}$$

where $\mathcal{I}_{\text{up}}$ is the index set for the upstream carriers, $N$ is the total number of subcarriers, $CP$ is the length (in samples) of the cyclic prefix, $CS$ is the length of the cyclic suffix, and $f_s$ is the sampling frequency. Since $x_{\text{up}}(t)$ is a real-valued baseband signal, the data $X_k$ must satisfy

$$X_k = X_{2N-k}^*$$

where the asterisk denotes the complex conjugate. The corresponding restriction also applies to the index set $\mathcal{I}_{\text{down}}$, i.e., if $k \in \mathcal{I}_{\text{up}}$ then $2N-k \in \mathcal{I}_{\text{down}}$. The downstream part of the DMT frame has a similar index set $\mathcal{I}_{\text{down}}$ that is a subset of the complement set to $\mathcal{I}_{\text{up}}$ ($\mathcal{I}_{\text{down}} \subseteq \{0, 1, \ldots, 2N-1\} \setminus \mathcal{I}_{\text{up}}$).

Because Zipper transmits and receives simultaneously, the two network ends should be synchronized in both time and frequency in order to maintain orthogonality. As both the upstream and the downstream contribute to a received DMT frame, time synchronization is required to keep the signal contributions within one DMT frame. All transmitters in the access network (which may cause interference to each other) are synchronized to start transmission of a new DMT frame simultaneously. The frame synchronization can be made by having one master clock in the central office that feeds all VDSL-modems with a frame clock. If the physical distance between racks of modems is large, a Global Positioning System (GPS) unit may be used to ensure proper timing [6], [12]. The modems at the customer side then synchronize on the incoming downstream signal and use timing-advance to start transmission of a new DMT frame at the same time as the central office. Sampling frequency synchronization between the two network ends is necessary to ensure the proper spacing between subcarriers. However, this is rarely a problem as the wire-channel is almost stationary and has relatively high signal-to-noise ratio (SNR).

In addition to synchronizing the transmitters and receivers, we add a cyclic suffix to ensure orthogonality between the upstream and downstream signals, thus preventing NEXT and near-echoes. Traditional DMT uses a cyclic prefix to preserve orthogonality between the subcarriers and prevent interblock interference [13], but Zipper adds an extra cyclic suffix to preserve orthogonality between the upstream and downstream carriers. A similar idea involving a longer cyclic extension has recently been suggested for universal ADSL (UADSL) [14].

With the Zipper scheme, a network terminal is not only receiving its intended signal, but also NEXT from nearby transmitters plus its own transmitted signal which appears as a near-echo. In Fig. 3, we sketch a NEXT impulse response (which can also represent a near-echo) together with the wire’s impulse response. The desired signal is delayed $\Delta$ seconds due to the propagation delay, but the disturbing signal arrives almost immediately. A received signal at the central office can be expressed as

$$r(t) = x_{\text{up}}(t) + x_{\text{down}}(t) = x_{\text{up}}(t) * h_{\text{wire}}(t) + x_{\text{down}}(t) * h_{\text{NEXT}}(t).$$

The upstream part of the received signal can be rewritten as

$$r_{\text{up}}(t) = \sum_{k \in \mathcal{I}_{\text{up}}} X_k \int_{0}^{\tau_{\text{wire}}} h_{\text{wire}}(\tau) e^{j2\pi kf_s/2N}(t-\tau) d\tau$$

$$= \sum_{k \in \mathcal{I}_{\text{up}}} X_k H_{k,\text{wire}} e^{j2\pi kf_s/2N}$$

when $t \in \left[\Delta + \tau_{\text{wire}}, \frac{2N+CP+CS}{f_s} + \Delta\right]$. (5)

where $H_{k,\text{wire}} = \int_{0}^{\Delta+\tau_{\text{wire}}} h_{\text{wire}}(\tau) e^{-j2\pi kf_s/2N}\tau d\tau$. (6)

We do not consider the case when $t$ is outside the interval specified in (5), since then the integral will depend on $t$ and we do not have orthogonality. Similarly the downstream part of the received signal can be written as

$$r_{\text{down}}(t) = \sum_{k \in \mathcal{I}_{\text{down}}} X_k \int_{0}^{\tau_{\text{NEXT}}} h_{\text{NEXT}}(\tau)$$

$$= \sum_{k \in \mathcal{I}_{\text{down}}} X_k H_{k,\text{NEXT}} e^{j2\pi kf_s/2N}$$

when $t \in \left[\tau_{\text{NEXT}}, \frac{2N+CP+CS}{f_s}\right]$. (7)

where $H_{k,\text{NEXT}} = \int_{0}^{\tau_{\text{NEXT}}} h_{\text{NEXT}}(\tau) e^{-j2\pi kf_s/2N}\tau d\tau$. (8)

To maintain orthogonality in the whole DMT signal in (3), the intersection of the intervals for $t$ in (5) and (7) must be at least $2N/f_s$ long. This is true if the cyclic extensions are sufficiently long, i.e., $CS/f_s \geq \Delta$ and $CP/f_s \geq \tau_{\text{wire}}$, and if we use the part of the received signal that is indicated in Fig. 2, $t \in [\Delta+(CP/f_s), \Delta+(2N+CP/f_s)]$. The received
signal will then be
\[ r(t) = r_{down}(t) + r_{up}(t) = \sum_{k \in L_{down}} X_k H_k \text{NEXT} e^{i2\pi kf_s/2N} + \sum_{k \in L_{up}} X_k H_k \text{wire} e^{i2\pi kf_s/2N}. \]   
\[ (9) \]

Hence, the upstream and downstream signals are orthogonal.

Since there can be wires of different length in an access network, the cyclic suffix has to be as long as the delay in the longest wire-pair used for transmission. Fig. 4 shows how much NEXT is suppressed by a cyclic suffix of different lengths. For this case, a cyclic suffix of 60 samples would completely suppress the NEXT.

The reason for using each subcarrier in either upstream or downstream direction is to avoid NEXT and near-echoes. But for lower frequencies, the NEXT is not much stronger than the FEXT, and near-echoes can be reduced with an echo-canceler. This implies that higher total bit-rate capacity can be achieved if the subcarriers with moderate NEXT are used in both directions simultaneously. The cost for this is increased complexity since an echo-canceler is needed to take care of the strong near-echoes that will appear.

To summarize this section, Zipper is a DMT-based system transmitting orthogonal signals over different subcarriers in different transmission directions. Maintaining signal orthogonality at the receiver end puts two key system requirements:

- synchronization among all transmitters at both ends;
- a cyclic suffix to compensate for propagation delay.

### III. ZIPPER PROPERTIES

In this section, we discuss some of the properties of Zipper in terms of flexibility, compatibility with existing services, latency, duplex efficiency, and complexity.

#### A. Flexibility and Compatibility

Zipper is a very flexible duplex scheme because it uses (a large number of) subcarriers that can be assigned dynamically to divide the available capacity (even after the system is installed and running). This has the advantage that almost any desired ratio between up and downstream bit rates can be chosen at any time. The flexibility in subcarrier assignment also allows a Zipper-based VDSL system to be spectrally compatible with other systems.

A valuable feature for VDSL systems is the ability to coexist in the same binder group with other systems, such as ADSL. A reasonable condition for coexistence between ADSL and VDSL is that neither system introduces NEXT to the other. This can be achieved if both ADSL and VDSL transmit in the same direction in the shared-frequency band. With Zipper, the lowermost subcarriers, those where ADSL exists, may be partitioned such that only FEXT is introduced between ADSL and VDSL [15], as depicted in Fig. 5. The signaling bandwidth of ADSL is 1.1 MHz but, due to out-of-band emission, the crosstalk from ADSL contains substantial power up to 2 MHz (see Fig. 6).

#### B. Latency and Efficiency

Latency is a measure of system delay. We define it as the maximum time it takes for one uncoded bit to pass from first entering the transmitter to finally exiting the receiver. Latency is essentially caused by the buffering needed before computing the fast Fourier transform (FFT) and the inverse FFT (IFFT). Thus, the worst case latency with Zipper is not more than

\[ \tau_{\text{Zipper}} = 2(2N + CP + CS)/f_s \]   
\[ (10) \]

where \( N \) is the number of subcarriers, \( CP \) the number of samples in the cyclic prefix, and \( CS \) the number of samples in the cyclic suffix.

Duplex efficiency is a good measure of how well a system is using the available bandwidth. We define the duplex efficiency as the ratio between the time used for carrying data in both directions divided by total time. For Zipper, this can be expressed as

\[ \varepsilon_{\text{Zipper}} = \frac{2N}{2N + CS + CP}. \]

#### C. Analog Complexity

In general, Zipper requires more complex hardware than other duplex methods, such as TDD or FDD.

To transmit in both directions simultaneously, Zipper needs a hybrid to suppress the near-echoes. This is not needed in

\[ \text{par} \]
a time-divided system. Two issues to consider with a hybrid are its linearity and its ability to suppress near-echoes. Since Zipper uses DMT modulation, it seems reasonable that the requirements for the hybrid in terms of linearity will be high. However, measurements on a simple hybrid reveal that its nonlinearities will not significantly inhibit the performance of a VDSL system using the Zipper method.

The performance of the hybrid in terms of trans-hybrid loss and its impact on the dynamic range of the analog-to-digital converter (ADC) have been studied in [16]. Based on a model of a hybrid with 25-dB average attenuation, it is concluded that Zipper needs approximately the same number of bits as TDD for wires shorter than 1200 m. However, in the presence of line impairments, such as bridge-taps and lines consisting of several serially connected wires with different impedances, an attenuation of 25 dB may be overly optimistic. In such cases, Zipper might need one or more additional bits in the ADC compared to a time-divided system.

### D. Digital Complexity

A Zipper-based system is likely to be more complex than a comparative TDD system using DMT modulation. The difference is that Zipper needs two FFT’s (or one FFT working twice as fast) because transmission and reception take place simultaneously. As a TDD system only transmits or receives on a one-at-a-time basis, only one FFT is needed. In addition to an FFT, a complete DMT system also needs an encoder, a decoder, an equalizer, a synchronization unit, etc. So, the relative increase in complexity resulting from having one more FFT in Zipper is not substantial.

Since it is feasible to use 1024 or more subcarriers with Zipper, it is possible to have a sufficiently long cyclic prefix to avoid the need for a time-domain equalizer [17] and still have high-duplex efficiency. A larger number of subcarriers will, of course, increase the computational complexity and memory requirements of the system. But 1024 or 2048 subcarriers are not unrealistic numbers, considering that the number of subcarriers in the European digital audio broadcasting (DAB) system [18] and digital video broadcasting (DVB) system [19] are 1024 and 2048, respectively (DVB has also an 8192 subcarrier mode).

### IV. PERFORMANCE EVALUATION

To evaluate the performance of Zipper, we have chosen to calculate achievable bit rates for a Zipper VDSL system in four different noise environments. The first case is a clean VDSL scenario with only additive white Gaussian noise (AWGN) as background noise, representing a best case scenario. The second case is a more realistic case consisting of a mix of ADSL and VDSL services generating ADSL crosstalk in addition to the AWGN. The third and fourth cases use a background noise model specified by ETSI [2], while the fourth case also includes RFI as a worst case scenario. All four cases include VDSL self-FEXT from 25 other users.

Since Zipper uses DMT modulation, it is bit-loading [20] that determines the bit rate of the system. The number of bits that can be loaded onto subcarrier number \( k \) is calculated as

\[
b_k = \log_2 \left( \frac{\text{SNR}_k \cdot \gamma_{\text{code}}}{\Gamma \cdot \gamma_{\text{margin}}} + 1 \right)
\]
TABLE II

<table>
<thead>
<tr>
<th>SYSTEM PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>-140 dBm/Hz</td>
</tr>
<tr>
<td>System margin</td>
<td>$\gamma_{\text{margin}} = 6$ dB</td>
</tr>
<tr>
<td>Coding gain</td>
<td>$\gamma_{\text{code}} = 3$ dB</td>
</tr>
<tr>
<td>SNR-gap</td>
<td>$\Gamma = 9.8$ dB</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>22 MHz</td>
</tr>
<tr>
<td>Signalling bandwidth</td>
<td>300 kHz - 11 MHz</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>2048</td>
</tr>
<tr>
<td>Length of CP</td>
<td>100 samples</td>
</tr>
<tr>
<td>Length of CS</td>
<td>220 samples (2000 m)</td>
</tr>
</tbody>
</table>

where SNR$_{k}$ is the signal-to-noise ratio on subcarrier $k$, $\gamma_{\text{code}}$ is the coding gain, $\Gamma$ is the SNR gap$^2$ between the Shannon capacity and the data rate achieved with quadrature amplitude modulation (QAM) [21], and $\gamma_{\text{margin}}$ is the system margin. System margin is the additional amount of noise the system can tolerate without exceeding the allowed symbol error rate (SER).

The capacity for the system is the sum of bits loaded onto each subcarrier. Within the VDSL frequency band, there are certain frequency bands reserved for amateur radio users [2], the so called HAM-bands. To comply with the regulations for usage of these bands, they can in practice not be used for transmission. Therefore, subcarriers that correspond to frequencies in the HAM-bands are not used. One subcarrier on each side of the HAM-bands also has to be reserved for further RFI-egress suppression [22].

Achievable bit rates have been calculated for different lengths of TP1 and TP2 wires [1], for a target SER of $10^{-7}$. The TP1 wire has a diameter of 0.4 mm and the TP2 wire has a diameter of 0.5 mm. Parameters used in the calculations are listed in Table II.

**A. VDSL Environment**

Fig. 7 shows achievable (8:1) asymmetrical bit rates versus wire length for the case with only self-FEXT and AWGN as background noise. Here, every ninth subcarrier is used in the upstream direction to get an (8:1) ratio between upstream and downstream bit rates. For wires shorter than 600 m, there is no big difference between the two types of wire, but for longer wires, the thicker TP2 wire gives higher bit rates. This is because self-FEXT is the dominant noise source for shorter wires and AWGN for longer wires and because the TP2 wire attenuates the signal less than the TP1 wire.

**B. Mix of VDSL and ADSL**

The achievable bit rates for the second case, where Zipper coexists with 25 ADSL users in the same binder group, are shown in Fig. 8. The crosstalk models and ADSL power spectral mask are specified by ANSI in [1]. To make Zipper compatible with ADSL, the lower subcarriers are assigned, as previously shown in Fig. 5. Fig. 8 also shows the results for a case where the subcarrier assignment is made in such a way that the two systems are not spectrally compatible (every ninth subcarrier is used in the upstream direction). We can see that there is a clear advantage in making VDSL spectrally compatible with ADSL. But even when we avoid NEXT from the ADSL systems, the performance is lower than in a clean VDSL environment. The transmit power spectral density (PSD) of the ADSL signal is 20 dB higher than for VDSL, so FEXT from ADSL will be much stronger than the self-FEXT from VDSL in the shared-frequency band.

**C. ETSI Noise Model**

ETSI has specified noise models for background noise to be used when simulating VDSL systems [2]. These noise models

---

$^2$An SNR gap of 9.8 dB [21] is used to achieve an SER of approximately $10^{-7}$. 

---
Fig. 9. Achievable (8:1) asymmetrical downstream bit rates, with ETSI background noise model “A,” 25 self-FEXT, and RFI-noise.

TABLE III

<table>
<thead>
<tr>
<th>Frequency (kHz)</th>
<th>Signal Power (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>711,801</td>
<td>−60</td>
</tr>
<tr>
<td>909,981,1458,6050,7330,9650</td>
<td>−40</td>
</tr>
</tbody>
</table>

include AWGN and a mix of crosstalk from other existing services such as ADSL, HDSL, ISDN, etc. In our calculations, we have used noise model “A.” Fig. 9 shows the performance for this case. Comparing this with Fig. 8, we see that the performance with the ETSI noise is not much different from the performance for the ADSL case. Correspondingly, the PSD of the ETSI noise model resembles the PSD of crosstalk from ADSL systems.

D. ETSI Noise Model Plus RFI

As a worst case scenario, we have added eight broadcast radio interferers to the ETSI noise model “A.” The eight RFI signals, specified by ETSI [2], are listed in Table III. The power levels at the central office are 10 dB lower than at the customer side. The RFI signals are generated by filtering white Gaussian noise with a third-order Butterworth filter with 2-kHz cutoff frequency. This signal is then double-sideband modulated giving a 4-kHz passband signal at the desired center frequency.

To suppress this RFI, we have used a nonrectangular time window (raised-cosine) [23] at the receiver. To preserve the orthogonality after the windowing, each DMT frame is extended cyclically by 70 extra samples. Fig. 9 shows the achievable bit rates for this case. The performance is just slightly lower than with only the ETSI background noise.

Traditional DMT, with a rectangular receiver window, is known to be sensitive to strong RFI since the energy is spread out over all DMT subcarriers [24]. Because we use a large number of subcarriers (e.g., 2048) with Zipper and a nonrectangular window in the receiver, the RFI is concentrated to just a few subcarriers. Fig. 10 shows the SNR with and without RFI. It should be noted that HAM-radio interferers can be much stronger than the broadcast interferers used in this case, but they can be almost completely cancelled with RFI-cancellation methods such as [25] and [26].

Table IV shows the maximum length the wires can have for certain bit rates (both symmetrical and asymmetrical) for all different noise scenarios.

V. SUMMARY

Briefly summarized, Zipper is a DMT-based duplex method for VDSL possessing three key design elements.

- Each subcarrier is used in either upstream or downstream direction.
- A cyclic suffix is added to compensate for propagation delay and to ensure orthogonality between upstream and downstream signals.
- Maintaining signal orthogonality also requires that all the transmitters are synchronized.

The Zipper duplex method offers several attractive features. Dynamic subcarrier allocation enables simple run-time
adaption of the bit rates. The possibility to make Zipper spectrally compatible with other frequency-divided systems such as ADSL facilitates the coexistence between VDSL and ADSL. The latency in Zipper depends mainly on the number of subcarriers and is not very large, less than 1 ms with 4096 subcarriers. This allows the use of a large number of subcarriers, which gives advantages in terms of higher duplex efficiency. 93% with 2048 subcarriers. A larger number of subcarriers also helps suppress RFI ingress and out-of-band emission, but will of course increase the computational complexity and require more memory.

A Zipper-based VDSL system is likely to require more complex hardware than systems based on other duplex methods. For example, compared to a time-divided DMT system, Zipper requires two FFT units, since transmission and reception take place simultaneously, and the dynamic range of the ADC may need to be larger. On the other hand, Zipper can easily manage without a time-domain equalizer as a sufficiently long cyclic prefix can be used without significant reduction in duplex efficiency.

With simulations, we showed that Zipper gives good bit-rate performance, even in coexistence with ADSL systems. The best performance is obtained in an environment with only VDSL systems that have a lower level of crosstalk. The simulations also showed that a Zipper system is quite robust against RFI.
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