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The first analysis to our knowledge of the optical data storage density of photon-echo storage is presented. Mainly considering signal-to-noise ratio performance, we calculate the obtainable storage density for data storage and processing using photon echoes to be approximately 100 times the theoretical limit for conventional optical data storage. This limit is similar to that theoretically calculated for data storage by use of persistent spectral hole burning. For storage times longer than the upper-state lifetime the highest densities can, however, be obtained only if all the excited atoms decay, or are transferred, to a different state than that from which they were originally excited. The analysis is restricted to samples with low optical density, and it also assumes that for every data sequence, writing is performed only once. It is therefore not directly applicable to accumulated photon echoes. A significant feature of photon-echo storage and processing is its speed; e.g., addressing 1 kbyte/(spatial point) permits terahertz read and write speeds for transitions with transition probabilities as low as 1000 s⁻¹.

1. Introduction

Time-domain optical data storage and processing by use of photon echoes have received increasing attention during recent years. A conceptual view of the technique is shown in Figure 1. A particularly attractive feature of time-domain and frequency-domain optical storage is the ability to store many bits of information in a diffraction-limited spot and thereby increase the data storage density. In frequency-domain optical storage (FDOS) a large number of bits are stored at each spatial location by a change in the frequency of the light for each bit, while in time-domain optical storage (TDOS) with photon echoes, the temporal Fourier transform of the input data sequence from a light source emitting at a fixed frequency is written into the inhomogeneous absorption profile. To store and to recall the input data faithfully, the Fourier transform of the input data sequence must therefore be narrower than the inhomogeneous linewidth. This requirement on the Fourier transform of the input data sequence sets an upper limit for the TDOS read-write data rate that essentially equals the inhomogeneous bandwidth of the transition. For FDOS the maximum data rate instead equals the inhomogeneous linewidth divided by the number of bits stored in each spot. The effect of this is that for a typical storage material the theoretical value for the maximum write–read rate of TDOS exceeds that of FDOS by 10²–10⁶ (compare, e.g., Ref. 9). There have been two in-depth analyses of the storage density that can be obtained with the FDOS approach and the material requirements necessary to obtain these densities. The material requirements and obtainable storage densities for TDOS may be different from those in FDOS, since the physical mechanism for storage is different for the two methods. Material requirements and theoretical limits for TDOS storage are therefore analyzed in this paper. Because of the high write–read rates for TDOS, some aspects of data processing with photon echoes are also considered. There are approaches to TDOS that are not covered in the present analysis, e.g., accumulated photon echoes, in which each data bit is written into the sample several times or hybrid techniques in which the spectral profile is divided into several sections. Addressing different sections is then done by scanning of the laser frequency, i.e., a FDOS approach, but within each section, data are addressed by use of photon echoes.

These alternative implementations of TDOS may be expected to be capable of higher storage densities, but on the other hand, they may be expected to have lower data rates. Photon echoes also have the unique property of retaining all phase information in the excitation pulses. This is an aspect of TDOS that still has not been investigated in much detail.
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Future data storage schemes not anticipated at this time may alter the capabilities of TDOS storage significantly. Implementations of TDOS not covered by the present analysis and the effect of these on the range of validity of the analysis are given in Table 1.\textsuperscript{14,15}

2. Model

The most important quantities used in the calculations below are summarized and defined in Table 2 as a handy reference for the reader as the calculations develop. The range of validity for several of the quantities is also given in Table 2.

A. Number of Photons per Data Bit

The analysis is primarily based on signal-to-noise-ratio (SNR) considerations. An expression for the number of photons in a stimulated photon echo is therefore needed. Such an expression is now derived based on the description by Abella \textit{et al.}\textsuperscript{16} The photon echo is emitted from an ensemble of excited atoms that together have a macroscopic dipole moment. The number of photons $S_e$ emitted from such a superradiant state during a time $t$ is approximately

$$ S_e = \frac{N_e^2 p(t)}{4}. \quad (1) $$

$N_e$ is the number of excited atoms, and $p(t)$ is the probability that any single atom will radiate during time $t$.\textsuperscript{16,17}

Consider a material doped with active centers of some concentration $n$, which has a transition with an inhomogeneous linewidth $1/(\pi T)$, where $T$ is the inhomogeneous relaxation time. Assuming the laser linewidth is Fourier limited, the number of centers in a sample of length $L$, excited by a laser pulse of cross-sectional area $A_e$, and duration $\tau$, is

$$ N_e = \alpha n A_e L \frac{T}{\tau}. \quad (2) $$

$T/\tau$ is the fraction of centers within the inhomogeneous linewidth excited by the pulse of duration $\tau$, and $\alpha$ depends on the pulse area of the excitation pulse ($\alpha \leq 1$). The probability that any single atom makes a transition by spontaneously emitting a photon during the time $\tau$ is $A \tau$, where $A$ is the transition probability. For optimum pulse area $\alpha = 1$ the number of photons emitted in a two-pulse photon echo ($S_{2-p}$) can then be written\textsuperscript{16} as

$$ S_{2-p} = \left( \frac{n}{2} \right) A_e L \frac{T^2}{\tau} \frac{3\lambda}{8L\sqrt{\epsilon}}. \quad (3) $$

The factor $3\lambda/(\Delta(8L\sqrt{\epsilon})$ arises when the photon-echo signal is integrated over all angles of propagation [assuming $A_e \ll 4\lambda L$ (Ref. 16, App. C)]. $\lambda$ is the transition wavelength, and $\sqrt{\epsilon}$ is the index of refraction at this wavelength.

We now wish to modify this expression such that it expresses the number of photons in a stored data bit that is recalled by a stimulated photon echo. The write and the data pulses perform the task of storing the Fourier transform of the data sequence as a frequency-dependent modulation of the upper- and lower-state populations within the inhomogeneous profile.\textsuperscript{9} When the upper-state population decays, there is a certain probability $\eta$ for each atom not to return to its original state. When the upper state has decayed, there is therefore a remaining frequency-dependent modulation in the lower state that essentially equals the modulation before the upper-state relaxation, multiplied with the factor $\eta$ ($\eta < 1$). The read pulse then transfers the lower-state atoms to the excited state, and a fraction $\eta$ of the excited atoms then forms the superradiant macroscopic state reradiating the previously stored data sequence. Because the number of excited atoms emitting the echo equals the number excited after the first two pulses multiplied by a factor $\eta$, the number of photons $S$ in the stimulated echo is

$$ S = S_{2-p} \eta^2 \sin^2 \theta_w \sin^2 \theta_d \sin^2 \theta_r. \quad (4) $$

$\theta$ represents the pulse areas of write, data, and read pulses (compare, e.g., Ref. 18). Our analysis primar-
Table 2. Definition of Variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of bits stored at each spatial location.</td>
<td>The analysis shows that the material parameters predominantly determining the obtainable storage capacity are $\eta$ and the product $N\tau$.</td>
</tr>
<tr>
<td>$A$</td>
<td>Einstein coefficient of the transition.</td>
<td>In the calculations, $A = 600$ nm.</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Duration of one data bit.</td>
<td>$A_x$ is the area in which the $N$ data bits are stored.</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Probability that an atom excited by a data pulse will store information.</td>
<td>It is assumed that conventional optical storage is capable of storing $1 \text{ bit}/\lambda^2$.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength of the excitation light.</td>
<td>For consistency with previous investigations$^{10,11}$ the length is chosen in terms of the Rayleigh length of the focused laser beam.</td>
</tr>
<tr>
<td>$k$</td>
<td>$A_x = (k\lambda)^2$.</td>
<td></td>
</tr>
<tr>
<td>$N/k^2$</td>
<td>Fractional increase in storage density in comparison with conventional optical storage.</td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>Length of storage volume ($L = 2A_x/\lambda$).</td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td>Number of photons in the detected signal ($S = 400$)</td>
<td>This value certifies that the required SNR is the same (20 dB) as in Refs. 10 and 11.</td>
</tr>
<tr>
<td>$n$</td>
<td>Density of centers that may store information.</td>
<td>Higher concentrations are assumed to lead to too large an interaction between the active centers. The present value is already a bit high for larger molecules, but when the active center is an atomic ion or a small molecule, this concentration is feasible.</td>
</tr>
<tr>
<td>$n_{\text{max}}$</td>
<td>Maximum density of centers for storing information ($n_{\text{max}} = 10^{26}/\text{m}^3$)</td>
<td>The reason for this upper limit is that the analysis is made assuming an optically thin sample. Higher absorption is expected to yield somewhat higher storage density. But the limit used here is expected to give results of the correct order of magnitude.</td>
</tr>
<tr>
<td>$n_{\text{al}}L$</td>
<td>The sample transmission is $\exp(-n_{\text{al}}L)$. The maximum value of $n_{\text{al}}L$ in this paper is $(n_{\text{al}}L)_{\text{max}} = 0.3$, which corresponds to 25% absorption.</td>
<td></td>
</tr>
<tr>
<td>$T_2$</td>
<td>Homogeneous dephasing time.</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Inhomogeneous dephasing time.</td>
<td>Chosen to be $10^4 \text{ W/cm}^2$ for crystalline materials submerged in superfluid liquid helium.$^{10}$</td>
</tr>
<tr>
<td>$I_{\text{th}}$</td>
<td>Maximum light intensity that can be applied without increasing the sample temperature.</td>
<td>Assumed to be zero when the equations are displayed in the figures.</td>
</tr>
<tr>
<td>$\eta_0$</td>
<td>Probability the reading process will destroy the stored information.</td>
<td></td>
</tr>
<tr>
<td>$m$</td>
<td>Number of times a stored bit of data is read.</td>
<td>In the calculations, $\xi = 0.75$.</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Detector quantum efficiency.</td>
<td>In the calculations, $\epsilon = 2.25$.</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Index of refraction squared.</td>
<td></td>
</tr>
</tbody>
</table>

ily explores the SNR limits of photon-echo storage and processing, as previously noted. To maximize the SNR, we assume henceforth that read and write pulse areas are chosen such that the number of signal photons is maximized; i.e., $\theta_w = \theta_r = \pi/2$. The pulse area for each individual data pulse $\theta_d$ is chosen such that

$$\theta_d = \pi/(2N) \quad (5)$$

$N$ is the number of bits addressed in each spatial point. This is the largest area that can be selected because a total data pulse area $\theta$ (whole data sequence) = $N\theta_d > \pi/2$ is expected to destroy the fidelity of the data reconstruction.$^{19}$

To limit the diameter of the focused read and write beam at the sample edges, we chose the sample length to be twice the Rayleigh length,

$$L = 2A_x/\lambda \quad (6)$$

Further, the area of the laser focal spot is rewritten as

$$A_x = (k\lambda)^2 \quad (7)$$

For $k = 1$, $A_x$ (approximately) corresponds to the smallest area to which a laser beam can be focused. From Eqs. (1)–(7) we can express the number of photons detected for each single data bit as

$$S = \frac{3\pi^2 \xi}{64} n^2 \kappa^6 \lambda^6 \pi^2 T^2 A \frac{T^2}{N^2} \tau \quad (8)$$
\( \xi \) is the detector quantum efficiency, and sin \( \theta_d \) is approximated by \( \pi/(2N) \).

B. Signal-to-Noise-Ratio Limit of High-Density Time-Domain Optical Storage

An interesting parameter from a data-storage-density point of view is \( N/k^2 \). This is an expression for the storage density when \( N \) bits are stored in each spatial point of area \( A \), by use of TDOS, which is divided by the maximum storage density theoretically obtainable with conventional optical storage at the same wavelength. Thus \( N/k^2 \) is the fractional increase in storage density obtainable with photon-echo storage instead of conventional optical storage. Equation (8) can then be rewritten as an upper limit of the fractional increase in storage density:

\[
\frac{N}{k^2} \leq \frac{\pi}{8} \left( \frac{3N^2}{\sin^2 \theta_d} \right) n k \lambda^2 \eta \left( \frac{A T}{S} \right)^{1/2}.
\]

Inequality (9) is used as a starting point for showing that any material capable of a fractional storage-density increase of \( N/k^2 \) with TDOS is constrained to a given region in a space spanned by the two parameters \( N \alpha T \) and \( \eta \). Other particularly relevant material parameters in inequality (9) are the density of active centers, \( n \), and the inhomogeneous relaxation time, \( T \). According to inequality (9), the higher the value of \( T \), the higher is the storage density that can be obtained. Thus to obtain as high a storage density as possible, \( T \) in inequality (9) is set equal to \( \tau \), which corresponds to utilization of the full inhomogeneous bandwidth of the storage material (if \( T > \tau \), the Fourier transform of the data sequence exceeds the inhomogeneous bandwidth of the transition, and the data sequence cannot be faithfully reproduced). For \( T = \tau \), inequality (9) can be rewritten as a lower limit on \( N \alpha T \) as a function of \( \eta \) for any given value on \( N/k^2 \), yielding

\[
N \alpha T > \frac{64 \sqrt{\pi} \xi}{3 \pi^2 \sin \theta_d} \left( \frac{N}{k^2} \right)^3 S.
\]

Alternatively, using\(^{20,21}\)

\[
T = 4 \left( \frac{\pi}{\ln 2} \right)^{1/2} \frac{1}{\lambda^2 A} \frac{\sigma}{\alpha},
\]

where \( \sigma \) is the absorption cross section for the transition and \( \lambda = L/(2k^2) \) from Eqs. (6) and (7), we can rewrite inequality (9) as

\[
\frac{N}{k^2} \leq \frac{3 N \xi}{16 \ln 2 \left( \sin \theta_d \right)^2} \left( \frac{n \sigma L}{k^2 \sqrt{S}} \right) \left( \frac{N \alpha T}{S} \right)^{1/2}.
\]

Inequality (12) can now be used to give an upper limit on \( N \alpha T \) versus \( \eta \) for any given value of \( N/k^2 \):

\[
N \alpha T < \frac{3 \pi^2 \xi}{16 \ln 2 \left( \sin \theta_d \right)^2} \left( \frac{n \sigma L}{S} \right)^2 \left( \frac{N/k^2}{S} \right).
\]
TDOS consequently should be capable of ~30 Gbits/cm².

C. Data Readout Process

So far we have not taken into account the fact that the reading process would generally tend to destroy the stored information. As an example, the case of rare-earth-ion-doped inorganic crystals is considered. The result and conclusions, however, should be applicable to most potential storage materials. For the rare-earth-ion-doped crystals primarily investigated to date for TDOS, data have been stored as a modulation of the population in the ground-state hyperfine levels. In these crystals, information may be destroyed both when the ground-state atoms are excited by the read pulse and when the ions excited by the read-pulse decay after emission of the stored data sequence. Information is stored in relaxation processes that reorient the rare-earth-ion nuclear spin with respect to the local field gradient at the ion site. The probability of reorienting the nuclear spin at direct optical excitation or de-excitation may be small; let us denote this probability \( \eta_0 \). Most of the excited ions will, however, decay through cascade processes involving several states. In this decay there is a probability for re-orienting the nuclear spin in each of the steps in the cascade process. The total probability for changing the spin orientation during the decay process is then basically obtained by addition of the probabilities in all the individual steps. This total probability is the earlier-mentioned branching ratio \( \eta \) which is generally larger than \( \eta_0 \). The read pulse consequently destroys the population modulation with a probability \( \eta_0 \), and the relaxation process afterwards does the same with the probability \( \eta \). Thus based on the above discussion, Eq. (8), which expresses the number of photons in a recalled data bit, can be rewritten to incorporate the effect of destructive reading. With replacement of \( \eta^2 \) by \( \eta^2(1 - \eta)^{2n-1}(1 - \eta_0)^{2m} \) the number of photons contributing to the signal for read number \( m \) is

\[
S = \frac{3\eta^2}{64} \frac{\xi}{\sqrt{\varepsilon}} \frac{n k^2 \lambda^6 \eta^2 T^2 A}{N^2 \tau} (1 - \eta_0)^{2m}(1 - \eta)^{2(m-1)}.
\]

(14)

Although the discussion above concerns rare-earth-ion-doped inorganic crystals specifically, the modification of Eq. (8) for including many reads in Eq. (14) should be more or less applicable to most potential storage systems. For many systems, \( \eta_0 \) is zero since the state at which the information-storing relaxation process (branching) occurs cannot be excited by the read pulses. \( \eta_0 \) can be expected to be small in many other systems also, and it is henceforth neglected. With replacement of \( \eta^2 \) in inequalities (10) and (13) by \( \eta^2(1 - \eta)^{2n-1} \) the permissible area for TDOS materials can also be plotted with the number of reads \( m \) as a parameter. In Fig. 3 the permissible area for TDOS storage with destructive reading is shown. The storage density is chosen to be equal to the theoretical limit of conventional optical storage. Data are assumed to be read 1, 5, and 25 times. For 50 consecutive destructive read pulses there is no permissible area. Further, for a storage density of ten times the conventional limit, only five consecutive destructive reads are possible before the permissible area shrinks to zero. These results clearly show that destructive reading is more or less impossible for a high-performance TDOS storage system. The equations and graphs in the remaining part of the paper are therefore valid either for so-called photon-gated storage or for data-processing-type applications, which are assumed to be performed before the ions in the upper state have decayed. In photon-gated TDOS an extra laser pulse, normally at a wavelength different from that of the write, data, and read pulses, is applied after the write and data pulses (but before the read pulse). This pulse transfers the upper-state atoms to some reservoir state, thereby yielding a branching ratio \( \eta \) of, in the optimum case, unity. (Photon-gated storage has not been experimentally demonstrated for TDOS but the scheme suggested above should be a straightforward extension of photon-gated storage in FDOS). In the reading process the atoms transferred to the reservoir state then cannot be excited to the upper state, as a wavelength different from that of the read pulse would be needed. The branching ratio with no gating pulse should be very small, preferably zero. The stored information then cannot be destroyed in the reading process. For such a case, Eq. (8) is still valid, and the material parameter space is again given by Fig. 2. Instead of Fig. 3, in which \( \eta \) now is the efficiency of the photon-gating process. For processing-type applications, all the atoms that are in the upper state after the data pulse sequence participate in the storage and

![Fig. 3. Permitted material parameter space for time-domain optical storage with destructive reading. The storage density equals the theoretical limit for conventional optical storage. The numbers of consecutive readings are 1, 5, and 25 (solid, long-dashed, and short-dashed curves, respectively). The permitted area decreases as the number of reads increase. \( \eta \) and N\( \tau \) are the same as in Fig. 2.](image-url)
processing operations. This corresponds to the case \( \eta = 1 \) in Fig. 2 and is consequently particularly favorable.

D. Thermal Restrictions on Time-Domain Optical Storage

In the derivation of inequalities (10) and (13) it was assumed that the electromagnetic field of each single data pulse \( E_d \) was sufficient to rotate the Bloch vector of the system an angle \( \pi/(2N) \) [Eq. (5)]. (Any smaller value for the pulse area of the data pulses would decrease the permissible area in Figs. 2 and 3.) It is reasonable to demand that the data pulse intensity \( I \) necessary for obtaining this pulse area should be less than \( I_{th} \), where \( I_{th} \) is the maximum intensity for which the laser-pulse-generated thermal energy that is dissipated in the sample can be removed by cooling without an increase in the sample temperature. Based on the arguments above, the following equations are obtained:

\[
\frac{dE_d}{\hbar} = \frac{\pi}{2N} \quad (15)
\]

\( (\hbar = \hbar/2\pi, \) where \( \hbar \) is Planck’s constant) and

\[
I < I_{th}. \quad (16)
\]

\( d \) is the transition dipole moment, i.e.,

\[
d^2 = \frac{3\varepsilon_0 h \lambda^3}{16\pi^3} A. \quad (17)
\]

Combined with

\[
I = \frac{1}{2}c\varepsilon_0 E_d^2 \quad (18)
\]

(where \( \varepsilon_0 \) is the dielectric constant of vacuum and \( c \) is the speed of light), Eqs. (15) and (17) and inequality (16) yield

\[
N\eta > \frac{\pi}{6} \frac{1/2 \hbar c^{1/2} h^{1/2}}{\lambda^3} \left( \frac{A}{I_{th}} \right)^{1/2} \quad (19)
\]

Below the limit for the value of \( N\eta \) given in inequality (19), it is no longer possible to cool the sample when data are continuously written and read from the sample. There has not been much discussion on how to choose \( I_{th} \) in this type of application. A typical value in optical computing is 100 W/cm\(^2\) (Ref. 24). In the discussion section in Ref. 10 an intensity corresponding to \( 10^4 \) W/cm\(^2\) is suggested for FDOS materials submerged in liquid helium at temperatures below the lambda point. Inequalities (10), (13), and (19) constitute a quite general restriction for TDOS materials. Inequality (19) is plotted in Fig. 4 for \( I_{th} \) equals 100 W/cm\(^2\) and 10\(^4\) W/cm\(^2\).

3. Material-Dependent Restrictions on Time-Domain Optical Storage

So far, the graphs in this paper have been valued for stimulated photon echoes assuming storage material. As soon as one settles for a specific storage material the restrictions can be made more specific and new restrictions can also be defined. This is discussed below.

A. Signal-to-Noise Ratio

Inequality (9) was analyzed by use of optimized material parameters. More generally, inequality (9) can be rewritten as an upper constraint on \( \tau \):

\[
\tau < \frac{3\pi^2 \xi}{64} \frac{\nu e^{n_{max}}}{\eta^2} \frac{T^2}{S} \frac{AN}{(N/k^2)^{1/2}}. \quad (20)
\]

If \( A \) is so small that \( n_{max}\eta L < 0.3 \), then inequality (20) is a more restrictive condition on \( \tau \) than

\[
\tau < \frac{27\pi^2 \xi}{1600} \frac{\nu e^{n_{max}}}{\eta^2} \frac{1}{1} \frac{1}{1} \frac{1}{S N A (N/k^2)}, \quad (21)
\]

which is inequality (13) rewritten with \( \eta L = 0.3 \).

B. Relaxation

A lower limit on \( \tau \) is, of course,

\[
\tau > T. \quad (22)
\]

This ascertains that the information can be stored within the inhomogeneous bandwidth. An additional higher limit is

\[
\tau < \frac{T_2}{2N}. \quad (23)
\]

This limit ascertains that the \( N \) bits are written in a time less than the homogeneous dephasing time of the transition, \( T_2 \). Inequalities (19)–(23) determine the possible bit rate as a function of the number of bits stored in each single point (assuming nondestructive reading), and the storage density may be used as a parameter in inequalities (20) and (21).
better than the conventional limit. The thick horizontal line, independent of the number of bits addressed in a single point, represents inequality (22). An additional lower limit on $\tau$ is the thermal limit, inequality (19), which is the thick dashed line. The upper limits are inequality (23) (thick solid line) and the SNR limits, inequalities (20) and (21), for $N/k^2$ equal to 1, 10, and 100, which are represented by dotted, dashed, and thin solid lines, respectively.

4. Analysis of Results

The key result of the paper is presented in Fig. 2. Several things can be inferred from this figure. It shows that the highest storage density obtainable with photon-echo storage is approximately 100 times the theoretical storage density for conventional optical storage. It also shows that a high branching ratio for the writing process is necessary to achieve high storage densities. The maximum fractional increase in storage density compared with conventional optical storage $N/k^2$ is given in Table 3 for different branching ratios $\eta$. As another example of how Fig. 2 can give information on the material parameter requirements, assume that a readout time of 1 ns/bit is desired at a storage density of 100 times the conventional limit. As the branching ratio must be close to unity, it would be necessary to use a transition at which photon gating could be performed with an efficiency close to unity. (This would be the case unless the information should be read only one time and unless this would occur before the upper-state relaxation. In such a case there are no constraints on the branching ratio.) Next, assume that at this storage density $N/k^2 = 100$, we wish to address 1 kbit at each spatial point, with $N \approx 1000$. Because $N\eta\tau$ from Fig. 2 must equal $10^{-6}$, the transition probability must equal $10^{-5}$ for a bit rate of 1 GHz. For a given number of bits per point and a given storage density, the rate increases proportionally with the transition probability. This is also illustrated in Table 4. There, data rate $1/\tau$ versus transition probability $A$ is shown, assuming a storage density of 10 times the conventional limit, 1000 bits/point, and 10% writing efficiency. Notably also, low transition probabilities give quite high rates. As $N\eta\tau$ from Fig. 2 must be a little less than $10^{-6}$ for the above values of $N/k^2$ and $\eta$, the thermal limit $I_{th} = 10^4$ W/cm$^2$ in Fig. 4 yields a maximum value for the transition probability of $\approx 10/s$. Still another example is given in Table 5. Here the transition probability is chosen to be $1000$ s$^{-1}$, and the data rate is given versus the number of bits per point, assuming $\eta$.

### Table 3. Maximum Storage Density $(N/k^2)$ Versus Writing Efficiency $(\eta)$

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$N/k^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.008</td>
<td>1</td>
</tr>
<tr>
<td>0.08</td>
<td>10</td>
</tr>
<tr>
<td>0.8</td>
<td>100</td>
</tr>
</tbody>
</table>

*Fractional improvement in storage density in comparison with conventional optical storage.*

**Fig. 5.** Permitted values for the data bit duration versus the number of bits per point for optical processing with the $^3H_4-^1D_2$ transition in Pr:YAlO$_3$. Thick solid lines represent the following: the lower limit on bit duration ($\tau$), set by the inhomogeneous bandwidth, and the upper limit on bit duration times the number of bits per point ($\tau N$), set by the homogeneous bandwidth. The thick dashed line is the thermal limit, giving a lowest value of $\tau N$. The three pairs of thin lines, the dotted, dashed, and solid ones, are SNR limits for storage densities $(N/k^2)$ equal to 1, 10, and 100 times the theoretical limit for conventional optical storage, respectively. The SNR restrictions result in an upper limit on the bit duration. The permissible areas in $(N, \tau)$ space for the above three storage densities are shown as diagonally striped, cross-rulled, and filled-in areas, respectively.

C. Specific Example: $^3H_4-^1D_2$ Transition in Pr:YAlO$_3$

Specific values of several material parameters are necessary for a graphical display of the equations derived in Section 3. The $^3H_4-^1D_2$ transition in Pr:YAlO$_3$ is chosen to illustrate the calculations because the material parameters for this transition are relatively well known. Inequalities (19)-(23) are plotted in Fig. 5. The numerical values for the material parameters for the Pr:YAlO$_3$ $^3H_4-^1D_2$ transition are taken from Table 2 in Ref. 25 and they are as follows: transition probability, $A = 20$ s$^{-1}$; inhomogeneous relaxation time, $T = 60$ ps; homogeneous relaxation time, $T_2 = 35$ $\mu$s. The branching ratio $\eta$ is calculated to be 6% from the theoretical estimates in Ref. 22. Since there currently appears to be no nondestructive reading process for this Pr transition, we chose to consider the data processing case $\eta = 1$ in Fig. 5. The relation between the different material parameters and the storage performance can still be discussed with no loss of generality. $I_{th}$ in Eq. (19) was chosen to be $10^4$ W/cm$^2$. The dark area is the permissible parameter space for storage densities greater than 100 times the conventional limit, the cross-ruled area is valid for densities that are more than ten times the limit, and the striped area is the permissible parameter space for a storage density better than the conventional limit. The thick horizontal line, independent of the number of bits addressed in a single point, represents inequality (22). An additional lower limit on $\tau$ is the thermal limit, inequality (19), which is the thick dashed line. The upper limits are inequality (23) (thick solid line) and the SNR limits, inequalities (20) and (21), for $N/k^2$ equal to 1, 10, and 100, which are represented by dotted, dashed, and thin solid lines, respectively.
unity writing efficiency and a 100-times fractional increase in storage density in comparison with conventional optical storage. As can be seen, the data rates can be very high, higher than terahertz levels, but it is also clear that this requires a material in which a truly large number of bits may be addressed in a single point.

From Fig. 3 it can essentially be concluded that, if the stored information should be read several times, nondestructive reading is a necessary condition for high-density TDOS storage. Figure 4 shows how thermal considerations affect the permissible material parameter space and complements Fig. 2 by restricting the values of $N\Delta \tau$ as a function of $A$. It can be seen also that the weaker restriction on the permissible intensity in Fig. 4, $I_{th} = 10^4$ W/cm$^2$, reduces the permissible area in Fig. 2 to the upper half of the figure, unless strongly forbidden transitions, with $A < 0.1$ s$^{-1}$, are used. As an example of the information provided in Fig. 4, assume that writing can be performed by use of photon gating with an efficiency (branching ratio) of 10% and that writing can be performed by use of photon gating with an efficiency (branching ratio) of 10% and that writing efficiency is 0.1 (i.e., $N/k^2 = 10$, $N = 1000$, and $\eta = 0.1$).

### Table 4. Data Rate versus Transition Probability

<table>
<thead>
<tr>
<th>Transition Probability $A$ ($s^{-1}$)</th>
<th>Data Rate $1/\tau$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>10</td>
<td>10000</td>
</tr>
</tbody>
</table>

*Thermal limit prevents higher transition probability $A$ when $N\Delta \tau = 10^{-8}$ (see Fig. 4). We assume that storage density is 10 times the conventional limit, that there are 1000 bits/point, and that writing efficiency is 0.1 (i.e., $N/k^2 = 10$, $N = 1000$, and $\eta = 0.1$).

From Fig. 5 it can be seen that a larger number of bits per point requires shorter bit duration to maintain the SNR. Equation (15) shows that the required laser field is unchanged by changes in $N$ or $\tau$ as long as the product $N\tau$ is kept constant, because a larger number of bits per point means a larger area is required (at fixed storage density), the laser power for maintaining this electric field increases. The maximum requirement on the laser power is most easily calculated by multiplication of $I_{th}$ by the storage area, which is calculated from the storage density and the number of bits per point. For example, $I_{th} = 10$ kW/cm$^2$, $N/k^2 = 10$, and 1000 bits/point yield a laser power of 5 mW at $\lambda = 700$ nm. The lower limit on the bit duration in Fig. 5 is set by the inhomogeneous relaxation time. For high storage densities the upper limit is set by the SNR from inequalities (20) and (21). For a storage density 100 times the conventional limit the SNR can be sufficient only if a large number of bits (several thousand) are stored in each point and if the reading speed is $\sim 10$ GHz.

It is of special interest to find large permissible areas in $(N, \tau)$ space as possible for any specified storage density. As an aid for understanding how the permissible area is affected by the relevant material parameters, inequalities (19)–(23) are again plotted in Fig. 6 for a storage density of 10 times the conventional limit $(N/k^2 = 10)$. The permissible area is the diagonally striped region. It is indicated how the different borders move as transition probability $A$, inhomogeneous dephasing time $T$, and homogeneous dephasing time $T_2$ changes. To understand

### Table 5. Data Rate versus Bits per Point

<table>
<thead>
<tr>
<th>Number of Bits per Point $N$</th>
<th>Data Rate $1/\tau$ (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
</tr>
<tr>
<td>10000</td>
<td>1000</td>
</tr>
<tr>
<td>100000</td>
<td>10000</td>
</tr>
</tbody>
</table>

*We assume that storage density is 100 times the conventional limit, that there is unity writing efficiency, and that the transition probability is 1000/s (i.e., $N/k^2 = 100$, $\eta = 1$, and $A = 1000$ s$^{-1}$).
probability by a factor of 4 therefore moves the transition probability. Increasing the transition probability by a factor of 4 and the SNR limit with positive slope [inequality (20)] to move a factor of 4 upward. To increase the bit rate, we must decrease the inhomogeneous dephasing time $T$. As can be seen from the permissible area, this also increases the number of bits that can be stored per spatial location. Decreasing the inhomogeneous phasing time, however, also rapidly lowers the SNR limit with the positive slope [inequality (20)]. It is clear from the figure that there is no general way to increase the permissible area infinitely, but by appropriate selection of transition probability and dephasing times the permissible area can generally be moved to any desired location in the diagram of bit duration versus bits per point.

5. Discussion

Our analysis is valid only for optically thin samples. Optically thick samples have the disadvantage of larger absorption, but the optimum performance of FDOS has been obtained at optical densities larger than 0.3, which we considered to be upper limit for the validity of our analysis. The case of high optical density is more complicated in TDOS than in FDOS because pulse propagation effects such as self-induced transparency strongly affect the physical description of photon echoes. Previous investigations of photon echoes in optically dense media (e.g., Refs. 26 and 27) imply that TDOS could perform better in more dense samples; however, from the analyses in Refs. 26 and 27 there is no indication that the improvement would be more than an order of magnitude. Therefore the limits calculated in this paper may be expected to be at least approximately valid for optically dense samples also.

It is at first sight surprising that SNR considerations, starting from only one expression [inequality (9)] can give both upper and lower limits on the material parameter space. For example, one could expect the SNR to always increase with increasing transition probability. The reason that the increase in SNR versus transition probability $A$ is changed to a decrease for sufficiently large values of $A$ is that the sample begins to absorb too large a fraction of the radiation (including the signal). If the goal were optimization of the volume storage density and not of the area storage density, too large an absorption with increased transition probability could be compensated for just by a decrease in the sample length. However, in this paper (as in similar investigations on FDOS$^{10,11}$) the area storage density is optimized, and as the length (again as in previous studies$^{10,11}$) is chosen in terms of the Rayleigh length, it is tied to the storage area and thus cannot be changed independently. Similarly it can be surprising that the SNR limits in Fig. 5 demand short bit duration for high storage densities. Intuitively one would expect the SNR to increase with bit duration. The reason that this is not the case can be seen in Eq. (2). The pulses are assumed to be Fourier limited, and since it is implicitly assumed in the model that the laser intensity is increased such that the pulse area is unchanged when the pulse is shortened, the number of atoms that are affected by the excitation pulse is inversely proportional to the bit duration. Consequently, shortening the pulse effectively means increasing the number of excited centers.

It is clear from Subsection 2.C that multiple reads with destructive reading are basically impossible for TDOS. Further, for high storage densities to be obtained, the branching ratio during writing of the information must be high, $>10\%$. In Ref. 11 it is pointed out that the branching ratios for FDOS materials so far have always been smaller than 1%. In the few TDOS materials tested so far, it can often be higher, e.g., the branching ratio for Pr:YAlO$_3$ ($^{3}H_{4}$-$^{1}D_{2}$ transition) is calculated to be 6% from the theoretical estimates in Ref. 22. Nevertheless, our results imply that unless accumulated photon echoes are employed, highly efficient photon gating is necessary in TDOS. As few materials have been investigated for TDOS, the abundance of materials with appropriate photon-gating efficiency is unknown. Finding such materials is therefore an interesting task for the future. There is certainly a large number of various types of TDOS measurements in which the restrictions derived must be adjusted. Specifically, several cases of slow writing processes, often of the order of several seconds, but with high readout rates (faster than terahertz levels for some cases) and excellent SNR’s, have been demonstrated.$^{3-6}$ Our analysis assumes that both the writing and the reading processes have duration’s shorter than the homogeneous relaxation time (while the storage time, of course, may be arbitrary). The analysis here is therefore more relevant for the approach in, e.g., Refs. 2, 7, 18, 28, and 29.

6. Summary

The first in-depth analysis to our knowledge of the potential performance of photon-echo storage has been presented, and some aspects on photon-echo data processing have also been considered. Quantitative predictions of speed and storage density have been derived from a signal-to-noise-ratio analysis based on the number of photons in the photon-echo data output signal. The influences of different material parameters (e.g., transition probability, dephasing times, and branching ratios in the excited-state decay process) on the storage density, the number of bits per point, and the reading and writing speed, have been assessed. For any specified data storage or processing requirements the analysis should also
be helpful for understanding which material parameters to pay attention to and what their optimum values would be in order to fulfill the required performance.
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Note added in proof: It has recently been theoretically analyzed\textsuperscript{30} and experimentally shown\textsuperscript{31} that so-called coherent saturation can be removed by biphase coding the data sequence. The effect of this is that the condition in Eq. (5), $\theta_d = \pi/(2N)$, can be relaxed, and $\theta_d$ may approach the limit $\theta_d = \pi/[2(N)]$, which may increase the theoretical storage density significantly, more than an order of magnitude, for large $N$.
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