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Abstract

This licentiate thesis, containing two papers, is in the field of biomedical signal processing with
main focus on signal processing of the ECG in patients with atrial fibrillation (AF). The two papers
deal with different aspects of characterization of the f waves during atrial fibrillation. In the fist
paper several measures designed to extract features of the f waves are evaluated with respect to
their ability to predict spontaneous termination of paroxysmal AF. The fibrillation frequency, the
variance of the fibrillation frequency, and the harmonic pattern of the f waves was found to differ
significantly between terminating and non-terminating AF. In an independent test set, 90% of the
signals were correctly classified using these measures. In the second paper, a method for improving
robustness to noise when tracking the fibrillation frequency is presented. The method, which is based
on an hidden Markov model (HMM), is evaluated using simulated AF mixed with different types
of real noise obtained from ECG. The results show that the use of a HMM improves performance
considerably by reducing the RMS error associated with frequency tracking: at 4 dB signal-to-noise
ratio the RMS error drops from 0.2 Hz to 0.04 Hz.
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Preface
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3. F. Nilsson, M. Stridh, and L. S6rnmo, “Comparison of spectral properties in atrial signals
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5. F. Sandberg, M. Stridh, and L. S6rnmo, “Frequency tracking of Atrial Fibrillation using Hid-
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Introduction

1 Atrial Fibrillation

1.1 Anatomy of the Heart

The heart consists of a left and a right part, each incorporating two chambers; the atrium and the
ventricle. The two sides are divided by a muscular wall, called the septum. Four different valves
control the direction of the blood flow; the atrioventricular valves between the atria and the ven-
tricles, and the pulmonary and aortic valves between the ventricles and the arteries. The wall of
the heart, called myocardium, is mainly composed of muscle cells which exercise mechanical force
during contraction. The mechanical force of the muscle cells is triggered by electrical impulses; a
conduction system of specialized cells in the myocardium spreads the electrical impulse throughout
the heart. Figure [I]shows the anatomy of the heart.
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Figure 1: Anatomy of the heart [1].

During one cardiac cycle a sequence of mechanical events occur, starting when blood in the
right atrium is forced into the right ventricle by contraction of the atria. The blood in the right atria
has been collected from all veins in the body, except for the veins from the lungs. When the right
ventricle is filled with blood, it contracts and forces the blood into the pulmonary artery, to the lungs
where it is oxygenated. The oxygenated blood passes trough the pulmonary veins to the left atrium,
which, once it is filled, contracts and forces the blood to the left ventricle. When the left ventricle
contracts, the blood flows to all arterial vessels in the body, except for the lungs, into the venous
system and back to the right atrium again.

The cardiac cycle consists of two phases; activation (contraction) and recovery (relaxation)
which in electrical terms are referred to as depolarization and repolarization, respectively. Depo-
larization is a rapid change of the membrane potential of a cell, spreading to neighboring cells so
that the electrical impulse propagates. After depolarization, the cell immediately starts its repolar-
ization to return to its resting state. During this period of time, called refractory period, the cell
cannot depolarize.

In the normal heart, the cardiac cycle is initiated by an electrical impulse originating from the
sinoatrial (SA) node, the natural pacemaker of the heart situated in the right atrium. The electrical
impulse propagates through the right and left atria to the atrioventricular (AV) node, where it is
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collected and delayed before it continues to the bundle of His, being the only electrical connection
between the AV node and the ventricles. The ventricular conduction system consists of the rapidly
conducting left and right bundle branches and the Purkinje network. The rate of electrical impulses
which causes the heart to beat is determined by the autonomic nervous system.

1.2 The Heart during Atrial Fibrillation

Atrial fibrillation (AF) is the most common sustained cardiac arrhythmia. It is labeled atrial tachy-
arrhythmia, which means that the atria beats abnormally fast. The prevalence of AF increases with
age, being less than 1% for people under 60 years of age, but more than 6% for those over 80
years [2]. AF may be sustained or paroxysmal, i.e., occasional episodes of fibrillation interrupt nor-
mal sinus thythm. Sustained AF can be further divided into persistent AF, which may be terminated
using certain treatment, and permanent AF.

In AF, the electrical impulse originates from different areas in the atria. This causes the atria to
quiver rather than to contract, which results in insufficient heart function. The exact mechanisms of
AF remains uncertain. The different theories involve two main processes: rapidly depolarizing foci,
and reentry circuits. The rapidly depolarizing foci are usually located in the superior pulmonary
veins, but can also occur in the right atria, or (more rarely) in superior vena cava or coronary sinus.
The electrical impulses do not follow the normal conduction path, but instead they form electri-
cal reentry loops in the atria. During AF, the refractory period of the conduction cells is usually
shortened, and activation of the atrial conduction cells often occur immediately after the refractory
period [3].

Of all electrical impulses coming from the atria during AF, only a limited number of signals
actually reach the ventricles, since the AV node prevents the heart from racing. Still, the heart rate
during AF is abnormally high. While AF is not generally considered life-threatening, there is a
possibility of blood clots forming in the atria which leads to increased risk of stroke. One of every 6
strokes occur in patients with AF [2].

1.3 Diagnosis and Treatment

Atrial fibrillation is generally diagnosed from the surface ECG to confirm its presence. The medical
history of the patient is also considered. In some patients transesophageal echocardiography is used
in which ultrasound is employed to image heart anatomy and function. Invasive electrograms are
normally only recorded if the patient is undergoing catheter ablation.

In recent onset episodes of AF, i.e., less than 48 hours, spontaneous termination is common.
After 3 hours, 20% of the patients had converted to sinus rhythm, after 20 hours 60% had converted,
and after 48 hours 80% had converted [4].

In paroxysmal AF, the treatment consists of suppression of paroxysms, heart rate control during
AF, and long-term maintenance of sinus rhythm. Paroxysms may be suppressed using various drugs,
e.g., flecanide and sotalol, which also help to maintain sinus rhythm. A serious side effect of these
drugs is that they may induce other cardiac arrhythmias. The heart rate may be controlled using beta
blockers [5].

Cardioversion denotes restoration of sinus rhythm in patients with persistent atrial fibrillation
and can be achieved by means of electrical shock (electrical cardioversion) or drugs (pharmacolog-
ical cardioversion). In more than 90% of recent onset AF, electrical cardioversion terminates AF.
Electrical shocks are usually delivered noninvasively, but may also be delivered invasively. A wide
range of drugs are used for pharmacological cardioversion, with varying efficacies. For recent onset
AF, the success rate is about 50% 1.5 hour after drug administration. Pharmacological cardiover-
sion is ineffective for AF longer than 7 days [4]. AF recurrence is common after cardioversion, and
antiarrhythmic drugs are often needed for maintenance of sinus rhythm.
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In permanent AF, the treatment consists of heart rate control and anticoagulants to prevent clots
from forming in the atria. When using anticoagulation drugs, such as warfarin, dosage management
is essential to obtain the right anticoagulation intensity. Computer programs for monitoring anti-
coagulation can be used by the patient for self-testing and self-management of the anticoagulation
therapy [6].

There are certain surgical procedures that may cure atrial fibrillation. In catheter ablation, energy
is applied to burn the electrical paths so that the atria are segmented. Several different ablation
techniques and a variety of energy sources may be used. One technique is to isolate the rapidly
depolarizing foci. Since the foci are usually located in the pulmonary vein, isolation of this part
is the most common focal ablation technique. Another idea is to obstruct the reentry path of the
electrical impulses, thus forcing the electrical impulse into the correct path. The Maze operation
is an open chest surgical procedure which segments the atria so that electrical reentry loops are no
longer possible [7].

Atrial pacing has been used as a method of preventing and terminating atrial fibrillation [8, 9].
Implantable defibrillators provide the possibility for early and repeated cardioversion, which may
prevent electrophysical remodeling of the heart [7]. A serious side effect of atrial pacing is that
ventricular arrhythmia may be induced; this is one reason atrial pacing is no longer in use.

1.4 Challenges in Atrial Fibrillation

Today, there is no clinical test available that can predict the natural history of AF and the outcome
of treatment. Since an ECG is recorded from practically all AF patients, it is desirable to classify
AF from the ECG signal, to help physicians in deciding which treatment is appropriate for a specific
patient. The characteristics of the ECG signal during AF varies not only between different patients,
but also in the same patient over time. One important challenge is to track such changes in long term
ECG recordings which usually are recorded during ambulatory conditions. Hence, the development
of robust signal processing methods is essential.

2 Signal Processing in Atrial Fibrillation

2.1 ECG signal

The ECG is recorded by a number of electrodes attached to the body surface. The standard 12-lead
ECG is acquired using ten electrodes, of which three are located on the wrists and ankle joints,
and the remaining six are located on the chest. When recording the ECG continuously over longer
periods of time, only three electrodes are often used.

During normal sinus rhythm, each heartbeat in the ECG signal consists of a P wave, a QRS
complex and a T wave. The P wave corresponds to atrial activation, the QRS complex to activation
of the ventricles, and the T wave to ventricular recovery, see Fig. [2| [10]. Two examples of ECG
signals, recorded during normal sinus rhythm, are given in Figs. [3[a)—(b).

In atrial fibrillation, the P wave is replaced by an undulating baseline, where the waves are
referred to as f waves. Two different examples of ECG signals during atrial fibrillation are given
in Figs. [3[c)—(d). In atrial flutter, which is a closely related atrial tachyarrhythmia, the P waves are
replaced by F waves which are slower and more regular than f waves during atrial fibrillation. An
example of an ECG signal during atrial flutter is displayed in Fig. 3e).
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Figure 2: Different parts of the ECG signal during normal sinus rhythm.

2.2 Preprocessing

Baseline wander is a common artifact in the ECG signal, caused by varying electrode impedance
during the recording due to, e.g., perspiration. Several techniques for removing this artifact has
been presented, including time-invariant and time-varying linear filtering and polynomial fitting.
Removing 50/60 Hz powerline interference, which is another common artifact in ECG signals, may
be done using bandpass filtering since the spectral content of atrial activity typically is below 25 Hz.
To obtain the ventricular rate, the QRS complexes need to be detected. This is usually done through a
three-step process, consisting of linear filtering to suppress other parts of the ECG signal, a nonlinear
transformation to enhance the QRS complex, and finally a decision rule to decide whether a QRS
complex is present or not [1]. The QRS complexes are also classified according to their morphology,
in order to determine which beats are ectopic.

2.3 RRintervals

The ventricular activity during AF can be studied through the RR intervals, i.e., the distance between
two consecutive QRS complexes. The interval tachogram, defined as

dit<k):tk_tk717 k:17"‘7M7 (l)

where t;, defines the time of the k:th beat, contains the series of RR intervals. The variation of the
RR intervals is commonly referred to as heart rate variability (HRV), and can be studied through a
variety of measures.

During normal sinus rhythm, the ventricular rate is determined by the sinus node and, hence,
by the autonomic nervous system. During AF, the ventricular rate does not only reflect autonomic
modulation of the sinus node, but AV nodal refractoriness as well as the degree of concealed con-
duction. Therefore, the ventricular rate during AF is irregular, and the spectral content of the interval
tachogram resembles that of white noise. Hence, HRV is almost always applied to evaluate auto-
nomic modulation of the sinus rhythm before AF onset and after cardioversion [11].

A straightforward way to quantify HRV is to calculate the standard deviation of the RR intervals.
An important consideration is then the number of intervals to include in the calculation, which
determines if the measure reflects long term or short term HRV.
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Figure 3: Different examples of ECG signals during (a)-(b) normal sinus rhythm,
(c)—(d) atrial fibrillation, and (e) atrial flutter.

Spectral analysis is a popular approach to analyze HRV. Since the interval tachogram signal
is indexed by interval number, k, power spectral analysis is not expressed in “cycles per second”
(Hertz), but in “cycles per interval”. If the interval function, d; f(tk), defined as the RR intervals
function of their occurrence times, is instead used the spectral estimate can be expressed in Hertz.
However, since the intervals are irregularly sampled, interpolation and resampling have to be done
prior to applying the Fourier transform.

Autonomic modulation of the heart during normal sinus rhythm can be studied through HRYV,
since the low frequency content of HRV (0.04-0.15 Hz) is related to sympathetic activity, whereas
the high frequency content (0.15-0.40 Hz) is mostly to parasympathetic activity. Transient alter-
ations of the autonomic balance have been found to be associated with AF onset and recurrence.

Heart rate turbulence is a method that characterizes the short term oscillations in heart rate which
follow atrial ectopic beats. Two measures, namely turbulence onset (TO) and turbulence slope (TS),
are commonly used in heart rate turbulence analysis. Turbulence onset is the difference in mean RR
interval prior to and after the ectopic beat, while TS is the maximum slope of the regression line
in the series of RR intervals following the ectopic beat. Heart rate turbulence exhibits a different
pattern prior to spontaneous AF onset which suggests that the turbulence is almost absent; TO was
significantly larger and TS was significantly lower [12].
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The autocovariance function, defined as

N—i—1
1 _

(dn)2(N —i—1) Z (dit(i + ) = die) (dit () = i), )

j=0

R =

where d;; is the mean length of the NN intervals d;;(k), measures the degree of correlation between
subsequent RR intervals. During normal sinus rhythm, the covariance coefficients [?; are statistically
significant, even at large /, while during AF the autocovariance function is only significant in R;
compared to Ry [13]. Hence, the RR intervals during AF are highly uncorrelated.

Analysis of RR interval histograms is limited to Holter recordings, since a large number of
intervals is needed in order to construct a reliable histogram. The RR interval histogram during
normal sinus rhythm is unimodal with a relatively narrow Gaussian shape, while the RR interval
histogram during AF exhibits a variety of shapes [13]. In about 55% of the patients the RR interval
histogram during AF shows two distinct peaks [14], where the two RR populations are believed to
correspond to different electrical conduction routes.

Heart rate stratified histogram analysis (HRSH) is a technique with which histograms are strat-
ified on the basis of the mean heart rate. The ECG signal is divided into segments that contain a
fixed number of beats, for which the mean RR interval is calculated. RR intervals from segments
with similar mean heart rate are then used to construct histograms [15]. Using HRSH, multiple RR
distributions is more easily identified.

Lorenz plots have also been used when analyzing ventricular response during AF, i.e., individual
RR intervals plotted against the corresponding preceding interval. Measures of the refractory period
of the AV node [16], and concealed conduction [11] can be derived from such plots.

2.4 P Wave Analysis

The P waves can be analyzed during sinus rhythm between AF paroxysms or following cardiover-
sion. In P wave analysis, the ECG signals are usually obtained from an orthogonal X, Y, Z lead
system. Signal averaging is required to reduce the noise level, usually involving 200-350 beats. Fol-
lowing averaging, the different leads are combined into a vector magnitude from which the duration
of the P wave, as well as the relative amplitude of different portions of the P wave, e.g., the last 10
ms, can be obtained. Signal averaged P wave analysis, as well as non-averaged P wave analysis, have
been used in several studies to monitor and predict antiarrhythmic drug efficacy [17]. Prolonged P
wave duration and late atrial potentials reflect disturbed atrial conduction, and are associated with
higher AF recurrence [18] as well as transition from paroxysmal to chronic AF [19].

2.5 Atrial Activity Extraction

Atrial activity has much smaller magnitude than ventricular activity in the ECG signal. Hence, the
ventricular activity needs to be cancelled before the atrial activity can be studied. Since the atrial and
ventricular activities overlap spectrally, linear time-invariant filtering is unsuitable. Atrial activity
extraction can be performed using various methods, including source separation methods [20, 21]
and average beat subtraction methods [22,23]. While the average beat subtraction methods extracts
the atrial activity from a specific ECG lead, the source separation methods derive a global atrial
signal with contributions from all leads. At least a 10-second long recording is needed to obtain a
reliable average beat, while the source separation methods may be applied to shorter signals. The
amplitude and frequency characteristics of the extracted atrial activity, using different extraction
methods, were compared in [24].
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Blind Source Separation Methods

When applying blind source separation methods to the ECG signal, each lead is assumed to consist
of a linear combination of sources with atrial and ventricular origin and noise. The sources are
considered independent since the atrial and the ventricular activities are decoupled during atrial
fibrillation. Mathematically, the M observed ECG signals x(t) = [x1(t),x2(t), ...,z (t)]T are
given by

x(t) = As(t) 3)

where s(t) = [s1(t),s2(t),...,sn(t)]T are the N unknown independent sources, and A is an un-
known mixing matrix. Hence, the sources can be estimated from the observed signals using

5(t) = Wx(t). )

Solving the blind source separation problem is therefore a matter of estimating the coefficients of
the weight matrix W. This is done by maximizing the independence between the estimated sources
§=1[81(¢),82(t),...,5n(1)]".

In independent component analysis (ICA), the independence of the sources are maximized based
on higher order statistics or entropy measures. The sources are required to be non-Gaussian. Max-
imizing independence of the sources can be done by minimizing gaussianity of the sources, since
sums of non-Gaussian variables are closer to Gaussian than the original signal according to the
central limit theorem [25]. Gaussianity of a signal y can be measured using entropy, defined by

H(y)=— / py(n) log py(n)dn, S)

which is maximal if the vector has a Gaussian distribution. The signals are assumed to have zero
mean, easily fixed by subtraction of the mean value, and to be white, i.e., uncorrelated with unit
variance.

The fast ICA algorithm for estimating several independent components [25], using an iterative
scheme to obtain the independent sources, has been employed to separate atrial activity from ventric-
ular activity in the ECG signal [21]. Once the independent sources have been separated, each source
needs to be identified as ventricular activity, atrial activity, or noise. The distribution of the different
sources can be classified according to their gaussianity, which can be quantified using kurtosis,

kurt(y) = E{y"} — 3(E{y°})*. (6)

Kurtosis is zero for Gaussian random variables, while sub-Gaussian variables, e.g., the uniform
distribution, have negative kurtosis, and super-Gaussian variables, e.g., the Laplacian distribution,
have positive kurtosis.

The sub-Gaussian sources are considered to be associated with atrial activity, while the super-
Gaussian sources are ventricular activity, and the Gaussian sources are noise. Therefore the sources
with the lowest kurtosis (¥ < 0) are considered to be atrial activity [21].

While ICA uses higher order statistics in solving the blind source separation problem, principal
component analysis (PCA) uses only second order statistics, since the sources are assumed to be
Gaussian.

In PCA the correlation between sources is minimized, being identical to maximizing the variance
of the sources. Therefore, the first row of the mixing matrix W, w1, should be chosen to maximize

BE{si(t)} = E{(wix(1))*} = wi E{x(t)x(t)" }w1 = w{ Cow1, @)

where the norm is constrained to be ||w1|| = 1. The optimal solution to this is given by the first
normalized eigenvector, eq, of the correlation matrix, C,.. Hence, the first source s (t) is given by
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e?x(t). The following sources are chosen under the condition that they should be orthogonal to the

previous sources, so that
E{sm(t)sk(t)} = B{(whx(t))(wix(t)} = w},Cowy. = 0, ®)

where w,,, and wy, are m:th and k:th row of W, respectively. The solution is given by the eigen-
vectors, so that w;, = ej. Hence, using PCA, the rows of W are given by the eigenvectors of C,.
Since PCA whitens the signal, it is often a preprocessing step in ICA algorithms.

Average Beat Subtraction Methods

Another approach for extracting atrial activity from ECG signals during AF is to subtract a template
QRST complex from each QRST complex of the ECG signal. For this method to succeed, it is
important that the QRST complex and the template are aligned in time and that they have similar
morphology. The template QRST complex is obtained by averaging QRST complexes with similar
morphologies. Spatiotemporal QRST cancellation is an extended form of average beat subtraction,
where the beats are spatially aligned by shifting signal energy between the different leads. Spa-
tiotempotal QRST cancellation has been shown to perform better than average beat subtraction with
respect to the mean square error when applied to simulated AF [23], as well as the spectral properties
of the extracted atrial activity using real ECG signals [26].

Each QRST complex is represented by a matrix Y, which contains /N samples from L leads.
An average beat is calculated for every class of QRST-complexes. For each beat, Yy, the average
beat, X, in the corresponding class is used to model the ventricular activity, Y, using

Y, = J, XSk )

where Jj is a time shift matrix and Sy, is a spatial alignment matrix. The time shift matrix corrects
for misalignment in time between the beat, Y}, and the averaged beat, X. The spatial alignment
matrix is composed of a scaling matrix, Dy, and a rotation matrix, Qy, i.e., Sy = Dy Qy,. Therefore
it can be used to compensate for shift variations in the electrical axis.

The atrial activity is assumed to be uncorrelated to the ventricular activity during atrial fibrilla-
tion. Hence, each beat can be modeled as a sum of ventricular activity, Yy, atrial activity, Y 4, and
noise, W,

Y=Yv+Ya+W. (10)

The aim is to estimate the parameters Q, D, and 7, so that
Y -J.XS=W +Y,. an

Hence, the atrial activity and the noise will limit the performance of the QRST cancellation. To
improve the cancellation performance, an estimate of the atrial activity Y 4 is subtracted from the
signal prior to QRST cancellation, so that

Z=Y-Y4 (12)

This procedure is referred to as AF reduction.
The cancellation parameters are estimated by solving the following minimization problem
€min = uin ||Z —J-XDQ|IF, (13)
where || A||% denotes the Frobenius norm, defined by t7(AAT). Since Q and D cannot be max-

imized independently, and a closed-form solution is difficult to find, the minimization problem is
solved using an alternating, iterative approach.
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Figure 4: Example of ECG signal from a patient with AF (upper panel) and the

corresponding QRST-cancelled residual ECG (lower panel). Note that the amplitude
scale of the residual ECG is magnified.

The error can be expressed as
e =tr(ZZ") + tr(J,XDDTX?J,) — 2tr(D* X" J,ZQ"). (14)

Hence, minimization of €2 with respect to Q, assuming that D is known, can be done by maximizing
the last term. Singular value decomposition (T = UXV) of the matrix T = D”X7J,Z, gives that
the last term is maximized for

Q=uv”. (15)

Using the estimate of the rotation matrix, Q, the error function can be rewritten
e = tr(Z'Z) +tr(DDTXTITI, X) - 2tr(DTXTITZ) (16)

where Z' = ZQ~!. Minimization of this expression with respect to D is done by setting the
derivative to zero. Since D is a diagonal matrix, the derivatives of the diagonal elements should be
set to zero, )

di = ([3-X]{ (3. X))~ (3. X 12:). (17)

Using the estimate of D, an improved estimate of Q can be obtained by minimizing (I4). This
alternating minimization procedure continues until the difference in error between two iterations is
sufficiently small. The algorithm is initialized with Dg = I, i.e., no scaling, since it is desirable with
a solution close to Q = D = I. Minimization with respect to the time lag, 7, is done by a grid search
in the interval [—-A, A]; the smallest error when using optimal values of Q and D is chosen [23].

Finally, the optimally spatial and temporal aligned average beat is subtracted from each beat of
the ECG, producing a residual signal like the one displayed in Fig. [4]

2.6 Atrial Fibrillation Feature Extraction

Several different features that characterizes the f waves may be extracted from the residual ECG sig-
nal. AF is often described as fine or coarse, referring to f wave amplitude. There is a large variability
in f wave amplitude between different patients. However, no general differences have been found
between the f wave amplitude in patients with permanent AF and with paroxysmal AF [27].
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To quantify spatial organization, vector analysis has been applied to ECG signals during AF.
Three-dimensional vector loops are constructed using ECGs from orthogonal leads, and each loop
is characterized by its plane of best fit. The spatial organization is quantified based on the similarity
of the planes [28].

3 Time-Frequency Analysis of Atrial Fibrillation

The rate of the fibrillation waves has been found to reflect the average refractory period of the
atria [29]. The dominant fibrillation frequency can be obtained using the maximum peak of the
power spectrum of the atrial signal [30]. The atrial refractory period, and hence the fibrillation
frequency, is known to be affected by autonomic modulation. AF frequency has been used to mon-
itor circadian variations as well as effects of parasympathetic and sympathetic stimulation. Studies
show that the fibrillation frequency decrease during night and increase in the morning [31, 32], and
that both carotide sinus massage (parasympathetic stimulation) [33] and head-up tilt (sympathetic
stimulation) [34] altered the fibrillation frequency.

The fibrillation frequency can also be used to predict spontaneous AF behavior and therapeutic
effects. Several studies have demonstrated significant correlation between AF frequency and the
likelihood of spontaneous or drug-induced AF termination. A low fibrillation frequency has proved
to be a good predictor of spontaneous AF termination [35]. When the fibrillation frequency is be-
low 6 Hz the likelihood of successful pharmaceutical cardioversion is higher [36,37]. The risk of
early AF recurrence is also higher for patients with higher AF frequency [38]. These are important
considerations when selecting candidates for cardioversion.

3.1 Short Time Fourier Transform

To explore the time-varying properties of AF, time-frequency analysis is needed. The basic approach
to time-frequency analysis is to segment the signal and calculate the Fourier spectra for each segment
(Welch’s method). The short-time Fourier transform is defined by

K/2
Werpr(n, k) = Z s(m — n)w(m)e I2mkm, (18)

m=—K/2+1

where s(n) is the signal, w(n) is a window function, and K is the window length and the number of
frequency samples. The segments may be overlapping. A larger value of K gives better frequency
resolution, but poorer time resolution. Hence, the choice of segment size is a trade-off between time
and frequency resolution.

3.2 Other Time-Frequency Distributions

While the STFT depends linearly on the signal, there are other time-frequency distributions that
depend quadratically of the signal, e.g., the Wigner-Ville distribution (WVD), defined by

L L
WWVD(na k?) — Z Z Az(m, l)e—j27rln/Ne—j27rkm/N7 (19)
m=—Ll=—L
where the ambiguity function
L .
Az(m, 1) = Y 2(p+m)z"(p—m)e* IV (20)

p=-L
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and z(n) is the analytic equivalent of the signal s(n),

z(n) = s(n) + jH(s(n)) 21
where H(s(n)) is the Hilbert transform of s(n). The advantage of these quadratically dependent
distributions is the improved time-frequency resolution. However, quadratic distributions of multi-
component signals introduce cross-terms.

There are other quadratic distributions, e.g., the Choi-Williams distribution (CWD), which are
similar to the WVD except for that the different regions of the ambiguity plane are weighted down
using a kernel function, f(m, (), so that

WCWD n, k Z Z f m, l ) 7j27rln/Nefj27rkm/N. (22)
m=—L1l=—L

In the CWD the kernel, defined by
2,2

flml)=e""7", (23)

weights down cross-terms between different frequency components.

3.3 Cross-Wigner-Ville Distribution

The Cross-Wigner-Ville distribution (XWVD) is defined by
L L

WXWVD(” k Z Z Az1 . m l) 7J27rln/N 7g27rkm/N (24)
m=—LI=—L
where .
Azyz(m D) = > 21(p+m)z5(p — m)e?™ /N (25)
p=—L

and with z1(n) and z2(n) as analytical signals, may be used to extract the local frequency of a
time-varying, repetitive signal.

Instantaneous frequency estimation can be performed using the XWVD with an iterative pro-
cedure. First, a preliminary frequency trend, Fy, is determined using, e.g., the STFT or the WVD.
Then:

1. A frequency-modulated sinusoid is reconstructed from the frequency trend.
zp (n) = eI2m i F1(i) (26)

2. The XWVD between 2, and z(n) is computed by

WXWVDZ+1 n, k Z Z p + m p m) *.j47ka/K (27)
m=—L1l=—L

Peak detection in the XWVD domain results in a new frequency trend, Fl+1-

3. The procedure is repeated until the frequency trend converges
Fiy1(n) — Fi(n) = 0vn (28)

The cross-term between the original signal and the reconstructed sinusoid is large, and hence selected
when reconstructing a new sinusoid. In this way, the reconstructed sinusoid will converge to the
frequency trend of the original signal [39]. A disadvantage of the XWVD approach is that only
the fundamental frequency of AF is being used, while the harmonic pattern is not considered when
characterizing the AF frequency.
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3.4 Spectral Profile

The spectral profile method makes use of the harmonic pattern of AF to robustify AF frequency trend
estimation [40]. The ECG signal is divided into overlapping segments, for which the spectrum, q;,
is obtained using a nonuniform Fourier transform,

q =FWx,, (29)

where the elements of the N x N diagonal matrix W defines a window function. The K x N matrix
F' defines the K -point discrete, nonuniform Fourier transform

F = [1 e—J2rf  o—j2mf2 | 67]’27‘[‘1"(]\771)} , (30)
where f = [fo--- fx_1]T is a logarithmically scaled frequency vector, given by
fi=fo-10%, k=0,...,K —1. 31

Each observed spectrum q; can be modeled by q; being a frequency-shifted, 6;, and amplitude-
scaled, a;, version of a known real-valued spectral profile, ¢,,

a =aJo, @y, (32)

where the matrix Jy, performs the frequency shift by selecting the appropriate interval of ¢;. The
amplitude parameter a; and the frequency-shift parameter 6; can be estimated by minimizing the
quadratic cost function, J(6;, a;), so that the model, q;, optimally matches the true spectrum, q;,

JOn,a) = (@—a)" D(w—a) (33)
= (@ —ado,¢)" D(a — aJo,dy), 34

where D is a K x K diagonal matrix designed to weight the error of the frequency components
differently, in order to compensate for the logarithmic frequency scaling. Minimization of (§) results
in an estimator of the frequency-shift,

6, = arg max qlTD%JelDédy . (35
1

Using the peak position of the spectral profile and the frequency-shift estimate, a robust frequency
estimate is obtained.
An estimator of the amplitude can also be obtained by minimizing the cost function (8),

i =q/D2J; D3¢, (36)
With the estimates of a; and 6;, a model of the spectrum is obtained,
a=awdy d. (37

The spectral profile is gradually updated to fit the shape of the true spectrum. For the first
segment, the spectral profile, ¢, is initiated by

¢ = [001 --- 001 1 001 --- 001]", (38)

where ¢, is 1 at the peak position and 0.01 at all other positions. The spectral profile, ¢;, is then
updated for each segment through exponential averaging so that
5 5 Jsa
¢l+1 = (1 - al)¢l + (07 AT > Oa (39)
195, aull
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where the gain o; (0 < o < 1) is set to a positive value when the signal is judged reliable, and
otherwise zero. To determine if the /:th segment is reliable, i.e., contains AF, measures based on q;
and q; are employed. A segment is accepted as AF if 1) the SNR is sufficiently large, 2) the model
error exhibits no sudden increase, 3) the second largest peak has neither too high a magnitude, nor
4) is too close to the position of the fundamental frequency.

Other measures that characterizes the spectral content of the atrial activity, such as the exponen-
tial decay of the harmonics, ~;, may be extracted from the spectral profile. Although the spectral
profile method is more robust to noise than the previously described methods, it may fail in estimat-
ing the AF frequency in noisy ECG signals, e.g., recorded during ambulatory conditions.

4 Hidden Markov Model

A Hidden Markov model (HMM) for frequency tracking may be used as a postprocessing step to
robustify frequency tracking of AF in noisy signals. A Markov model consists of a finite number of
states, with predefined state transition probabilities. The likelihood of a certain state, corresponding
to a unique set of observed variables, depends only on the previous state (random walk). In an HMM
the state variables cannot be directly observed. Each state is associated with certain observation
probabilities, i.e., the probabilities of observing a specific set of variables. Given the sequence of
observations of an HMM, the optimal state sequence can be obtained using the Viterbi algorithm or
the Forward-Backward algorithm.

4.1 Frequency Tracking using HMM

Given an observed sequence of frequency estimates, z = [2(1),2(2),...,2(T)]", the goal is to
obtain the true sequence, denoted x = [z(1),z(2),...,2(T)]". The HMM for frequency tracking
includes one zero state, z(t) = 0, when no signal is present, and P — 1 different frequency states,
2(t) = 1,..., P — 1, where state i includes frequencies between f; and f; + Af = fi;1, with a
center frequency of f;, Af
Jo=fi+ S
An HMM is completely characterized by its state transition matrix A, its observation matrix B,
and its initial state vector II [41]. The state transition matrix A describes a priori knowledge of
transition probabilities between different states. When designing an HMM for AF frequency track-
ing, it is assumed that the AF frequency changes by a Gaussian distribution, so that it is more likely
that the AF frequency remains the same or changes gradually than abruptly. Hence, the transition
probability between non-zero states is given by

(40)

(1 —v)gij

aj = —p—>, G,j=12,...,P—1, (4D)
> ke Yik
where PN 519
1 i (f—fi)}
= exp |~ L2 | gy, 42

The width of the Gaussian distribution, d, is a design parameter determined by the likelihood of AF
frequency change.

Furthermore, it is assumed that the probability of AF being present in the signal is high, so that
the initiation probability, w, is high and the termination probability, v, is low. The probabilities of



14 Introduction

initiation and termination are assumed to be equal for all frequencies, so that

app — 1—u (43)
u

P = = =1,2,...,P—1 44

oy P_lv J y &y ) ( )

ajo = v, j=1,2...,P—1 (45)

The observation matrix, B, describes the probabilities of observing a specific frequency given the
true AF frequency. Assuming the signal is a sinusoid with added white noise, these probabilities can
be determined using a priori knowledge of the frequency estimation method, the detection threshold,
D, and the SNR, defined by the signal amplitude, a, and the noise variance, o2. If no AF is present,
the probabilities of no detection and inaccurate detection in state ¢ are given by

P-1 D D2N P-1
boo = H/ po(r)dr = [1 —e o2 } ) (46)
i=1 70
1 —bgo
i = ) 47
bo 1 (47)

respectively. If a fibrillation frequency between f,, and f,,11 is present, the probabilities of correct
detection, no detection, and inaccurate detection are given by

) P—-1 r [e’s) 2N P—-2
bm = / p1(r) H /pz(rl)dﬁdr:/ pl(r){l—e*?} dr, (48)
D i=1,i#m 0 D
D P-1 D p2n1P-2 D
o = [ e T [ war= (1= [T a9)
0 i=1,i#m 0 0
1= bmo = bnm

bm,i;ﬁm (50)

P -2 ’

respectively. The functions p; (1) and pa(r) are probability density functions (PDFs) of the magni-
tude of the STFT at frequency f. If a signal with frequency f is present, the PDF is given by

2R(f)N R(f)aN _ N(UR(£)?+a?)
) 5D
o o
and if not the PDF is given by
2R(f)N  _Nr()?
pa(R(f)) = % e (52)
The initial state vector is set to IT = [ago, Go1, - - - , @on], 1.€., start in zero state, to force automatic

track initiation.

Based on the state transition matrix, A, the observation matrix, B, and the initial state vector, IT,
the Viterbi algorithm determines an optimal state sequence, x, given the observed sequence, z. This
algorithm is initialized for 0 < 57 < P — 1 with

61(j) = Inmj+1Inb; .1, (33)

(g = 0, (54)

where 7 is the initial state vector, b; . (1) is element (j, (1)) of B, and z(1) is the first element of
the observed sequence, z. Then, fort = 2,3,...,7T

0:(j) = Inbj .+ ohEX | (04—1(%) + Inayj), (55)

Yi(j) = arg oA (6:-1(7) + Inay;) , (56)
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are defined for 0 < j < P — 1, where b; . () is element (j, z()) of B, 2(t) is element number ¢ of
the observed sequence, and a;; is element (7, j) of A. The optimal sequence, X is obtained using

o(T) = arg max (0r(j)), (57)
z(t) = P (2(t+1)). (58)

Frequency estimates that differs from the frequency trend are excluded or replaced by the HMM,
resulting in a more robust frequency estimation method. Robust frequency tracking is of interest in
many other fields, e.g., radar and sonar. HMM-based frequency tracking of an isolated sinusoidal
tone embedded in white noise was originally presented in [42].

S Summary of Included Papers

5.1 Predicting Spontaneous Termination of Atrial Fibrillation using the Sur-
face ECG

Extracting features that characterize AF from the surface ECG is important when trying to help
physicians diagnosing the arrhythmia. The purpose of this work was to extract features from AF that
could predict spontaneous termination. Time-varying measures, such as amplitude, wave morphol-
ogy, and frequency, as well as complexity measures were investigated.

A database of 80 one-minute segments extracted from 20-24 hour two-channel Holter ECG
recordings was used in the study. The signals were classified as either non-terminating (N), soon-
terminating (S), or immediately terminating (T). The database was divided into a training set of 30
recordings (10N, 10S and 10T), and two test sets of 30 recordings (N and T) and 20 recordings (S
and T), respectively.

Preprocessing of the signals consisted of baseline and 50 Hz filtering. The atrial activity of the
ECG signal was extracted using spatiotemporal QRST cancellation.

Using the log-spectral profile method, the fibrillation frequency, f;, fibrillation amplitude, a;, and
exponential decay, 7;, was obtained for each segment [ of 128 samples (2.56 seconds). A validity
measure was employed to check if the segments contained atrial activity. Following exclusion of
occasional episodes of sinus rhythm and local noise using the validity measure, the measurements
of the remaining segments were averaged to produce reliable estimates of the fibrillatory frequency,
f. the exponential decay, 7, and the peak amplitude, @. Variation of the fibrillatory frequency, o £
is described by the standard deviation of the fibrillatory frequency. If more than 75% of the signal
segments were invalid, the entire recording was excluded from further analysis.

Three different complexity measures were also examined; spectral entropy, H gy, sample en-
tropy, Hsqr, and fractional spectral radius, Hrsr. The spectral entropy, Hs,r, quantifies the
spectral complexity of a signal, 2:(n), and is obtained by applying Shannon’s entropy to the proba-
bility density function of the signal. A large value of H g, g indicates high complexity of z(n). The
sample entropy, Hs,r, compares similarity in fixed length segments of the signal. A large value
of Hg.p indicates high complexity of z(n). The fractional spectral radius, Hrsg, is another com-
plexity measure which gives an upper bound to the trajectory dimension. A small value of Hrsr
indicates a large trajectory dimension, and hence high complexity of x(n).

The measurements were compared for the different groups of the training set. We found that the
fibrillation frequency, the variance of the fibrillation frequency, and the exponential decay signifi-
cantly differed between the non-terminating (N) and the terminating (T) AF patients, as shown in
Tab. [T} Neither the fibrillation amplitude nor the complexity measures differed between the groups.
Figure [5] shows examples of residual ECGs of non-terminating and terminating AF and their corre-
sponding spectral profile, from which the significant measures are derived.
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Table 1: Mean value and standard deviation of measurements used for AF characterization, for
the non-terminating (N) and immediately-terminating (T) signals in the training set. Measures with
boldface asymptotic p-values are significantly different according to a Kolmogorov-Smirnov test.

Measurement N T Asymptotic
average Mean £ Std  Mean £+ Std p-value
f 6.91 £ 0.66 5.00 = 0.65 0.000033
5 1.294+£0.27  0.794+0.20 0.0021
oy 0.80 £ 0.23 0.52 £0.13 0.0127
a 21.7+124 28.6 +16.7 N.S.
HspE 1.73+0.34 1.73+£0.18 N.S.
Hsak 1.514+0.34 1.63+0.16 N.S.
Hrsr 0.16 = 0.04 0.14 £0.02 N.S.
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Figure 5: Residual ECGs (left) with different exponential decay, 7, fibrillatory fre-
quency, f, and variation of fibrillatory frequency, o + and corresponding spectral pro-
file, ¢, (right). (a) Non-terminating AF with ¥ = 1.6, f = 7.6 Hz and oy = 0.9, and
(b) terminating AF with ¥ = 0.7, f = 5.0 Hz, oy = 0.4.



5 Summary of Included Papers 17

Table 2: Mean value and standard deviation of measurements used for AF characterization, from
the soon-terminating (S) and immediately-terminating (T) signals in the training set.

Measurement S T Asymptotic
average Mean £ Std  Mean + Std p-value

f 5.33 £ 0.65 5.00 +0.65 N.S.

o 0.90 +£0.17 0.79 +£0.20 N.S.

oy 0.67 +0.32 0.524+0.13 N.S.

a 32.3+17.8 28.6 £ 16.7 N.S.
SpecEn 1.74+£0.16 1.73+0.18 N.S.
SampEn 1.61+0.12 1.63+0.16 N.S.
FSR 0.16 +0.03 0.14 +0.02 N.S.

There were no significant differences between any of the measures obtained from the soon-
terminating (S) and the immediately-terminating (T) signals of the training set, as shown in Table[Z]

The three significant measures were highly correlated. Hence, only the most significant mea-
sure, f, was used to predict spontaneous termination. Using this predictor, 90% of the test set was
correctly classified into N and T.

5.2 Frequency Tracking of Atrial Fibrillation using Hidden Markov Models

Inaccurate AF frequency estimates is a problem, especially in ambulatory ECG recordings, where
the signal is often corrupted with noise. The purpose of this study was to make AF frequency trend
estimation more robust to noise by post-processing the frequency estimates using an HMM which
make use of a priori knowledge. The state transition matrix incorporates a priori knowledge of AF
characteristics, such as the rate of AF frequency change, while the observation matrix incorporates
a priori knowledge of the frequency estimation, e.g., SNR and detection threshold.

Simulated AF mixed with noise to different SNR was used in the evaluation. White noise as well
as real noise obtained from ECG recordings were used. The frequency estimates were calculated
using the STFT. An example of frequency tracking using HMM of simulated AF, mixed with noise
obtained from a real ECG recording to different SNR, is displayed in Fig.[12] At 10 dB SNR all
frequencies were correctly estimated by the STFT, thus using the HMM has no effect. At 5 dB SNR
two inaccurate frequency estimates were excluded and two inaccurate frequency estimates were
replaced by the HMM. At 0 dB SNR several inaccurate estimates were either excluded or replaced
by the HMM.

An average RMS error of the frequency estimates was obtained using simulated AF with different
frequency trends. The average RMS error of the estimated frequencies of simulated AF signals,
mixed with noise obtained from real ECG recordings, is presented in Fig. [I5] A high zero state
occupancy percentage tend to give a lower average RMS error, since the error is undefined at zero
state. Therefore, it is important to compare not only the average RMS error, but also the zero state
occupancy percentage. The RMS error of the frequency estimates using HMM is compared to that
of the spectral profile method, showing that the HMM performs better at low SNR.



18 Introduction

SNR=10dB

(@)
Frequency (Hz)

0 10 20 30 40 50 60

(b)
Frequency (Hz)

0 10 20 30 40 50 60

()
Frequency (Hz)

Figure 6: Frequency tracking with and without employing the HMM of simulated AF
signals mixed with QRST-noise to (a) 10 dB SNR, (b) 5 dB SNR and (c) 0 dB SNR.
Solid line shows the actual frequency trend, *+’ the estimated frequency of the mixed
signal, and "o’ the estimated frequency of the mixed signal using HMM. Absent "+’
or ’o’ corresponds to zero state.
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Figure 7: (a) RMS error and (b) zero state occupancy as function of SNR for simu-
lated AF with QRST remainders.
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Paper 1

Predicting Spontaneous Termination of Atrial Fibrillation Using
the Surface ECG

Abstract

By recognizing and characterizing conditions under which atrial fibrillation (AF) is likely to ter-
minate spontaneously or be sustained, improved treatment of sustained AF may result and unnec-
essary treatment of self-terminating AF avoided. Time-frequency measures that characterize AF,
such as fibrillatory frequency, amplitude, and waveform shape (exponential decay), are extracted
from the residual ECG following QRST cancellation. Three complexity measures are also stud-
ied, characterizing the degree of organization of atrial activity. All measures are analysed using a
training set, consisting of 20 recordings of AF with known termination properties, and a test set
of 30 recordings.

Spontaneous termination was best predicted by a low and stable fibrillatory frequency and a
low exponential decay. Using these predictors, 90% of the test set was correctly classified into
terminating and sustained AF. Neither fibrillation amplitude nor the complexity measures differed
significantly between the two sets.

Based on: Frida Sandberg, Martin Stridh, Andreas Bollmann and Leif S6rnmo, “Predicting Spontaneous Termi-
nation of Atrial Fibrillation Using the Surface ECG,” Medical Engineering & Physics, volume 28, pp. 802-808,
2006.
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1 Introduction

Atrial fibrillation is the most common arrhythmia encountered in clinical practice with a prevalence
of 0.4% of the general population and over 6% of people over 80 years old [1]. The treatment of AF
patients is still unsatisfactory which, to a large extent, can be attributed to the progressing nature of
this arrhythmia and high AF recurrence rates following restoration of sinus rhythm. Moreover, AF
treatment, such as rate vs. rhythm control, choice of antiarrhythmic drugs or device therapy and cu-
rative ablation, is mostly done on a trial-and-error basis since current tests are neither able to predict
the natural history of this arrhythmia nor its response to treatment. Consequently, current AF man-
agement guidelines do not provide treatment recommendations that “take the various mechanisms
and patterns of AF into account” [1]. Therefore, it is desirable to develop tests which quantify AF
disease state and guide AF management [2].

Atrial fibrillation can be subdivided into different forms, namely, (1) paroxysmal AF, i.e. self-
terminating AF within 7 days, (2) persistent AF in which interventions are required for termination,
and (3) permanent AF in which sinus rhythm cannot be restored or maintained. About 18% of
paroxysmal AF evolve to permanent AF over 4 years [3]. Studying paroxysmal AF is important
for several reasons. Firstly, identification of onset and termination mechanisms may lead to better
pathophysiological understanding of the arrhythmia and, accordingly, more effective therapy. Sec-
ondly, by predicting spontaneous AF termination, unnecessary therapy may be avoided. In contrast,
by predicting AF maintenance appropriate interventions may terminate the arrhythmia and prevent
AF chronification. The aim of this work is to investigate the possibility to predict if and when an
episode of atrial fibrillation terminates spontaneously.

When deriving a set of features for characterization of AF, the first step is to extract the atrial
activity from the ECG signal. Various methods have been developed, e.g. blind source separation [4],
principal component analysis [5] and spatiotemporal cancellation [6]. Spatiotemporal cancellation
extends the well-known average beat subtraction technique [7] by using beat templates from adjacent
leads in the cancellation process.

An important measure for ECG-based characterization is the fibrillatory frequency [5], shown to
be strongly correlated with the invasively measured fibrillatory cycle length [8], [9]. Other measures
are the amplitude and shape of the fibrillatory waves. The exponential decay is a recently presented
parameter which characterizes the fibrillatory waves by the magnitudes of the fundamental frequency
and its harmonics [10].

Entropy measures have previously been applied to study various types of biomedical signals [11],
[12]. When studying atrial activity, entropy of the atrial activation process has been determined from
the electrogram and suggested as a measure of AF organization [13]. Entropy measures based on
the surface ECG have recently been suggested to distinguish AF from atrial flutter [14].

The paper is organized as follows: the measures derived from time-frequency analysis are de-
scribed in Secs. [2.3H2.3and the complexity measures in Sec. [2.4] Using the ECG database described
in Sec.[3] the performances of the different measures are evaluated in Sec. 4]

2 Methods

Following baseline wander and 50 Hz filtering, the residual ECG is obtained by removing the QRST
complexes using spatiotemporal cancellation. This cancellation technique is particularly well-suited
for recordings with few leads such as those analysed in the present study. Details on QRST cancel-
lation can be found in [6].
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2.1 Log-spectral profile

The spectral properties of the AF waves are derived from the residual ECG using the method briefly
summarized below [10]. Since the fibrillatory frequency changes over time, it is necessary to use a
time-dependent frequency analysis method such as the short-time Fourier transform. The residual
ECG signal, z(n), is divided into overlapping segments of length N. The [:th segment, denoted x;,
is defined as

x(IL)
z(IL+1) 0

z(IL+ N —1)

where L is the distance between consecutive segments. The spectrum, q;, of each segment is calcu-
lated as
q = FWx;, @

where the K x N matrix F defines the K-point discrete, nonuniform Fourier transform, and the
elements of the NV x N diagonal matrix W defines a window function. The transform matrix F' is
defined by

F — [1 e—g2mf  p—jemf2 e—j27rf(N—1)} 7 3)
where f = [fo--- fx_1]T is a logarithmically scaled frequency vector, with
fo=fo-10%, k=0,... K —1. )
Since the phase of the spectrum is ignored, q; is redefined such that

lai| — qi- 5)

Each observed spectrum q; can be modeled by q; being a frequency-shifted, 6;, and amplitude-
scaled, a;,version of a known real-valued spectral profile, ¢,

a = a; Jo, ¢y, (6)

where the matrix Jy, performs the frequency shift by selecting the appropriate interval of ¢;. The
amplitude parameter a; and the frequency-shift parameter §; can be estimated by minimizing the
quadratic cost function, J(6;, a;), so that the model, q;, optimally matches the true spectrum, q;,

JO,a) = (@—a)"D(q—a) 7
= (@ —aJo,¢)" D(a — ado ), (8)

where D is a K x K diagonal matrix designed to weight the error of the frequency components
differently. For compensation of the logarithmic frequency scaling, the diagonal elements, dj,, of
matrix D are set to N

@:(ﬁ%m%—m%ﬁ. 9)

Minimization of (8] results in an estimator of the frequency-shift [10],

6, = arg max {qZTD%ngDécbl} , (10)
1
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Figure 1: The spectral profile ¢, (top) is frequency-shifted and amplitude-scaled, as
marked by the small arrows, to best model the spectrum q; (bottom left). The spectral
profile is then updated by the inversely frequency-shifted and amplitude-scaled version
of q; (bottom right).

and an estimator of the amplitude,
a1 =qiD*J; D% ¢,. (11
With estimates of a; and 6;, we obtain
Q=udy d 12)

The model error, normalized with respect to the amplitude estimate, is given by

1 N~ 1 . N
e = &*?J(Gl,al) = &TQ(QI -q)" D (a4 — &) (13)

For the first segment, the spectral profile, ¢, is initiated by

¢ = [0.01 - 001 1 001 --- 001]", (14)

where ¢, is 1 at the peak position and 0.01 at all other positions. The spectral profile, ¢;, is then
updated for each segment through exponential averaging so that
. 5 Js @
brir = (1 — )y + =", 1> 0, (15)
195, el

where the gain o; (0 < oy < 1) is set to a positive value when the signal is judged reliable (see
Sec[2.3), and otherwise zero. Figure[T]illustrates the fitting and updating of the spectral profile, ¢,
to the observed spectrum, q;.
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2.2 Time-frequency measures

The fibrillatory frequency, fl, corresponds to the location of the dominant peak of the residual ECG
spectrum, q;. In this case, the fibrillatory frequency corresponds to the peak frequency of the spectral
profile, compensated with the frequency shift, 6,. The fibrillation amplitude is the amplitude scaling,
ay, of the spectral profile. Since the spectral profile is normalized, this measure is related to the
effective amplitude of the fibrillatory waves. Wave shape is characterized by the fundamental and
harmonics of the spectral profile. A spectral line model is used to parameterize the shape by means
of the magnitude of the spectral profile, ¢;, at its harmonics, defined by

bem ™ m=0,1,...,. M

b1+ him) = { 0, otherwise, (16)

where b; is the peak magnitude of the fundamental frequency, and ~; is the exponential decay of the
M harmonics; M is here chosen so that only harmonics below 20 Hz are used. The parameter A,
denotes the offset position of the m:th harmonic in relation to the fundamental frequency at p;. The
offset position is independent of the fundamental frequency since logarithmic scaling is used. The
exponential decay, 7, and the peak magnitude, b;, are estimated by minimizing the least squares
cost function using the logarithm of the spectral line model,

M
J(nby,y) =Y (ngi(pr + hm) — (Inb; — ym))>. (17)

m=0

The resulting estimator of the exponential decay, 4;, is given by

6 M 12 M
= m mZ:O(ln(bl(pl + hm) + W n;lmln(bl(pl + ), (18)

where M’ = M + 1.

The parameter estimates fl ay, and 4; are obtained for each frame of 128 samples (i.e. 2.56
seconds at a sampling rate of 50 Hz). From the resulting series of estimates the mean and standard
deviation can be determined for the recording.

2.3 Validity

In situations when the residual ECG signal is extremely noisy and/or occasional episodes of sinus
rhythm are included, it is necessary to exclude segments not containing atrial tachyarrhythmia. In
order to determine if the /:th segment contains AF, four measures based on ¢, are employed, namely,
the signal-to-noise-ratio (SNR), the second peak position (SPP), the second peak amplitude (SPA),
and the model error €, defined as the difference between the true spectrum, q;, and the fitted spectral
profile, q,

a = la —aql (19)
The SNR is defined as the ratio between the mean of the fundamental and first harmonic magnitudes,
denoted ¢;(po(1)) and ¢;(p1 (1)), respectively, and the magnitude of the background noise, ¢;(py (1)),

(¢1(po(1)) + d1(p1(1)))/2
d1(pu(l)) .

The SPP is defined as the ratio between the distance from the fundamental frequency, po(l), to the
second largest peak, p; (1), and the distance from the fundamental frequency to the first harmonic,

p1(l),

zsngr(l) =

(20)

zspp(l) = 2D
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The SPA is defined as the ratio between the magnitude of the second peak, ¢;(ps(l)), and the mag-
nitude of the fundamental peak, ¢;(po(l)),

¢l (ps (l) )
25Pall) = ) 22
The ECG signal segment is considered to contain atrial activity if 1) the SNR is sufficiently large,
2) the model error exhibits no sudden decrease, 3) the second largest peak has neither too high a
magnitude nor 4) is too close to the position of the fundamental frequency [15].

When occasional episodes of sinus rhythm and local noise have been excluded by the validity
parameters, the time-frequency measures of the remaining segments are averaged producing reliable
averages of the fibrillatory frequency, f, the exponential decay, 7, and the peak amplitude, a. The
variation of the fibrillatory frequency, o, is described by the standard deviation of the fibrillatory
frequency. If more than 75% of the signal segments are invalid, the entire recording is excluded from

further analysis.

2.4 Complexity measures

Three different measures are investigated for the purpose of characterizing AF complexity, namely,
spectral entropy, sample entropy, and fractional spectral radius. The spectral entropy, Hspr, quan-
tifies the spectral complexity of a signal, z(n), and is obtained by applying Shannon’s entropy to the
probability density function (PDF) of the signal [11],

1
Hmzzmm; (23)
¥ f

where py is the value of the PDF at bin f. A high value of H g, indicates high complexity of z(n).
In our case the PDF is "approximated" by the area-normalized power spectral density obtained from
the 256-point Fourier transform. A value of H g, g is calculated for every non-overlapping Hanning-
windowed segment of 100 samples from z(n), i.e. 2 seconds at a sampling rate of 50 Hz.

The sample entropy, Hs.E, compares similarity in fixed length segments of the signal [12]. The
signal z(n) is divided into different time segments, X, (¢), of length m, starting at time index ¢,

Xm(i) = [a(i) a(i+1) - ai+m—-1)]". (24)
The distance between two vectors, X,,, (¢) and x,,, (), is calculated as the infinity norm,

d(Xpm (1), Xm (j)) = max (|x, (i) — xm(4)]) - (25)

The number of vectors X,,(j) within the distance r of vector x,, (i), j # i, is denoted A;. Then,
D7 (r) represents an estimate of the probability that any segment of length m in the signal is similar
to the vector X, (),

A™m
D'(r)= ————— 2
P = e (26)
and D™ (r) is the probability that any pair of two vectors of length m are similar,
N—m-—1
. Dm
Dm(’l“) — 21:0 1 (T) (27)

N-—m

The sample entropy, H s, E, is defined as

Dm+1
Hsap(m,r,N) = —In <D’”(g)> . (28)
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A high value of Hg, g indicates high complexity of (n). The length of z(n), denoted N, is in the
present study 100 samples, i.e. 2 seconds at a sampling rate of 50 Hz. The distance, r, is set to 0.2
times the standard deviation of x(n), and m is set to 1.

The fractional spectral radius, Hrsgr, is another measure of complexity which gives an upper
bound to the trajectory dimension [11]. The signal, x(n), is divided into different time segments,
X (i), as previously defined in (24). The time segment vectors X, (i) are placed in a matrix, X,,.

Xp = [xm(1) xm(2) - xpu(N-m)]. (29)
The autocorrelation matrix U of X,,, is then obtained as

U=X"'x,,, (30)

whose eigenvalues are denoted of, Uf > og > e > crfn. The fractional spectral radius, Hrsr, is

the ratio between the sum of the j largest eigenvalues and the total sum of eigenvalues.

J

e

Hpsr(j) = S—%

Zz:o o]

A small value of Hpgp indicates a large trajectory dimension, and hence high complexity of z(n).

A value of Hpgpr is calculated for every 200 samples, i.e. 4 seconds at a sampling rate of 50 Hz,

of the signal z(n). The segment size, m, is set to 100 samples, and only the largest eigenvalue is
considered, i.e. j = 1.

2
2

€19}

3 Database

The database was provided by Physionet [16] for the Computers in Cardiology Challenge 2004,
and consists of 80 two-channel ECG recordings. One minute segments were extracted from 20-24
hours Holter recordings from patients with paroxysmal AF (sampling rate of 128 Hz, 16 bits/sample,
5uV resolution). The recordings were divided into a training set and two test sets (A and B). The
training set contains 30 recordings, labeled either non-terminating (N), immediately-terminating (T),
or soon-terminating (S). Ten recordings are labeled N, meaning that the AF episode continues at least
one hour after the end of the recording. Twenty recordings from ten different patients are labeled S
or T, where T recordings immediately follow S recordings. The AF episode terminates within one
second of the end of the T recording, and consequently one minute after the end of the S recording.

Test set A contains 30 recordings from the same number of patients. The labels of the recordings
are concealed, but it is known that approximately half are labeled N and half T. Test set B contains
20 recordings, one labeled S and one labeled T from each of ten patients. The patient number and
labels of the 20 recordings are concealed.

Following QRST cancellation, the signals are resampled to 50 Hz, and the ECG lead with most
valid segments is considered for further analysis. In one of the signals in the training set (6N) more
than 75% of the segments were considered invalid because of noise and poor QRST cancellation
and, therefore, the entire signal was excluded from analysis.

4 Results

The mean and standard deviation of each measure among the non-terminating (N) and the terminat-
ing (T) AF recordings of the training set are shown in Table[I} A two-sample Kolmogorov-Smirnov
goodness-of-fit hypothesis test was employed to determine whether there were any differences in the

measures from N and T recordings. The fibrillatory frequency, f, the exponential decay, 7, and the



4 Results 33

Table 1: Mean value and standard deviation of measures used for AF characterization, for the non-
terminating (N) and immediately-terminating (T) signals in the training set. Measures with boldface
asymptotic p-values are significantly different according to a Kolmogorov-Smirnov test.

Parameter N T Asymptotic
average  Mean = Std Mean £ Std p-value
f 6.91 4+ 0.66 5.00 + 0.65 0.000033
o 1.29 £ 0.27 0.79 +£0.20 0.0021
o 0.80 £ 0.23 0.524+0.13 0.0127
a 21.7+124 28.6 £ 16.7 N.S.
HspE 1.73£0.34 1.73£0.18 N.S.
Hsak 1.514+0.34 1.63 +£0.16 N.S.
Hrsr 0.16 +0.04 0.14 +0.02 N.S.

Table 2: Mean value and standard deviation of measures used for AF characterization, from the
soon-terminating (S) and immediately-terminating (T) signals in the training set.

Parameter S T Asymptotic
average  Mean £ Std Mean £ Std p-value

f 5.33 £0.65 5.00 £0.65 N.S.
ol 0.90+0.17  0.79+£0.20 N.S.
oy 0.67 £ 0.32 0.52£0.13 N.S.
a 32.3+£17.8 28.6 £16.7 N.S.
SpecEn 1.74 +£0.16 1.73+0.18 N.S.
SampEn  1.61£0.12 1.63+0.16 N.S.
FSR 0.16 £+ 0.03 0.14 £ 0.02 N.S.

variation of the fibrillatory frequency, o, differ significantly between non-terminating and termi-
nating AF as implied by the asymptotic p-value. Neither the peak amplitude, @, nor the complexity
measures (Hspe, Hsqr and Hrsr) could distinguish between the two AF categories.

There were no significant differences between any of the measures obtained from the soon-
terminating (S) and the immediately-terminating (T) signals of the training set, as shown in Table[2]

Studying the residual ECG signals of the training set, we found that terminating AF generally ex-
hibits a lower fibrillatory frequency. The fibrillatory waves are generally more regular, which results
in a smaller variation of the fibrillatory frequency, o ¢. They have lower exponential decay of the har-
monics, 7, than waves of non-terminating AF, see Figure 2] The peak amplitude is usually slightly
larger in terminating AF than in non-terminating AF, however, the difference is not significant.

Since there is considerable correlation between f and v (r = 0.9, p < 0.0001), v and o
(r=0.7, p < 0.005), and f and oy (r = 0.5, p < 0.05), only the most significant measure, i.e. the
fibrillatory frequency f, was used for classification. The recordings of the training set and test set A
were classified as non-terminating (N) if their average fibrillatory frequency exceeded 5.7 Hz, and
terminating (T) AF otherwise. The classification results are presented in Table 3]
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Figure 2: Residual ECGs (left) with different exponential decay, 7, fibrillatory fre-
quency, f, and variation of fibrillatory frequency, & + and corresponding spectral pro-
file, ¢, (right). (a) Non-terminating AF with ¥ = 1.6, f = 7.6 Hz and oy =10.9, and
(b) terminating AF with ¥ = 0.7, f = 5.0 Hz, o0y = 0.4.

Table 3: Classification into non-terminating (N) and terminating (T) AF for the recordings of the
training set and test set.

N/T
Training set  19/20
Test set 27/30
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5 Discussion

The present study shows that classification of ECG signals into terminating and non-terminating
paroxysmal AF based on their fibrillatory frequency works well. Since the three significant mea-
sures, i.e., fibrillatory frequency, exponential decay and variation of fibrillatory frequency, were
highly correlated, only the most significant measure was used for classification. Restricting the
classification to only one measure is also motivated by the small size of the database. However, mul-
tivariate classification involving measures such as exponential decay may improve the performance
when larger databases are analysed.

The idea that fibrillatory frequency predicts spontaneous [8], [17] or drug-induced AF termi-
nation [8], [18] has previously been advocated by our group. In a comparable study using Holter
recordings with paroxysmal AF, Bollmann et al. found a lower fibrillatory frequency in episodes
lasting less than 15 minutes than in longer episodes. In longer episodes, the fibrillatory frequency
increased during the first 5 minutes after AF onset and decreased in the last minute prior to AF
termination [17].

Table [2] suggests that negligible differences exist between the S and T recordings of the training
set. This result is expected since the recordings are consecutive from the same patients. A dynamic
analysis was presented in [19] for the purpose of distinguishing S from T recordings, where the
measures were computed from the last segment, i.e., the last 2.5 seconds, and compared. The fib-
rillatory frequency was found to be slightly lower in T recordings than in S recordings during the
last seconds. However, this difference was not statistically significant (using a Kolmogorov-Smirnov
test) since the difference among different recordings was substantial. In another step, we compared
the measurements of the last segment in the S and T recordings from the same patient, and the re-
sults showed that the fibrillatory frequency was significantly lower in the T recording than in the S
recording [19].

Since an AF episode is more likely to terminate spontaneously when fibrillatory frequency
is lower, recordings from one patient may be classified into soon-terminating and immediately-
terminating based on fibrillatory frequency of the last seconds in the recording; a finding which
agrees with the result that an abrupt decrease in fibrillatory frequency is observed in right atrial elec-
trograms 1D2 seconds before spontaneous AF termination [20]. However, the fibrillatory frequency
did not, in general, attain its minimum value at the end of the recordings of the present database [19]
and, therefore, prediction of when an AF episode terminates remains difficult to perform accurately
with current techniques. Moreover, from a therapeutic point of view prediction of the exact termina-
tion timing within one second is not warranted.

Various complexity measures have previously been applied to characterize organization of the
atrial activation time series, obtained from atrial electrograms [21], [13]. Such atrial activation com-
plexity measures differ from the complexity measures investigated in this study whose aim are to
quantify complexity of atrial waveforms using the surface ECG signal. Waveform complexity mea-
sures have previously been applied to ECG signals for discrimination of AF and atrial flutter [14].
The complexity measures applied to residual ECG signals in this study have previously been applied
to EEG signals in order to characterize differing depth of anesthesia [11]. However, none of the
complexity measures investigated were capable of distinguishing terminating from non-terminating
AF in the two-lead Holter recordings. Poor SNR is believed to be the main reason to this negative
result; the complexity measures may perform better on ECG signals with higher SNRs.

6 Conclusions

Predicting patients prone to spontaneous AF termination from Holter ECG recordings can be done
with good accuracy (90%). A low and stable fibrillatory frequency and a low exponential decay of
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the spectral profile are good indicators of spontaneous termination. To produce reliable estimates
of these measures, the robustness of the present time-frequency analysis method is crucial when
analysing noisy signals.
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Paper 11

Frequency Tracking of Atrial Fibrillation using Hidden Markov
Models

Abstract

A Hidden Markov Model (HMM) is employed to improve noise robustness when tracking the
dominant frequency of atrial fibrillation (AF) in the ECG. Following QRST cancellation, a se-
quence of observed frequency states is obtained from the residual ECG, using the short-time
Fourier transform. Based on the observed state sequence, the Viterbi algorithm retrieves the op-
timal state sequence by exploiting the state transition matrix, incorporating knowledge on AF
characteristics, and the observation matrix, incorporating knowledge of the frequency estimation
method and SNR. The tracking method is evaluated with simulated AF signals to which noise,
obtained from ECG recordings, has been added at different SNRs. The results show that the use of
HMM improves performance considerably by reducing the RMS error associated with frequency
tracking: at 4 dB SNR the RMS error drops from 0.2 Hz to 0.04 Hz.

Based on: Frida Sandberg, Martin Stridh and Leif S6rnmo, “Frequency Tracking of Atrial Fibrillation using
Hidden Markov Models,” Submitted for publication.
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1 Introduction

Atrial fibrillation (AF) is a common arrhythmia, with a prevalence of over 6% for people over 80
years old [1]. The arrhythmia can be studied through the atrial activity of the surface ECG, mani-
fested by fibrillation waves. The repetition rate of the fibrillation waves—the AF frequency—plays
an important role when analyzing atrial fibrillation from the ECG. Several studies have demonstrated
significant correlation between AF frequency and the likelihood of spontaneous or drug-induced AF
termination, where a lower AF frequency indicates a higher likelihood of termination [2—-5].

To study the spectral properties of atrial activity, it is necessary to first cancel the ventricular
activity, i.e., the QRST complexes. This task can be accomplished using a range of methods, includ-
ing average beat subtraction methods such as spatiotemporal cancellation [6], and source separation
methods such as principal component analysis [7] and blind source separation [8]. The extracted
atrial activity is here referred to as the residual ECG.

The AF frequency has usually been determined from the periodogram of the residual ECG, thus
precluding the detection of changes in AF frequency. Such changes can be tracked by employ-
ing the short-time Fourier transform (STFT), however, that approach suffers from vulnerability to
noise. A more robust approach was recently presented in which AF frequency is tracked through
least squares fitting of a template spectrum to individual spectral slices [9]. In that approach, the
time-frequency distribution of the AF signal is calculated using a logarithmically scaled short-time
Fourier transform. Each short-time spectrum is fitted to the spectral template, by amplitude scaling
and frequency shifting, including the fundamental frequency and harmonics up to 20 Hz. The spec-
tral template is updated through exponential averaging. The frequency shifted peak of the spectral
template gives a more robust estimate of the AF frequency than STFT peak detection, and offers
better time resolution than the periodogram. Nonetheless, the residual ECG is sometimes corrupted
by noise due to muscular activity or insufficient QRST cancellation which cause the AF frequency
estimate to become inaccurate.

A structured approach to handle this problem is to use a Hidden Markov Model (HMM) for
frequency tracking. With an HMM, short-time frequency estimates that differ significantly from the
frequency trend can be detected and excluded or replaced by estimates based on adjacent frequencies.
A Markov model consists of a finite number of states with predefined state transition probabilities.
The likelihood of a certain state, corresponding to a unique set of observed variables, depends only
on the previous state (random walk). In an HMM the state variables cannot be directly observed,
but each state is associated with certain observation probabilities, i.e., the probabilities of observing
a specific set of variables. Given the observation sequence of an HMM, the optimal state sequence
can be obtained using the Viterbi algorithm or the Forward-Backward algorithm.

An HMM is well-suited for frequency tracking of a signal. The states of the model correspond
to the underlying frequencies, while the observations are determined by the estimated frequency
of a specific time interval of the signal. A priori knowledge on the likelihood with which the AF
frequency changes is included in the state transition probabilities, whereas knowledge about the
frequency estimation method and SNR are included in the observation probabilities.

Hidden Markov models have previously been applied in various radar and sonar applications
where it is of interest to track sinusoids embedded in noise. HMM-based methods for frequency
tracking have been presented for a single sinusoid [10] as well as for two independent sinusoids [11,
12]. Several attempts have been made to improve frequency tracking by including additional in-
formation in observation vector of the HMM such as the magnitude and phase of the detected fre-
quency [13] and the entire periodogram of the measured signal [14]. Another approach is to include
information on the rate of frequency change in the state vector [14].

The purpose of this study is to investigate the suitability of HMMs for AF frequency tracking in
ECG signals. Since an AF spectrum can be harmonic, the HMM is extended from the common single
sinusoid-in-noise model (Sec. [2.1) to also account for the presence of harmonics (to our knowledge,
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the derivation is novel to this paper, see Sec. [2.2). The performance of the present method for
AF frequency tracking is compared to that of the STFT and the spectral template method, using
simulated AF signals mixed with noise obtained from ECG recordings (Sec. [3). The results are
presented in Sec.

2 Methods

Certain assumptions on the AF signal need to be introduced when employing an HMM for frequency
tracking. It is assumed that changes in AF frequency are characterized by a Gaussian probability
density function, i.e., the AF frequency is more probable to remain the same or change gradually
than to change drastically. Another assumption is that the AF frequency remains constant during
the time interval in which the Fourier transform is calculated. Yet another assumption is that the AF
signal can be modeled as a sinusoidal signal corrupted with additive white noise.

2.1 A Hidden Markov Model for Single Frequency Tracking

Given an observed sequence of frequency estimates, z = [2(1), 2(2), ..., 2(T)]", our goal is to
obtain the true sequence, denoted x = [2(1),2(2),...,z(T)]". The HMM for frequency tracking
includes one zero state, z(t) = 0, when no signal is present, and P — 1 different frequency states,
z(t) = 1,..., P — 1, where state ¢ includes frequencies between f; and f;+1 = f; + Af, with a
center frequency of fi,

. A
fi :f¢+7f. (1)

The HMM is completely characterized by a state transition matrix A, an observation matrix B, and
an initial state vector 7 [15].
State transition matrix

The P x P state transition matrix A describes the transition probabilities between different states.
Element a;; is the probability that state 2(¢t + 1) = j if state 2(t) = . Each row must sum to
unity since the elements of a row correspond to the transition probabilities of a certain state. The
probability of track initialization in state j # 0, ao;, is identical for all frequency states,

aoj:%, j=1,2,...,P—1. @)
Hence, the probability for remaining in the zero state, agg, i.e., when no signal is present, is
apo =1 —u. 3)
The probability of track termination, a;o, is equal for all frequency states,

ajo=v, j=12,...,P—1. )

The transition probability a;; between the non-zero states is set to
ajj = —p—, 5LJj=12,...,P—1, 5)

where

fi+Af _F)\2
e L / ox lJff)} y ©
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since the location of the frequency track at the next time instant is assumed to be Gaussian with
mean f; and standard deviation d. This assumption results in an unbalanced A, since the diagonal
elements of a;; depend on state :. Hence, all diagonal elements are set to the smallest diagonal
element,
Qmin = N Gy @)
1<i<P-1

Consequently, the other P — 1 elements of the row need to be adjusted so that the row will sum
to unity. If the elements a; ;—; and a; ;41 become larger than iy, they are set to an, and the
remaining P — 3 elements are adjusted so that the rows sums to unity. This procedure continues until
no elements of the row are larger than a.,,;,.

Using the previously described elements, a;;, the design parameters of A are the track termina-
tion and track initiation probabilities, u and v, and the degree of frequency changes as modeled by
the standard deviation, d. Figure[I{a) shows an example of a state transition matrix.

Observation matrix

The P x P observation matrix B describes the probabilities of observing a specific state given the
true state. Its elements, b;;, corresponds to the probability of detection in state j when the true state
is ¢. Furthermore, it is assumed that the signal is a sinusoid with added noise, defined by

s(n) = asin(27 fon) + w(n). (8)

The signal amplitude, a, and the frequency, fj, are both assumed to be constant during the time
period when one STFT slice is calculated. The noise, w(n), is assumed to be zero-mean, Gaussian
with variance 2. Hence, the discrete Fourier transform S(f) of s(n) is (see Appendix EI)

1 N-1 .
S() = 5 3 s(memn
n=0
N-—-1
= SN +SiD 5 O wlm)e ©)
n=0
where in(Nr(fo — 1))
_ % jn(fo—-p(N-1) SIUVTJo —
)= N sin(x(fo— 1)) (1o

The Fourier transform S( f) can be decomposed into signal and noise components, with magni-
tude and phase (C,¢) and (D,0), respectively,

S(f) = C(Ne* D + D(N)e* D) = R(f)e?"D. (11
For fp >> 0, the magnitude of the signal component can be approximated by

sin(Nw(fo — f))
sin(w(fo — f)) |’

Hence, the magnitude of the signal component of S(f), can be simplified to

a

CUH) = 51Nl = 5

= o f>0. (12)

__J §, ifsignal present (f = fo);
Cf) = { 0, if signal absent (f # fo). (13)
The distribution of the magnitude R(f) is given by (see Appendix [B)
2R(f)N 2R(f)C(f)N _NERW2epn?
p(R(f)) = ((TJ;) I < (f)UQ(f) > e N T (14)
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Using the approximated magnitudes of the signal component, the magnitude probability density
function (PDF) becomes

_ 2RUON (R(J;);LN> T )

if the signal is present, i.e., f = fy, and

2R(f)N _n~rpn?
pa(R(f) = 2N -
o
if the signal is absent, i.e., f # fo.
The elements of B are derived from p; (R(f)) and po(R(f)). If no signal is present, the proba-
bilities of no detection (zero state), bgg, and detection in state ¢, by;, are given by

(16)

P—-1 D 5 P—1
boo = H/ pa(r)dr = [1— e ) 17
=170
1 —boo
by = , 18
0 1 (18)

respectively, where D denotes detection threshold.
If a signal with frequency between f,, and f,, + A f is present, the probabilities of detection in

state m, b,,.,,, no detection (zero state), b0, and detection in state ¢ # m, b,,;, are given by
0 —1 r o 2N
/ p1(r) H / pa(r1)dridr = / p1(r) - {1 — 677} dr, (19)
D i=1,i#m 0 D

D pP-1 D b2y P—2 D
bmo = / p1(r)dr H / pa(r)dr = [1 —e o2 ] / p1(r)dr, (20)
0 0 0

i=1,i#m

P P-2

bmm

1- me - anm

bnigm = ——pa @1)

respectively.

The design parameters of B are the SNR, defined by @ and o2, and D, see Fig. b). As the SNR
of the observation matrix increases, the observation matrix approaches the identity matrix, i.e., the
observed states equal the true states.

Optimal detection threshold

An optimal detection threshold, D, is determined for the following error cost function,
Ce = aPpa + BPrp, (22)

where the weights a and 3 sum to 1. The probabilities of false alarm and false detection can be
expressed as

P—1
PFA = p(R(fl) >DN---N R(fp_l) > D|Z = 0) = Ko Z b()i = /,60(1 — boo), (23)
=1

and

P—1
Prp = p(R(f1) < DU---UR(fp_1) < Di #0) = Y pibio = (1 — po)bio, ~ (24)
i=1
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Figure 1: (a) The state transition matrix, A, with v = 0.98, v = 0.01, and d = 0.5.
(b) The observation matrix, B, with ¢ = 0.1, o> = 0.1, and D = 0.01.
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respectively, where g = [o, i1, . - -, pin]”

cost criterion can be expressed as

Ce = apo(l —boo) + B(1 — po)bio- (25)

is the long-term state probability vector. Hence, the error

The minimum can be found by setting the derivative of the cost function equal to zero,

oC, 0bgo Obig

oD = —auoa—D+ﬁ(1—uo) oD =0, (26)
where the derivatives are given by (see Appendix |C)
dboo 2DN(P —1) _D2N [ _p2n1!
- =1 e } 2
3D 2 e e boo (27)
and
Ob;o _p2n171 (2DN(P —2) _p2n
=1|1- o2 } ——————~¢ o2 by D , 2
o _[1-e ( B2 2 b+ pa(D)g 28)

respectively. Combining (26), (27), and (28) gives an expression of the probability of a magnitude
equal to D when the signal is present,

2DN(P -1 2 1— P —2)b;
(D) = 222 ( Jopo D2y <1 _ B = po)( ) 0) . 29)
o?B(1 — o) o (P — 1)boo
The long-term probability of the zero state, 1o can be expressed as (see Appendix [C)
v
e 30
Ko U+ v ) ( )
where v and u are the track initiation and track termination probabilities. Hence,
2DN(P —1)av _bp2n~ Bu(P — 2)bo
D)= ———"— 2 | 1= —]. 31
pi(D) o?fu ¢ ( av(P — 1)bgg (3D

By setting v = (1 — pg) and 8 = py, false dismissals are emphasized if the probability of being
in the zero state is small, and vice versa. Using these values of « and f3,

QDN(P — 1) _ D3N (P — 2)bi0
D) = ——~ e o2 - . 32
n) e (1 G2
The optimal threshold D, is then determined by
D, = arg m[z}xpl(D). (33)

Since b;p and bgg depends on D, D,,,; has to be calculated iteratively.
It can thus be shown that the cost function optimality criterion requires only the design parame-
ters a and 0.

Initial state probability vector

To force automatic track initiation by starting in the zero state, the initial state probability vector, 7r,

is set to
T

u u
W:[aoo,agh...,aon]T: 1—u,P_1,...,P_1 . (34)
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Figure 2: (a) A sinusoid signal (¢ = 0.1) embedded in white noise (62 = 0.2). (b)
The true frequency trend (solid line), the estimated frequency using STFT (’+’), and
the estimated frequency using HMM (’0’). Note that absent ’+’ or ’0’ corresponds to
the zero state.

Viterbi track
Given an observed sequence, z, an optimal sequence, X, can be obtained using the Viterbi algo-
rithm [15, 16]. This algorithm is initialized for j = 0,1,..., P — 1 with
51(]) = 11’1’/Tj +1Hbj7z(1), (35)
(i) = 0 (36)

where 7 is the initial state vector, b; .(1) is element (4, (1)) of B, and z(1) is the first element of z.
Then, fort =2,3,...,T

(St (]) = In b],z(t) + i:()’IlI’l.E.i_}ﬁ(P—l (6t71(i) + In aij) ) (37)
Ue(j) = arg B (6:-1(7) + Ina;) , (3%)

are defined for j = 0,1,..., P — 1, where b; .4 is element (j, z(t)) of B, z(t) is element number ¢
of the observed sequence, and a;; is element (7, j) of A. The optimal sequence x is obtained using

z(T) = arg max_(0r(j)), (39)
j=0,1,...,P—1
z(t) = Y (z(t+1)). (40)

Figure [2] presents an example with a sinusoid, whose frequency is gradually decreasing, em-
bedded in white noise. Three occurrences of extremely high and low spurious frequency estimates
are avoided with the HMM. Figure [3] shows an example of a sinusoid with pronounced harmonics
and gradually decreasing frequency embedded in white noise. At one occasion, the maximum peak
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Figure 3: (a) A sinusoid signal with harmonics (a; = 0.1,a2 = 0.09,a3 = 0.08,
defined in |41)) embedded in white noise (2 = 0.2). (b) The true frequency trend
(solid line), the estimated frequency using STFT ("+’), and the estimated frequency
using HMM (’0’). Note that absent *+’ or 0’ corresponds to the zero state.

of the frequency spectrum is detected at the first harmonic and, incorrectly, verified by the HMM.
Hence, erroneous detection of harmonic frequencies may be a problem in AF frequency tracking
since the spectra often contain harmonics. The inclusion of harmonics in the HMM signal model
may prevent such erroneous frequency estimates, see below.

2.2 An HMM for tracking a single frequency with harmonics

We assume that the signal consists of a sinusoid with K — 1 harmonics and noise, according to the
following signal model

K
s(n) = Z ay sin(2wk fon) + w(n). 41)
k=1
The amplitude of the signal, a;, and its harmonics, ao, . .., ax, and the frequency fy is assumed to

be constant during the time interval for the Fourier transform. The noise is assumed to be zero-mean,

Gaussian with variance 2.
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The discrete Fourier transform S( f) of the signal s(n) is

S() = s(n)e2mn

1 = :
= Z (Z ag sin(27k fon) + w(n ) e~d2min

N
n=0 \k=1
K 1 N-1 L N—
= ~ ay sin(27k fon) > — e—d2mfn
162::1 <N n=0 N z::
K N_ |
= > (Sk(f) + Sk Z n)e—32In, “2)
k=1 n=0
where (N (kf f)
S — eIm(kfo—f)(N-1) sin(Nw(kfo — 3
K) 2Nj sin(m(kfo — f)) (43)

The magnitude of the signal component, C( f), can then be approximated similar to the case without
harmonics,

&, f=kfo
~ 2 I
Cf) =~ { 0, otherwise. “4)
Hence, the magnitude PDF at f = fj or any of its harmonics, p1;, k= 1,..., K, is
2R(f)N R(f)arN _ N@AR(f)?+af)
pie(R(f)) = C(TJ;) 1o ( (fU)Qk > -e . (45)

while the magnitude PDF at all other frequencies is identical to (T6), i.e.,

2R(f)N - NR(? .

pa(R(f) = =3 (46)

If no signal is present, the probability of no detection (zero state), byg, and the probability of
detection in state i, by; is identical to the case without harmonics, cf. and (T8), respectively.
If a signal with frequency between f,,, and f,, + Af is present, the probability of 1. detection in
the frequency state or one of the harmonic states k, b,,x, where f, = k- fp,,k = 1,..., K, 2. no

detection (zero state), b0, and 3. detection in another state , b,,,;, where f; # k - f,,,, are given by

bk, = / ik (r H / p2(r1)dry H /pm r1)drydr
b Jj= 1J¢k
[e%s) P K
= / plk(r)~[1—e 02 H /plj (r1)drdr, 47)
b j=1.5#k
P-K .D K .D
by = H/pWWH/mWW
i=1 Y0 k=10
2 pP-k K D
= [1—6_D02N] H/ pik(r)dr, (48)
k=170
1—bmo— K b,
bmi = 0= e bk, (49)

P-1-K
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Figure 4: The observation matrix, B, for the signal amplitude a; = 0.1, harmonic
amplitudes, as = 0.09 and a3 = 0.08, the noise variance o2 = 0.1, and the detection
threshold, D = 0.01.

respectively.

Figure []illustrates the observation matrix of a harmonic signal. Figure [5|shows an example of
a sinusoid with strong harmonics and gradually decreasing frequency, embedded in white noise. In
this example the false detection at the first harmonic is avoided. However, the effect of using an
observation matrix designed to detect sinusoids with harmonics is relatively limited when compared
to an observation matrix designed to detect a pure sinusoid. When the decay of the harmonics is
larger, as is usually the case for AF signals, the effect becomes smaller.

2.3 Log-spectral template

The performance of HMM frequency tracking is compared to that of frequency tracking using the
log-spectral template method [9], briefly summarized below. A spectrum, q;, is calculated for each
segment of /N samples of the residual ECG x; using

q = FWx, (50)

where the K x N matrix F defines the K-point discrete, nonuniform Fourier transform, and the
elements of the NV x N diagonal matrix W defines a window function. The transform matrix F' is
defined by

F = [1 efj27rf efj27rf2 . eijwf(Nfl)} , &))
where f = [fo,..., f K_l}T is a logarithmically scaled frequency vector, with
fo=fo-10%, k=0,1,....K —1. (52)

Each observed spectrum q; can be modeled by q; being a frequency-shifted, 6;, and amplitude-
scaled, a;, version of a known real-valued spectral template, ¢,,

(ll =a ng ¢l7 (53)
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Figure 5: (a) A sinusoid signal with harmonics (a; = 0.1,a2 = 0.09,a3 = 0.08)
embedded in white noise (o2 = 0.2). (b) The true frequency trend (solid line), the
estimated frequency using STFT (’+’), and the estimated frequency using HMM de-
signed for signals with harmonics ("0’). Note that absent "+’ or "0’ corresponds to the
Zero state.

where the matrix Jg, performs the frequency shift by selecting the appropriate interval of ¢;. The
parameters a; and 6; are estimated so that q; matches the true spectrum, q; optimally in the least-
squares sense.

For the first segment, the spectral template, ¢, is initiated by setting it equal to a constant (=1)
at the peak position and 0.01 at all other positions. The spectral template ¢; is then updated for each
segment through exponential averaging. An estimate of the AF frequency is obtained by the peak
position of the frequency-shifted spectral template.

3 Evaluation

3.1 Simulated signals

The frequency tracking methods are evaluated using simulated AF signals, to which either simulated
or ECG-extracted noise is added. The AF signals are simulated as an amplitude varying sinusoid with
M harmonics, where the fundamental AF frequency varies around F{, with a maximum frequency
deviation of AF' and modulation frequency F,, [6]:

M+1
. Ey AF F,,
s(n) =— Z ak(n) bln(2ﬂ'?k‘n + yo sin(2m Fa n)). (54

k=1 S m S

The time-varying amplitudes of the fundamental and the harmonics, denoted a;(n) and a;(n), k =
2,..., M + 1, respectively, are given by

ar(n) = e *(a+ Aa sin(QW%n)), (55)

S
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Table 1: Parameters of simulated AF signals. Note that the case “8/6 Hz” corresponds to 8 Hz at
0 <t < 30sand 6 Hz at 30 < ¢ < 60s.

Signal ‘ foMHz) AfHz) fr(Hz) a Aa  fo v
1 8 0 - 100 30 0.08 1
2 8 0.3 0.2 100 30 0.08 1
3 7 1 0.01 100 30 0.08 1
4 8/6 0 - 100 30 0.08 1
g 10
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Figure 6: Frequency trends of the simulated AF signal with (a) constant frequency,
(b) varying frequency, (c) gradually changing frequency, and (d) stepwise changing
frequency.

where the amplitude Aa is the modulation peak amplitude and F, is the modulation frequency. The
exponential decay of the harmonic amplitudes is denoted ~y.

Signals with four different frequency trends are created: constant frequency, varying frequency,
gradually decreasing frequency, and stepwise decreasing frequency, see Tab.[I] The frequency trends
of the simulated signals are displayed in Fig. [6]

The evaluation includes three different types of noise: white noise, remainders of QRST com-
plexes, and muscular artifact noise, see Fig. [/} The QRST noise was obtained from ECG signals
with normal sinus rhythm, where the QRST complexes were removed using average beat subtrac-
tion. The muscular artifact noise was obtained from the MIT-BIH stress test database [17]. For each
type of noise, five different one-minute signals were used in the evaluation, normalized so that their
variances were identical.

The SNR is defined by

SNR = 20log %, (56)

v

where V,, is the peak-to-peak amplitude of the simulated AF signal, and o, is the standard deviation



4 Results 55

10

(@)
o

-10 :
0 5 10 15
10
2 o
-10 :
0 5 10 15
10
© O%MM m«m
-10 : :
0 5 10 15

Time (s)

Figure 7: Noise excerpts defined by (a) white noise, (b) QRST remainders, and (c)
muscular artifacts.

of the noise. Test signals were created with SNRs of 2-10 dB, except for white noise where the SNR
started at 0 dB; these SNR values were considered as representative of observed signals. Figure [§]
shows a simulated AF signal at an SNR of 5 dB.

4 Results

4.1 Parameter values

The frequency interval from 3 to 12 Hz is divided into segments of Af = 0.1 Hz, so that state 1
corresponds to 3-3.1 Hz, and so on until state P — 1 which corresponds to 11.9-12 Hz. This gives
a total of P = 91 states, including the zero state. The Fourier transform of the observed signal is
calculated for every 2 second segment. The observed state is chosen in relation to the maximum peak
of the periodogram if contained within 3—-12 Hz and exceeding the detection threshold; otherwise
the zero state is chosen.

Since AF is assumed to be present, the track initiation probability is set to v = 0.98 and the
track termination probability to v = 0.01. Figure [0] shows an example of frequency tracking using
different settings of the standard deviation d in A. With d = 1, only one erroneous frequency
estimate is excluded, whereas several correct frequency estimates are slightly altered (i.e., on the
order of 0.01 Hz) when d = 0.1. For d = 0.1, one erroneous frequency estimate is not excluded
because it fits into an assumed change of the frequency trend. Hence, a large value of d implies
that the HMM does not exclude or replace any frequency estimates, whereas actual changes in the
frequency track are missed with too small a value of d. As a trade-off the standard deviation is set to
d = 0.5 in this study.

An average RMS error is calculated for each type of noise, based on the mean RMS error of the
four simulated frequency trends and the five different noise signals. The SNR of the observation ma-
trix is a design parameter, defined by a and o2 Figure shows the average RMS error of frequency
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Figure 8: Simulated AF signals mixed with (a) white noise, (b) QRST remainders,
and (c) muscular artifacts at an SNR of 5 dB.
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Figure 9: Frequency tracking illustrated for a simulated AF signal mixed with QRST
remainder noise at an SNR of 5 dB, using different standard deviations, d, of the state
transition matrix A. The true frequency trend (solid line), the estimated frequency
using STFT (’+’), and the estimated frequency using HMM designed for signals with
harmonics (’0’). Note that absent *+’ or 0’ corresponds to the zero state.
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Figure 10: AF frequency tracking in QRST noise for different values of a (62 = 0.1).
(a) The average RMS error at an SNR of 4 dB (solid line) and 2 dB (dashed line), and
(b) the corresponding zero state occupancy.

tracking of AF mixed with QRST noise to an SNR of 2 and 4 dB, respectively, using a fixed value
of o2 (= 0.1) and different values of a. It is evident that the best average performance is achieved
when a is low, i.e., smaller than 0.1. However, choosing too low a value of a prevents tracking of fast
changes in the frequency trend. Figure[TT]illustrates the trade-off between robustness to noise and
ability to track fast changes associated with different values of a. Since tracking performance is sim-
ilar for @ > 0.1, the signal and noise amplitudes of B are set to a; = 0.1, aa = 0.04, a3 = 0.01 and
o2 = 0.1, respectively. This yields an SNR of approximately —10 dB. The decrease in amplitude of
the harmonics corresponds to an approximate exponential decay of v = 1.

4.2 SNR

HMM-based frequency tracking is exemplified for different SNRs in Fig.[I2] using QRST remainder
noise. At 10 dB SNR, no erroneous frequency estimates occur, and consequently the HMM has no
effect. At5 dB SNR, two erroneous frequency estimate are replaced by estimates determined by the
HMM, and two erroneous frequency estimates are excluded by the HMM, i.e., set to the zero state.
At 0 dB SNR, several erroneous frequency estimates are either excluded or replaced by frequencies
better fitting the trend.

The average RMS error of the estimated frequencies of simulated AF signals mixed with white
noise is presented in Fig.[T3|for the HMM method. A high zero state occupancy percentage tends to
give a lower average RMS error, since the error is undefined at zero state. Therefore, it is important
to compare not only the average RMS error, but also the zero state occupancy percentage. An ob-
servation matrix with a = 0.05 yields a lower average RMS error, and a lower zero state occupancy
than does a = 0.1, whereas a = 0.05 reduces the ability to track fast changes in frequency, see
Fig. [T}

The average RMS error of the estimated frequencies of simulated AF signals mixed with noise
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Figure 12: Frequency tracking with and without employing the HMM of simulated
AF signals mixed with QRST-noise to (a) 10 dB SNR, (b) 5 dB SNR and (c) 0 dB
SNR. The true frequency trend (solid line), the estimated frequency using STFT (’+’),
and the estimated frequency using HMM (’0’). Note that absent ’+’ or "0’ corresponds
to zero state.
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Figure 13: (a) RMS error and (b) zero state occupancy as function of SNR for simu-
lated AF with white noise. The zero state occupancy at input is denoted 'no HMM’.

due to muscular artifacts is presented in Fig. [I4] for the HMM, the spectral template method, and
the STFT. It is evident that the HMM frequency tracker performs better than both the STFT and the
spectral template method in muscular artifact noise.

For simulated AF signals mixed with QRST remainder noise, the resulting average RMS error
is presented in Fig. [T3] yielding a result similar to that in Fig.[T4] However, it should be noted that
the average RMS error of the spectral template frequency estimates is considerably lower for QRST
noise than for muscular artifact noise.

In general, the RMS error does not differ much between the four different types of frequency
trends. However, the combination of a varying AF frequency (Fig. |§kb)) with QRST remainder noise
leads to an RMS error that increases faster at very low SNRs than for the other types of frequency
trends, see Fig. [I6]

5 Discussion

HMMs were originally suggested for use in the field of speech signal processing, but have since
been applied to various biomedical signal processing problems, e.g., ECG segmentation [18, 19],
cardiac arrhythmia analysis [20], EEG classification [21], and recognition of sleep stages [22]. The
application of HMMs in AF analysis is, to our knowledge, novel to this paper.

The AF frequency plays a central role when analyzing AF from the ECG. In a previous study, we
found that a lower AF frequency indicates a higher likelihood of spontaneous termination [5]. Other
studies have shown a correlation between AF frequency and likelihood of drug-induced termina-
tion [3,4]. Therefore, it is important to reliably estimate the AF frequency. It is also of great interest
to study how the AF frequency changes over longer time periods. However, a common problem in
ambulatory recordings is noise which corrupts the AF frequency estimates.

This work extends the HMM proposed by Streit et. al. for frequency tracking of a sinusoid
in white noise [10] to tracking of a sinusoid with harmonics. The effect of using an observation
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Figure 14: (a) RMS error and (b) zero state occupancy as function of SNR for simu-
lated AF with muscular artifacts.
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lated AF with QRST remainders.
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Figure 16: RMS error as function of SNR for the four different simulated AF fre-
quency trends with QRST remainders.

matrix designed to detect sinusoids with harmonics, compared to an observation matrix designed
to detect sinusoids, turned out to be limited. When the decay of the harmonics is large, as is often
the case for AF signals, the improvement is marginal. However, it is more suitable to use an HMM
designed to detect sinusoids with harmonics for an atrial flutter signal, whose harmonics are much
more pronounced. Frequency tracking of intra-atrial fibrillation signals, for which the amplitude of
the harmonics may be larger than the fundamental, is another potential application of our extended
HMM [23].

Even though our model is designed for white noise, it performs well for other types of noise.
Noise due to QRST remainders and muscular artifacts typically consist of infrequent high level
intermittent spike artifacts. In between these spikes, the noise level is low and the fibrillation signal
is clearly visible. Since the SNR definition is based on the average power of the noise, signal
detection is generally easier for non-Gaussian noise than for Gaussian noise at the same SNR [24].

The tracking performance of the HMM is sensitive to the choice of a, 02, and d. The values of a
and o2 correspond to a lower SNR than the actual SNR of the simulated signals. The best tracking
performance is not necessarily attained when a and o2 corresponds to the SNR of the simulated
signal, cf. Fig.[T0}

The HMM is tested on simulated AF signals with step-wise changing frequency, showing that
the HMM is able to track sudden changes of the AF frequency trend. However, choosing too low a
value of the design parameter a of the observation matrix precludes detection of fast changes in the
frequency trend, see Fig. [I1]

The HMM can be designed so that short-time frequency estimates which do not fit the frequency
trend are excluded or replaced by frequencies which better fit the trend. This can be done by adjusting
the parameter d in the state transition matrix, describing the likelihood of AF frequency change. The
frequency tracking performance is sensitive to the choice of d, see Fig.[9]

For all tested cases, frequency tracking with HMM is associated with significantly lower RMS
errors at low SNRs than is tracking without. The difference in performance is negligible when
tracking the different types of frequency trends, except for the case with varying AF frequency
mixed with QRST remainder noise. In this particular case, the faster performance deterioration at
low SNRs is explained by the fact that this type of frequency trend produces the most nonstationary
signal.

The HMM method and the spectral template method exhibit similar performance when process-
ing signals with QRST remainder noise for most SNRs of practical significance (Fig. [I5{(a)). This
result is to be expected when considering that the spectral template method was designed to deal with
such noise in particular. However, the performance difference becomes quite substantial at very low
SNRs, i.e., below 4 dB, or in the presence muscular artifacts (Fig. @Ka}).

The present performance evaluation involves simulated AF signals, i.e., defined by a sum of



62 Paper II: Frequency Tracking of Atrial Fibrillation using Hidden Markov Models

weighted sinusoids, to which different types of real-life noise have been added. Evidently, such an
evaluation offers the important advantage of describing the performance in quantitative results, using
e.g., the error between the underlying AF frequency and the estimated. Since the atrial fibrillatory
activity is much more complex in reality than what can be accounted for by the sinusoidal model,
a complete performance evaluation of HMM-based frequency tracking should, in the future, also
involve the analysis of ECG signals. However, such an evaluation also has to address the problem of
expressing the performance in quantitative terms.

Other methods for reducing false short-time AF frequency estimates may be to lowpass filter the
frequency trend, or to simply remove outlier values, i.e., short-time frequency estimates that differ
significantly from the frequency trend. However, it is difficult to set general values of thresholds
and filter parameters, since changes of the frequency trend due to, e.g., drug administration, must be
allowed. Also, there are large variations between different patients.

6 Conclusions

Using an HMM for frequency tracking of AF in the ECG significantly lowers the RMS error. Hence,
this approach may have important implications for future analysis of ambulatory ECGs with AF.
With an adequate choice of design parameter values, the HMM is able to track sudden changes of
the fibrillation frequency. Although inclusion of harmonics in the model did not improve the tracking
performance appreciably, it performed equally well as the HMM designed for frequency tracking of
a signal without harmonics.

A Observation matrix

The discrete Fourier transform S(f) of the signal s(n) is
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Summation of the geometric terms gives that
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B Joint magnitude

We want to find the PDF, p(z), of the radius z = /22 + y2, where 2 and y are independent with
Gaussian distribution and equal variance o2. The mean-values are E[z] = 7, E[y] = 0 respectively.
Then, x and y have the joint PDF

1 _(rfn)?+y2

plo.y)=g—ze =7 . (62)

To find p(z) we integrate p(x,y) over AD,, where

AD,:z< 22 +1y2<z+dz, z>0. (63)

Hence

p(z)dz = //Asz(rc,y)dwdy
1

2m _ (2cos 0—m)2+(25in0)2
= e 252 zdzd#, (64)
0

2702

where the last step uses the following change of variables

r = zcosl, (65)
y zsin b, (66)
dedy = zdzdf. (67)
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This results in
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where I is the modified Bessel function of order O,

1 27 eos B > .’172"
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n=0

In this case, x is the signal with half of the noise, E[z] = C and y is the other half of the
noise, E[y] = 0. The variance of the two variables is 02 /2N and the radius z = R. This gives an
expression of the PDF of the magnitude R, p(R),
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C Optimal detection threshold

C.1 Long-term state probability

The long-term state probability vector, pt, sums up to unity and satisfies the equation
n = pA. (71)

Hence, the long-term probability of the zero state, i.e., no signal present, po, must satisfy

n
Mo = Zﬂiaio
i=0

= (1—u)uo+UZui

i=1

= (1 — ’U,)/J,() + U(]. — ,u(]). (72)
This results in that v
= . 73
o= s (73)
C.2 Derivatives of 5600 and b:0
The error cost criterion,
Ce = apo(l—boo) + B(1 — po)bio, (74)
is minimized with respect to D, setting the derivative to zero,
aC, 0bgo Obyo
- _ 1— = 75
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Setting equal to zero to find minimum of C, gives
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