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Figure X: Comparison between a PEEM image of a steel sample
and an orthographic projection of the far side of the moon.
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Abstract

This thesis reports on surface studies of industrial materials whose importance
for society manifests in the vast range of applications. In industrial mater-
ials alloying is performed in order to improve the parent material’s physical
and mechanical properties such as strength, corrosion and wear resistance, as
well as high temperature performance in comparison to the pure metal. Even
though metals like copper, tin, and zinc have been alloyed since approximately
2500 BCE, current research projects still try to unravel the complex interactions
between the single alloying elements on an atomic scale. This thesis focuses on
two groups of metallic alloys: aluminum alloys and steels.

For both alloy groups, the properties of their protective surface oxides are of
major importance as they determine the material’s performance with respect
to corrosion, erosion, wear, joining, and coating. Therefore, a surface science
approach was employed to study the chemical composition, thickness and dis-
tribution of phases and particles at the oxide surfaces. Contemporary research
in this area is characterized by attempts to bridge the gap between classical
model systems in highly controlled environments and industrial complex alloys
in experimental conditions mimicking their working environment.

Here, the material gap is bridged by transitioning from single crystals to indus-
trial alloy standards, see Papers I and IV. Custom made composite aluminum
alloys made for brazing applications, Papers II and III, and multiphase steel,
Paper V, are investigated in this thesis. Simultaneously to the material gap,
the pressure gap is addressed by exposing the materials to more realistic condi-
tions using ambient pressure X-ray photoelectron spectroscopy, see Papers III
and IV. This technique allows for measurements while the sample is exposed to
different gases up to the lower mbar regime. By comparing X-ray photoelectron
spectroscopy with standard UHV measurements major differences in the result-
ing surface oxide composition are observed. The thickness of the native oxide
films of the different samples is determined by X-ray reflectivity measurements
performed at different experimental conditions ranging from UHV to air and
water environments, Papers I and IV. X-ray photoelectron emission microscopy
and low-energy electron microscopy was used to follow the surface development
during heating of aluminum and steel samples on a sub-micron length scale,
Papers II, IV, and V. The microscopic imaging allows for the identification of
the chemical state of the alloying elements and their lateral distribution in the
surface layer. Overall, this thesis highlights the need to develop the surface
science techniques, which are not commonly used in material science, further to
allow measurements on industrial samples in more realistic environments.
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Corrosion Science 141 (2018) 18-21

ix

https://doi.org/10.1016/j.jelechem.2017.07.010
https://doi.org/10.1016/j.jelechem.2017.07.010
https://doi.org/10.1016/j.jelechem.2017.07.010
https://doi.org/10.1021/acsanm.7b00303
https://doi.org/10.1021/acsanm.7b00303
https://doi.org/10.1039/C8RA02913J
https://doi.org/10.1039/C8RA02913J
https://doi.org/10.1016/j.corsci.2018.06.040
https://doi.org/10.1016/j.corsci.2018.06.040




List of Abbreviations

AA Aluminum alloy
AEY Auger electron yield
ALUX Aluminum oxides for processing and products
APXPS Ambient pressure X-ray photoelectron spectroscopy
BCC Body-centered cubic
BCT Body-centered tetragonal
BFP Back focal plane
BSE Back scattered electrons
CA Contrast aperture
DSS Duplex stainless steel
EIS Electrochemical impedance spectroscopy
ESCA Electron spectroscopy for chemical analysis
FCC Face-centered cubic
FWHM Full width at half maximum
FY Fluorescence yield
HCP Hexagonal close packed
HV High vacuum
IMFP Inelastic mean free path
IP Image plane
LEED Low-energy electron diffraction
LEEM Low-energy electron microscopy
MEM Mirror electron microscopy
PEEM Photoelectron emission microscopy
PES Photoelectron spectroscopy
PEY Partial electron yield
PREN Pitting resistance equivalent number
SE Secondary electrons
SEM Scanning electron microscopy
SDSS Super duplex stainless steel
SPELEEM Spectroscopic photoemission and low-energy electron microscope
ST Simple tetragonal
SV Start voltage
TEY Total electron yield
UHV Ultrahigh vacuum
UV Ultraviolet
XA X-ray absorption
XAS X-ray absorption spectroscopy
XAS-PEEM PEEM in X-ray absorption mode
XP X-ray photoelectron
XPEEM X-ray photoelectron emission microscopy
XPS X-ray photoelectron spectroscopy
XRR X-ray reflectivity
XUV Extreme ultraviolet

xi



xii



Populärwissenschaftliche Zusammenfassung

Nahezu alle metallischen Materialien, die wir heute anwenden, sind Legier-
ungen. Der Grund hiefür liegt in deren, im Vergleich zu den einzelnen Legier-
ungselementen, verbesserten physikalischen Eigenschaften wie Festigkeit, Ver-
schleißbeständigkeit, Korrosionsbeständigkeit und Hochtemperaturverhalten. Le-
gierungen aus Kupfer, Zinn und Zink werden schon seit ungefähr 2500 Jahren
vor unser Zeitrechnung verwendet. Da die Wechselwirkungen zwischen den
einzelnen Legierungselementen sehr komplex sind, versuchen sogar noch heute
Forscher diese auf atomarem Niveau zu verstehen. Die hier vorliegende Arbeit
beschäftigt sich hauptsächlich mit zwei Sorten von Legierungen: Aluminiumle-
gierungen und Stähle.

Da in beiden Legierungssorten die Korrosionsbeständigkeit von den Oxidschichten
abhängt, werden in dieser Arbeit oberflächenphysikalische Messverfahren ange-
wandt, um die chemische Zusammensetzung, die Dicke und die Verteilung ver-
schiedener Phasen und Körner darin zu bestimmen. Die Spitzenforschung auf
diesem Gebiet beschäftigt sich mit dem Übergang von Experimenten an verein-
fachten Modellsystemen in gut kontrollierbaren Messumgebungen zu Messumge-
bungen, die denen der Industrie mehr ähneln.

Die in dieser Arbeit verwendeten Methoden haben gemeinsam, dass sie Elektronen
und Röntgenstrahlen zur Charakterisierung der Oberfläche nutzen. Die Rönt-
genstrahlen werden dafür in einem kreisförmigen Teilchenbeschleuniger, einer so-
genannten Strahlungsquelle, erzeugt. Synchrotronstrahlung wird hervorgerufen,
wenn Elektronen, die in dem Beschleuniger Geschwindigkeiten nahe der des
Lichtes haben, durch ein starkes Magnetfeld abgelenkt werden. Experimentelle
Messstationen ermöglichen die Erforschung der industriellen Proben mit den un-
terschiedlichsten Methoden, wie unter anderem, die in dieser Arbeit besprochenen
Methoden der Röntgenreflektometrie, Röntgenphotoelektronenspektroskopie und
Photoemissionselektronenmikroskopie. Diese Messmethoden geben Informationen
über die Dicke der Oxidschicht, die Elemente in ihr und deren chemischer Zus-
tand sowie deren laterale Verteilung.

Die Erforschung des Einflusses der Probenumgebung auf diese Eigenschaften ist
Teil des ALUX- (ALUminium oXides for processing and products) Projektes,
in dessen Rahmen die vorliegende Arbeit angefertigt wurde. Das Projekt hat
sich zum Ziel gesetzt, mit neuen Messmethoden und grundlegenden Theorien
zur Entwicklung von Aluminiumprodukten mit verbesserter Vielseitigkeit und
Korrosionsbeständigkeit beizutragen.

xiii



Um dies zu erreichen, haben sich experimentelle und theoretische Physiker mit
der schwedischen Aluminiumindustrie innerhalb des ALUX-Projektes zusam-
mengeschlossen. Während diser Zusammenarbeit hat sich ein Interesse an weit-
eren industriellen Materialien entwickelt. Daher beinhaltet diese Arbeit auch
die Untersuchung von Stahlproben.

Meine Arbeit trägt zu den Zielen des ALUX-Projektes bei, indem sie klassis-
che oberflächenphysikalische Methoden für die Charakterisierung von komplexen
Aluminiumlegierungen und Stählen sowie deren Oxidschichten verwendet. Die
Ergebnisse dieser Arbeit zeigen, dass große Unterschiede in der Dicke und der
Zusammensetzung der Oxidschicht entstehen je nachdem ob die Probe in Ul-
trahochvakuum oder in industrienahen Probenumgebungen charakterisiert wurde.
Daher ist es von großer Bedeutung, neue Messmethoden, wie z.B. Hochdruckrönt-
genphotoelektronenspektroskopie, zu entwickeln und diese zur Verbesserung des
Verständnisses industrieller Materialien einzusetzen.

xiv



Populärvetenskaplig sammanfattning

Nästan alla metalliska material som används idag är legeringar. Detta beror p̊a
att legeringen har förbättrade fysiska egenskaper som h̊allfasthet, slitstyrka och
korrosionsbeständighet och dessutom bättre prestanda vid höga temperaturer
jämfört med de enskilda rena metallerna. Legeringar av koppar, tenn och zink
har används sedan ungefär 2500 fvt men än idag försöker forskare utröna de
komplexa växelverkningarna mellan legeringskomponenter p̊a atomär niv̊a. I
denna avhandling ligger fokus p̊a tv̊a legeringsgrupper: aluminiumlegeringar
och st̊al.

De b̊ada legeringsgruppernas oxidskikt är avgörande d̊a dessa bestämmer mater-
ialens korrosionsbeständighet. I denna avhandling har ytfysikmetodik använts
för att undersöka den kemiska sammansättningen, tjocklek och fördelning av
faser och partiklar inom dessa oxidskikt. Forskningsfältets framkant utmärks av
försök att överbrygga skillnaden mellan förenklade modeller i välkontrollerade
omgivningar och kommersiella legeringar med experimentförutsättningar som
avspeglar de industriella villkoren.

De metoder som används i denna avhandling har gemensamt att de använder
röntgenstr̊alar och elektroner för att karakterisera ytan. De röntgenstr̊alar som
används genereras i en cyklisk partikelaccelerator som kallas synkrotron. Synk-
rotronljusstr̊alning uppst̊ar när elektroner, som i acceleratorn har en fart nära
ljusets, böjs genom ett starkt magnetfält. Experimentstationer till̊ater forskning
p̊a industriella prover med olika metoder, s̊a som röntgenreflektivitet, röntgen-
fotoelektronspektroskopi och fotoemissionselektronmikroskopi. Dessa metoder
ger information om tjockleken p̊a oxidskiktet, vilka ämnen som ing̊ar i oxid-
skiktet samt deras kemiska tillst̊and och fördelning p̊a ytan.

Att studera hur materialets egenskaper förändras p̊a grund av olika provmiljöer,
till exempel tryck av olika gaser eller provtemperatur, är en del av ALUX-
projektet (ALUminium oXides for processing and products) i vilket detta arb-
ete utförts. Projektets m̊al är att använda nya mätmetoder och grundläggande
teorier för att bidra till utveckling av produkter med förbättrad m̊angsidighet
och korrosionsbeständighet. För att n̊a detta m̊al inleddes ett samarbete mel-
lan experimentella och teoretiska fysiker och den svenska aluminiumindustrin
i ett gemensamt projekt: ALUX-projektet. Under samarbetet inom ALUX-
projektet utvecklades ett intresse att studera flera industriella legeringar och
därför inkluderades ocks̊a st̊al.
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I detta arbete har vi försökt att n̊a vissa delmål inom ALUX-projektet, genom
att tillämpa klassiska men ocks̊a mer nyutvecklade ytfysikaliska metoder för
karakterisering av komplexa aluminiumlegeringar och st̊al samt deras oxidskikt.
Resultaten i avhandlingen visar att det finns stora skillnader i tjockleken och
sammansättning p̊a oxidskiktet mellan de klassiska experiment som utförs i ul-
trahögvakuum och de som används i mer industrilika provmiljöer. Därför är
det av största vikt att utveckla nya mätmetoder s̊asom högtrycksröntgenfotoe-
letronspektroskopi och använda dessa nya metoder för att förbättra först̊aelsen
av industriella material.
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Industrial Alloys Studied by
Surface Sensitive Techniques





1 Introduction

Mankind has been using materials such as wood, stones, ceramics, glass, metals
and alloys for millennia. Over time the material properties were refined and the
development of new materials had such a great impact on entire civilizations that
even whole time periods of mankind’s history are named after these materials,
e.g., Chalcolithic1 Period, the Bronze Age and the Iron Age. Depending on
the use of materials their properties have been altered to accommodate for
the changing needs of their users. To meet today’s requirements on material
properties, most metallic materials are alloyed.

The two material groups that are studied in this thesis are metal alloys: alu-
minum alloys and iron based alloys, steels. These two alloy groups are also the
world’s most important engineering materials. In 2017 the world’s steel pro-
duction was about 1.69 billion metric tons [1] and for aluminum it was about
53.5 million metric tons [2] making steel and aluminum the two most commonly
produced metals.

The dominance of steels as a structural material is explain by several reasons.
First of all, iron is the most abundant element on Earth by mass and even the
fourth most common element in the Earth’s crust. Further, even iron scrap, the
second source for industrial production of steels, is cheap and widely available.
The main reason for the popularity of steels as materials is however its multitude
of properties. By changing the amount and composition of alloying elements in
the steel production, a vast variety of steels grades can be produced with very
different physical and mechanical properties, so that steels can be used as keys,
frying pans, vacuum chambers, and as structural material in buildings ranging
from stables to nuclear power plants.

The iron alloy that was studied in this thesis, SAF 2507, is a specialized alloy for
applications in highly corrosive environments that belong to the group of super
duplex stainless steels. Its excellent corrosion resistance in combination with its
very high mechanical strength makes it suitable for tough applications such as
in the oil and gas industry, pulp and paper production, and chemical processing.
The reason for the excellent corrosion resistance of the steel is its surface oxide
film which mainly consists of chromium oxide. This surface oxide film is also
why it is very interesting to study steels from a surface science perspective as
done in this thesis.

1Chalcolithic is derived from the Greek works χαλκóς (chalcos) = copper
and λ́ıθoς (lithos) = stone.
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However, the main focus in this thesis is on aluminum alloys. These are of great
industrial, economic and political interest as they can play an important role
in achieving environmental targets set by governmental agencies such as the
EU’s 2050 vision. Aluminum can contribute to these goals in two sectors: in-
dustry and transportation. The aluminum industry can largely reduce its green-
house gas emission by recycling aluminum scrap as the secondary production is
about 90% more energy efficient than the production of primary aluminum from
bauxite. However, for successful recycling the understanding of the impact of
impurities on the performance of the alloys needs to be improved.

The other sector in which aluminum can contribute to the environmental target
is transportation. Currently the demand on the transportation industries to
create less emission leads to the increased interest in light weight structural
materials. These demands can be met by the use of aluminum alloys due to
their high strength-to-weight ratio. In addition, just as with steels, aluminum
alloys have a good corrosion resistance due to their native aluminum oxide film,
which is about 5 nm thick.

Although great for corrosion resistance, the aluminum oxide film is a major
obstacle when it comes to joining work pieces made of aluminum or aluminum
alloys. To achieve good wetting of the two surfaces by the filler material, see
Papers II and III, the oxide layer has to be removed. However, pure aluminum
oxide has a high melting point (2072◦C) and very good adherence to the under-
lying aluminum.

One method of removing the oxide is flux brazing. This approach is problematic
since furnace brazing with a flux contains vapor of dilute hydrochloric acid
with minor amounts of hydrofluoric acid which creates a considerable amount
of problems regarding work safety, environmental issues, and corrosion at the
furnace. Another method is vacuum brazing which has been used for a number
of specialized applications such as in the aerospace industry. In the 1980s,
aluminum products were increasingly considered for the automotive industry
which lead to the development of furnace brazing with a flux under a protective
atmosphere of nitrogen, known as the NOCOLOK process [3].

To understand changes in the microstructure during industrial relevant pro-
cesses like heat-treatment, anodization, and corrosion, ex-situ studies on model
systems are not sufficient. Investigating industrial processes under (or close to)
realistic conditions can yield more relevant information although such studies
increases the complexity of the experimental setup and data analysis.

Using actual industrial materials instead of model systems introduces a number
of challenges. For instance, using composite aluminum alloys instead of single
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crystals, more elements and structures in the sample have to be considered.
The inhomogeneity of industrial samples with respect to microstructure, pre-
cipitates, constituent particles is also significant. Further, it is necessary to
consider that each batch has a composition that is slightly deviating from the
nominal composition.

To overcome all these challenges, a unique constellation from Swedish aca-
demia and aluminum industry has been assembled under the SSF-program ALU-
minium oXides for processing and products (ALUX) [4]. This project aims for
an improvement of the corrosion resistance and versatility of aluminum products
by combining the different skills from industry, theory and experimental science.

My contribution to this project is within the experimental area as I am applying
a range of electron and synchrotron-based X-ray techniques for spectroscopy, mi-
croscopy and diffraction experiments to study aluminum alloys and steels. This
thesis introduces a variety of aluminum based samples and steels in chapter 2 as
well as electron and synchrotron-based X-ray techniques in chapter 3 to provide
a background for the appended publications. The last chapter provides an out-
look on how the gained insights can be transferred to future experiments.

3





2 Materials

In this thesis, two material groups have been studied: Aluminum alloys and
duplex stainless steels. The first part of this chapter introduces the different
types of aluminum samples that have been investigated. The first section, 2.1.1,
focuses on the properties of pure single crystal and polycrystalline aluminum.
Due to aluminum’s high oxygen affinity it is almost always covered by a layer of
aluminum oxide. Therefore, aluminum oxides and their relevance with respect
to industrial processes will be discussed in section 2.1.2. Moving towards more
applied samples, section 2.1.4 introduces the standards for wrought aluminum
alloys with a special emphasis on the role of the different alloying elements and
the effects of heat treatment of aluminum alloys. The last aluminum related sec-
tion, section 2.1.4.3, will explore the complicated interaction within composite
aluminum alloys designed for brazing applications.

The second part of this chapter will give a brief introduction to the wide field
of steels with focus on duplex stainless steels. To understand the differences
between the steel grades it is important to understand the role of the alloying
elements as they stabilize different phases. This is discussed in section 2.2.1.2.
Since the phases found in duplex stainless steels are dependent on the heat
treatment, the effect of heat treatment is discussed in the last section.

2.1 Aluminum

Aluminum is the third most abundant element in the earth’s crust. Despite its
great abundance, aluminum was not recognized as an element until the Dan-
ish physicist and chemist Hans Christian Ørsted succeeded in producing minor
amounts of metallic aluminum by reacting potassium amalgam with anhyd-
rous aluminum chloride. Later, in 1827, the German chemist Friedrich Wöhler
succeeded in preparing the first pure sample of aluminum powder by using po-
tassium and aluminum chloride [5].

A possible reason for the late discovery of aluminum may be due to its chemical
properties. Aluminum is very reactive when exposed to air and hence, it is
almost only found in its various forms of oxide and silicate compounds. The high
oxygen affinity of aluminum is the reason for the occurrence of its surprisingly
adherent passive oxide film which is the foundation for its well-known corrosion
resistance.

To improve commercial aluminum products, the fundamental understanding of
the interaction between aluminum and its alloying elements and the formation
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Figure 1: Models of a) an FCC(110) single crystal surface, b) a polycrystalline sample with different surface orientations,
c) a polycrystalline alloy with alloying elements at the surface, and d) model of a composite material, here a
brazing sheet consisting of two different aluminum alloys. These models illustrate how the structures increase in
complexity and hence create more challenges during data acquisition and analysis.

of the protective oxide layer on its surface needs to be understood. The oxide
formation on aluminum has been studied for decades with a variety of surface
science techniques, e.g. [6–12]. One major drawback with the conventional sur-
face science approach is the use of model systems in controlled environments.
Aluminum single crystals have been studied extensively but questions about
the influence of alloying elements, heating and aqueous environments on the
microstructure remain. Therefore, this thesis is aiming to extend the classical
surface science approach by moving towards industrial alloys. Fig. 1 describes
this transition graphically and illustrates how the complexity of the system in-
creases and hence the demands on the experimental setup and data analysis.

2.1.1 Pure Aluminum

The crystal structure of pure aluminum is face centered cubic (FCC). The melt-
ing point of pure aluminum is 660◦C and its density is low, ρ=2.7 g·cm−3,
which is about a third of the density of iron [13,14]. This makes aluminum and
especially it’s alloys a light-weight structural material.

As previously mentioned, a characteristic property of aluminum is its strong
affinity to oxygen. Therefore, the most common ore of aluminum consists of
a mixture of aluminum oxide, aluminum hydroxides, and oxyhydroxides. This
type of ore is called bauxite, which also contains varying amounts of iron oxides
and silicates.

Bauxite can be converted to aluminum oxide via the Bayer process [15]. In
the Bayer process the aluminum oxide contained in the bauxite reacts with
sodium hydroxide in a pressure vessel at a temperature of 150-200◦C to form
sodium aluminate. By cooling the filtered solution and passing carbon dioxide
through it, aluminum hydroxide precipitates. Today it is more common to use a
supersaturated solution of sodium aluminate seeded with aluminum hydroxide
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crystals to precipitate aluminum hydroxide, which is transformed into aluminum
oxide by heating.

The resulting alumina is then smelted by electrolytic reduction, known as the
Hall–Héroult process [16]. The Hall–Héroult process uses cryolite, Na3AlF6, to
lower the melting point of alumina. Since the Hall–Héroult process requires
large quantities of energy, recycling plays an important role in the aluminum
industry today. The production of secondary aluminum only requires about
90% of the energy used in producing aluminum from its ore.

2.1.1.1 Single Crystals
To study pure aluminum it is often used in the form of a single crystal. Single
crystals are grown artificially by controlled phase transformation from the dis-
ordered liquid phase. They are common substrates for surface science studies
since the geometrical arrangement of the atoms is clearly defined. This is the
case because a crystal consists of atoms or a group of atoms arranged in a
periodically repeating pattern in three dimensions.

The entire structure of a single crystal can be constructed by a translational dis-
placement of the smallest repeating entity, the so-called unit cell. The unit cell
is defined by its lattice parameters, the lengths a, b, c of the three independent
cell edges and the angles α, β, γ between these edges. Using the lattice vectors
−→a ,−→b ,−→c and translations operations the entire crystal structure can be defined
by Eq. 1. −→

R = n1
−→a + n2

−→
b + n3

−→c ,where n1, n2, n3 ∈ Z (1)

Originating from a lattice point, the positions of all atoms inside the unit cell
are described by a set of vectors, see Eqn: 2.

−→r = x−→a + y
−→
b + z−→c ,where 0 ≤ m,n, o ≤ 1. (2)

The crystal structure of most metals is cubic, thus the unit cell parameters are
equal, i.e. a = b = c, and the angles are α = β = γ=90◦. By adding an atom
in the center of the simple cubic unit cell (SC), see Fig. 2 a), a body centered
unit cell (BCC) is formed as shown in Fig. 2 b). Aluminum has a FCC lattice
and therefore atoms are not only placed on the corners of the unit cell but also
at the center of each of the six faces, see Fig. 2 c).

Other examples of metals with a FCC crystal structure are nickel and copper.
Iron, manganese, chromium, and molybdenum are typical metals that have a
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Figure 2: Illustrations of cubic units cells a) simple cubic, b) body centered cubic, c) face centered cubic and low index
crystal planes d) (100), e) (110), f) (111) in a FCC crystal structure and the corresponding surfaces. In a cubic
unit cell the cell parameters are equal (a=b=c) and the angles are α = β = γ = 90◦. The light blue lines in
the bottom models describe the primitive surface unit.

BCC crystal structure. Another common crystal structure is hexagonal close
packed (HCP), see Fig. 7, it is observed in, e.g. magnesium and titanium.

The structure and orientation that a single crystal exhibits at the surface de-
pends on how the crystal is cut with respect to the crystal planes. In surface
science the conventional way of denoting crystal planes is by the inverse of the
interception between crystal plane and the coordinate axes defined by the lat-
tice vectors. This index of the plane is represented by the three smallest integer
combination in brackets (hkl). These indices are also referred to as Miller in-
dices. Miller indices only containing values of one and zero are called low index
planes. The three low index planes of a FCC crystal are shown in Fig. 2 d)-f).

2.1.1.2 Polycrystalline Aluminum
The prefix poly come from ancient Greek πoλυς (polús) meaning many or much,
hence polycrystalline aluminum consist of many entities of crystalline aluminum.
The main difference between single crystal and polycrystalline aluminum is the
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presence of grain boundaries and different surface planes. Therefore, the mech-
anical and corrosion properties are different in comparison to single crystals.

The grain size in polycrystalline aluminum varies greatly depending of the his-
tory of the sample (annealing, rolling, etc.) and can range from a few µm
to several mm. The surface of a polycrystalline aluminum sample can exhibit
random orientations for each single grain or the same orientation but laterally
rotated towards each other. However, surface atoms can reconstruct from open
to more close-packed arrangements to lower their surface energy. Samples of
polycrystalline aluminum can be used as an intermediate step towards indus-
trial materials since they contain grains and grain boundaries but no alloying
elements.

2.1.2 Aluminum Oxide and Hydroxides

Due to aluminum’s high oxygen affinity it will form aluminum oxides as soon
as aluminum is exposed to an oxygen containing environment. This effect is ex-
plained by the large negative Gibb’s free energy [17] for the reaction of aluminum
with oxygen:

2Al(s)+
3

2
O2(g)→ α−Al2O3(s) ; ∆G◦ = −1583 kJ/mol (3)

or the reaction of aluminum with water:

2Al(s)+3H2O(l)→ Al2O3(s) + 3H2(g) ; ∆G◦ = −871 kJ/mol. (4)

The thermodynamically stable and most dominant crystalline form of aluminum
oxide is α-Al2O3 also referred to as corundum [18]. The structure of α-Al2O3 is
described as an HCP sublattice of oxygen anions with aluminum cations filling
two thirds of the octahedral sites [19]. The lattice parameters of the unit cell
are a = b = 4.7589 Å and c = 12.991 Å. An illustration of the α-Al2O3 unit cell
is shown in Fig. 3.

Aluminum can form a range of metastable oxides. According to their arrange-
ment of the oxygen anions these can be divided into two subgroups, FCC and
HCP. The different polymorphs of each of these two subgroups are obtained by
varying the distribution of aluminum cations. Aluminum cations usually occupy
octahedral or tetrahedral interstitial sites within the oxygen lattice. The close
packing of four spheres creates a tetrahedral interstitial site and the closed pack-
ing of six spheres gives an octahedral site. Alumina structures based on HCP
packing of oxygen besides α-Al2O3 include κ-(orthorhombic) and χ-(hexagonal)
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Figure 3: a) Unit cell of α–Al2O3 which consists of a HCP sublattice of oxygen anions and 2/3 of the octahedral sites
filled with aluminum cations. b) gives a top view of the unit cell marking the lattice parameters a and b as well
as the interatomic distance for the oxygen in the unit cell. Oxygen anions are represented in red and aluminum
cations in blue. Illustration created by using VESTA [20] and the crystallographic data can be found in Ref. [19].

phases. Examples of FCC based alumina structures are γ-, η (cubic) and θ-
(monoclinic) phase.

Aluminum forms besides the oxides a wide range of hydroxides. Gibbsite and
Bayerite are the most common structures of aluminum trihydroxides, Al(OH)3

whereas Boehmite and Diaspore are frequent monohydroxides, AlOOH [18].
Aluminum hydroxides typically consist of stacked oxygen double layers (O-Al-
O) with aluminum occupying the octahedral interstitial sites. The hydrogen is
usually arranged between the adjacent oxygen layers.

2.1.3 Native Aluminum Oxide Films

The above described aluminum oxides all exhibit a well defined chemical and
crystallographic structure. The native aluminum oxide films found on aluminum
alloys are usually amorphous and vary depending on the underlying alloy. Hence,
they are not well described by conventional techniques for structural analysis.
Nonetheless, these amorphous oxides play an important role concerning cohesion
and stability of the interfacial bonding between the metallic aluminum and its
protective oxide layer. Due to the strong cohesion between metal and oxide,
aluminum has a naturally occurring abrasion and corrosion protection, which
makes it a very utile material.

The native aluminum oxide film, grown under room temperature and atmo-
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Figure 4: Model of a Gibbsite, γAl(OH)3, unit cell. Illustration was created by using VESTA [20] and the crystallographic
information can be found in Ref. [21].

spheric pressure, has a thickness ranging from 2-7 nm [22]. It is usually de-
scribed as an amorphous film which contains different amounts of ordered oxide
and hydroxide patches. By growing the aluminum oxide film at elevated tem-
peratures the amorphous oxide growth begins to compete with the growth of
γ-Al2O3 since the Gibb’s free energies of formation become nearly equal. Fur-
ther, crystalline aluminum oxide is more likely to form on more densely packed
surfaces of the substrate, hence more γ-Al2O3 develops on Al (111) than on
Al (100) or Al (110) [23].

The native aluminum oxide film provides aluminum products with a good cor-
rosion resistance since the interface layer between aluminum and the oxide, the
so-called barrier layer, has a very low conductivity for both electrons and ions
which makes it an insulator for electrochemical reactions. If mechanical dam-
age to the oxide layer occurs, it regrows immediately. The passive oxide film is
essentially insoluble in pH-values ranging from 4 to 9. However, the exposure
to corrosive environments, eg. seawater containing chlorides and sulfates, can
lead to localized corrosion [24].

The corrosion protection in harsh environments can be improved by increasing
the thickness of the alumina films, which can be realized by anodic anodization.
During anodization, aluminum is immersed into an acid electrolyte as part of
an electrochemical cell. By applying an electric potential a thicker oxide layer is
grown. Anodization of aluminum provides industry with a process to enhance
the abrasion and corrosion resistance. Further, the approach provides a product
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finish with a high thermal stability. However, the excellent stability of alumina
imposes a drawback in other applications of aluminum and its alloys.

In this thesis, one common application where the stability of alumina is an
obstacle is investigated: brazing, see Papers II and III. During brazing the filler
metal is heated above its melting temperature, for aluminum alloys around
580◦C, between the work pieces. Then the filler is left to solidify into a joint
between these work pieces. The major challenge for creating a good joint is to
obtain a smooth continuous filling. This is only possible if the aluminum oxide
covering the faying surface is broken up, so that the molten filler can easily wet
the surfaces.

When considering an aluminum oxide film on aluminum, the alumina can only
be broken by the difference in the thermal expansion coefficients since the li-
quidus of alumina is above 2000◦C. The thermal linear expansion coefficient for
aluminum is 23.1 · 10−6K−1 and of alumina 8.1 · 10−6K−1 at 25◦C [25]. Hence,
cracks in the aluminum oxide film will occur during heating.

The break-up of the aluminum oxide layer on aluminum alloys is influenced by
several factors. First of all, the alloying elements change the thermal expan-
sion behavior of the substrate. Secondly, alloying elements can act like dopants
within the aluminum oxide film which affects the thermal stability of the film.
Thirdly, alloying elements can diffuse towards the interface between alloy and
oxide film, form particles, react with the oxygen in the film, and thereby ex-
pand and burst the oxide film. Further, the sample environment influences these
segregation behavior of the alloying elements in various ways. Each alloying ele-
ment can therefore influence the way the alumina film is decomposing. Previous
studies, e.g. [26, 27], and the research presented in Papers II and IV show a
major role of magnesium on the aluminum oxide break-up. The next section
gives a general introduction to aluminum alloys and the influence of the alloying
elements on the material properties of the alloy.

2.1.4 Aluminum Alloys

By increasing the complexity of the studied material further than polycrystal-
line samples with oxide layers on the surface one arrives at the actual industrial
alloy. The main reason for alloying metal is to improve the physical and mech-
anical properties. Typical alloying elements for aluminum alloys are copper,
manganese, silicon, magnesium, iron, and zinc.

Alloying requires that aluminum and the various alloying elements are mixed
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thoroughly while in a molten state. Common aluminum alloys contain up to
15 wt.% of total alloying elements. Aluminum alloys are separated into cast
and wrought products. Wrought aluminum alloys, e.g. rolled plate, foils and
extrusions, are grouped into different series depending on their main alloying ele-
ments. The series of the alloy determines the first of an assigned four-digit num-
ber, which identifies all industrial standard wrought aluminum alloys. Tab. 1
gives an overview over the different series. Each of the different standards has
a defined composition range and hence characteristic properties.

To select the most suitable alloy for a distinct application in for example trans-
portation, construction, or packaging one needs to consider other factors besides
the chemical composition. These include amongst others if there is a possibility
of strengthening the alloy in various ways, in which environment the alloys will
be used, and if and how single workpieces should be joined.

The following sections will give an introduction to these considerations starting
with the diverse roles of the alloying elements and continuing with how the
alloys can be strengthened with a special focus on heat treatment. Finally the
influence of the previous factors on the corrosion properties will be discussed.

Table 1: The Aluminum Association [28] alloy designation system for wrought alloys.

Series Major alloying elements Heat treatable

1XXX Al≥ 99% no
2XXX Al-Cu-(Mg) yes
3XXX Al-Mn no
4XXX Al-Si no/yes
5XXX Al-Mg no
6XXX Al-Mg-Si yes
7XXX Al-Zn-(Mg)-(Cu) yes
8XXX Al-(other elements) yes/no

2.1.4.1 Role of Alloying Elements
By adding a certain amount of different alloying elements, properties such as
strength, density, workability, electrical conductivity, and corrosion resistance
are greatly influenced. However, not all elements in the alloy are deliberate
additives but are rather impurities from the production or traces from the re-
cycling process. Tab. 2 gives an overview of the nominal composition of the
different aluminum alloys used in the papers included in this thesis.

Iron is the most common impurity in aluminum products. The iron contamin-
ation originates from the aluminum ore, which contains iron oxides, and from
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ferrous containers and tools used in the production. Iron has a high solubility
in molten aluminum and therefore contamination easily occurs during the hot
stages of production. On the other hand, the solubility of iron in solid aluminum
is very low, which makes iron form intermetallic particles often in combination
with aluminum and silicon. In some alloys of the 1XXX series, iron is added
intentionally to increase its strength slightly [13]. If iron and silicon are present
in the alloy, AlFeSi intermetallic particles form, whose exact compositions and
impact on the corrosion behavior are under discussion [29,30].

Silicon is the main alloying element of the 4XXX series. It is commonly added to
aluminum alloys to lower their melting point and to improve the fluidity of the
melt and therefore silicon is often found in cast alloys but it also used in braze
claddings or welding wires. Silicon has a low solubility in aluminum at room
temperature and at 12.5 wt.% silicon forms a eutectic with aluminum [13]. In
the 6XXX, series silicon and magnesium are the main alloying elements. Levels
up to 1.5 wt.% are used to produce Mg2Si (magnesium silicide) precipitates
during age hardening, where the fine precipitates increase the strength [5].The
intermetallic Mg2Si-particles can however also influence the local corrosion or
anodization of aluminum alloys [30].

Magnesium is also used on its own as a major alloying element in the 5XXX
series. Maximum 17.4% of magnesium can be dissolved in aluminum [13] but
usually not more than 5.5% of magnesium are used in wrought aluminum alloys.
Due to the high solubility of magnesium, the alloys can be strengthened by solid
solution hardening. By this treatment, aluminum-magnesium alloys obtain their
high strength and corrosion resistance. Aluminum alloys containing more than
3% of magnesium have a tendency to precipitate the intermetallic compound
β-Al8Mg5 at grain boundaries [14].

Table 2: Chemical composition of aluminum alloys which were investigated in this thesis. FA7856 and FA7825 are custom
made alloys used in brazing sheets. Quantities given in wt.%. Aluminum is remainder for all alloys.

Si Fe Cu Mn Mg Cr Zn Ti Bi

AA 6005 0.50-0.90 0.35 0.30 0.50 0.40-0.70 0.30 0.20 0.10 –

AA 6060 0.03-0.60 0.01-0.30 0.10 0.10 0.35-0.60 0.05 0.15 0.10 –

AA 6063 0.02-0.60 0.35 0.10 0.10 0.45-0.90 0.10 0.10 0.10 –

AA 7075 0.40 0.50 1.2-2.0 0.30 2.1-2.9 0.18-0.28 5.1-6.1 0.20 –

FA 7856 9.7 0.22 – – 0.67 – – – 0.08

FA 7825 0.16 0.22 0.33 0.83 0.23 – – 0.16 –
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Other important alloying elements include copper, which increases strength and
hardness, chromium, which is used in aluminum-magnesium alloys to prevent
grain growth and recrystallization in aluminum-magnesium-silicon during heat
treatment. However, an excess of chromium (Cr>0.35%) leads to the forma-
tion of coarse constituents with other alloying elements. Manganese is used to
produce moderate strength non-heat treatable alloys of the 3XXX series. The
combination of zinc with other alloying elements such as copper and magnesium
leads to high strength heat treatable alloys.

The impact of alloying elements within the bulk on the mechanical properties of
aluminum alloys has been studied extensively because of its industrial import-
ance. The local effect of the various alloying elements on the surface layer has
however not been investigated equally thorough. This is surprising, since the
understanding of the surface behavior is important for applied processes such as
abrasion, anodization, brazeability, corrosion, coating, and optical appearance
amongst others. To gain more relevant information on the behavior of the oxide
film, recent studies focused on conducting experiments in-situ during anodizing,
heating or in contact with liquids [30–34].

2.1.4.2 Strengthening
To create alloys with the optimal physical, mechanical and technological prop-
erties, e.g. machinability and weldability, mechanical and thermal treatments
are applied to aluminum alloys. To distinguish which of the several strengthen-
ing methods was applied to the alloy, temper designations are used. F marks
alloys that are kept as fabricated whereas O stands for annealed wrought alloys.
The temper designation H indicates strain hardening, which is a common way
of strengthening non-heat treatable aluminum alloys. Strain hardening, which
is also referred to as work hardening, moves dislocations, and induce changes
within the crystal structure, by plastic deformation to increase the strength.
The grain size is changed by strain hardening, too.

Solid solution strengthening is based on internal strains that are generated when
atoms of one metal are introduced into the crystal lattice of another metal. The
solute atoms can either occupy interstitial sites or they can substitute for solvent
atoms in the lattice site. The factors governing the substitutional solubility in
alloys are commonly referred to as the Hume-Rothery rules. They state that
the size difference between the two atoms should be 15% or less, the crystal
structure should be similar, and valency and electronegativity should be similar
to be soluble in a larger extent [14]. The strengthening effect, on the other hand,
is greater if the difference between the atomic radii is dissimilar because it poses
a larger strain in the lattice.
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The solubility of other phases in aluminum is crucial to precipitation strength-
ening which can be part of a heat treatment and therefore has the temper desig-
nation T. Wrought alloys from the 2XXX, 6XXX, and 7XXX series are often age
hardened. A typical precipitation hardening system in aluminum alloys is the
β-Mg2Si-system [35]. In precipitation strengthening a second phase is dissolved
in the aluminum by heating the alloy and then rapidly quenching it to create
a supersaturated alloy. By holding the supersaturated solid solution at a tem-
perature below the solvus, which defines the limit of solid solubility, the second
phase will try to reach equilibrium and thus start precipitating. This process is
also refereed to as aging. If the alloy is kept at a too high temperature, coarse
precipitates can form that do not result in the desired strengthening effect.
Fig. 5 shows a schematic representation of precipitation strengthening. Com-
mon precipitates for alloys of the 6XXX series are Mg2Si and FeSiAl particles.
The 7XXX series forms amongst others MgZn2 and Mg2Si [14]. The particles
forming during heat treatment of AA 6063 are studied in Paper IV.

Other particles influencing the strength and other properties are dispersoids
and constituent particles. Dispersoids are particles comprised of elements that
have a very low solubility in aluminum. Their typical size ranges from 0.05-
0.5 µm. Constituent particles are much larger, reaching sizes of 10 µm. They
are formed most often by alloying elements such as iron, silicon, manganese, and
magnesium.

The occurrence of any of the described particles can greatly influence the strength
of aluminum alloys but they also affect the oxide layer growth if they are formed
in the surface near region.

Al

T

X content

Al

β Al supersaturated 

 with X

 coarse βsolution treatment

over-aged

precipitation treatment
Al+β

quenched from solution treatment

Figure 5: Generic phase diagram representing the different stages of a solution treatment followed by a rapid quenching
and aging. By heating an aluminum alloy above the solvus temperature, a second phase, here shown as β,
can dissolve in it. This second phase can be retained in the solution by rapid quenching and aged at a specific
temperature to form precipitates of the desired size. If the second phase forms coarse precipitates the alloy is
called over-aged.
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2.1.4.3 Brazing Sheets
The joining of work pieces can be achieved by different processes, e.g. mechan-
ical joining and adhesives. Hot joining processes for metals include soldering,
brazing, and welding. Brazing is defined as a hot joining process in which
temperatures above 450◦C but below the solidus, the highest temperature at
which a phase is completely solid, of the parent material are used. It is used in
applications that require a permanent joint with similar strength and thermal
conductivity to the parent material. Work pieces with either very thin or very
thick cross sections or assemblies with a large number of joints as found in heat
exchangers, see Fig. 6 b), are also often brazed.

A typical brazing sheet is a composite material which consists of a core alloy
and a braze cladding. The core has a higher melting temperature and therefore
can maintain the structure while the braze cladding can be melted selectively.
The liquid phase is then drawn between the different close-matched work pieces
by capillary forces. Upon cooling, a solid joint between the workpieces is formed
by the braze cladding.

For aluminum alloys the braze cladding typically consists of an aluminum-silicon
alloy as the silicon lowers the melting temperature. The surface of the brazing
sheet is covered by a native aluminum oxide film, see Fig. 6 a). The aluminum
oxide has a greater thermal stability than both the braze cladding and the core
alloy and therefore, it is important to know at which temperature the aluminum
oxide layer breaks up and how the surface changes during melting of the braze
cladding. This is the case since the surface has a major influence on the wetting,
the ability of the liquid phase to stay in contact with the solid phase, and the
capillary effects, which pull the liquid into the space between the work pieces.

core material

T
m
>615°C

braze cladding

T
m
~580°C

oxide layer

a) brazing sheet b) sketch of a heat exchanger

heat transfer fin

tube

Figure 6: a) Illustration of a typical composition of a brazing sheet and b) sketch of assembly of brazing sheets for a heat
exchanger which can be found e.g. in heat exchangers in cars.
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Brazing of aluminum can be done either with a flux or in vacuum. Fluxes
can be applied to the brazing alloy in form of a powder, a paste, a liquid,
or vapor. They are applied to the brazing sheet to remove the surface oxide
layer. Vacuum brazing is considered to be a fluxless brazing method which is
performed in vacuum furnaces that maintain pressures around 10−5 mbar. The
advantages of vacuum brazing are the absence of corrosive fluxes in the furnace,
the possibility to form a large number of joints, the option to perform hardening
in the same furnace, and the high repeatability of the brazing result.

The brazing sheets that were investigated in this thesis are designed for vacuum
brazing. This particular composite alloy finds application in heat exchangers.
How the single brazing sheets can be assembled to form parts of a heat exchanger
is shown in Fig. 6 b). The composition of the brazing sheet is given in Tab. 2.
There it is shown that the braze cladding FA7856 has a significantly higher
content of silicon and magnesium than the core material FA7825. Silicon was
added to the braze cladding to lower the liquidus and magnesium is needed for
facilitating the decomposition of the aluminum oxide film. Papers II and III of
this thesis follow the break-up of the oxide during heat treatment.
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2.2 Iron and Stainless Steels

Iron is the most important base metal for structural and magnetic materials.
It undergoes two phase transitions when heated. At normal pressures, ferrite is
transformed into austenite at 911◦C,

α(BCC)↔ γ(FCC), at 911◦C (5)

further heating leads to the transformation of austenite into delta iron,

γ(FCC)↔ δ(BCC), at 1392◦C (6)

which is structurally indistinct from α-ferrite. For sketches of BCC and FCC
unit cells, see Fig. 2. The δ-ferrite remains the stable phase in normal pressure
until melting at 1536◦C.

A magnetic phase transition occurs at 769◦C,

αferromagnetic ↔ αparamagnetic, at 769◦C, (7)

which previously was incorrectly thought to be the β allotrope of iron. A HCP
phase, see Fig. 7, of iron exists at elevated pressures [36].

The different phases of iron and their transitions are the foundation for the
wide range of microstructures in steels resulting in a variety of properties. Since
allotropic transitions in steels can occur in different ways, displacive or recon-
structive, structures like the body centered tetragonal (BCT) martensite can be
formed, see Fig. 7 b).

The need for a higher corrosion resistance in steels led to the development of
stainless steels, which were invented in the beginning of the 20th century. Ever
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Figure 7: Illustrations of a) simple tetragonal, b) body centered tetragonal, and c) hexagonal closed packed unit cell. In
a tetragonal unit cell only two cell parameters are equal (a=b) as in comparison to cubic units cells shown in
Fig. 2. However the angles are the same as in a cubic unit cell with α = β = γ = 90◦.
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since, their technical importance has lead to numerous research efforts, as shown
in this review [37]. Their characteristic chromium content of at least 13 wt.%
gives them their excellent corrosion properties.

Their high corrosion resistance originates from, just as for aluminum alloys,
the spontaneously formed passive oxide film. Here it is, however, a chromium
oxide and hydroxide based film. The corrosion resistance of stainless steels
can further be increased by the addition of other alloying elements such as
nickel, molybdenum, tungsten, manganese, silicon, copper, cobalt, aluminum,
and nitrogen. Through the addition of more alloying elements, the interaction
between the single additions must be considered.

Today there are numerous steel grades created for various applications, which all
exhibiting different compositions, microstructures and physical properties, are
standardized worldwide. To be able to group them roughly together, they are
typically divided in three groups based on their chemical composition: carbon
steels, low-alloy steels, and high-alloy steels. Of these three groups the carbon
steels are the by far most produced type of steel. They contain maximum
1% carbon and have restrictions on how much of other alloying elements can
be contained in the composition. Low-alloy steels reach a content of alloying
elements up to 8% as any composition containing more alloying elements is
regarded as a high-alloy steel [36].

As stainless steels require a chrominum content above 8%, they belong to the
group of high-alloy steels. Stainless steels are commonly subdivided into four
groups based on their microstructure: ferritic, austenitic, martensitic, and du-
plex (α and γ). Two other common groups of stainless steels include pre-
cipitation hardening stainless steels and Mn-N substituted austenitic stainless
steels [37].

All these different kinds of stainless steels are obtained by slightly changing
the amount of alloying elements, which results in the stabilization of different
phases. This enables the production of a wide range of steel grades, each having
different mechanical and corrosion properties. The steels studied in this thesis,
SAF 2507, is a duplex stainless steel (DSS). The characteristics of DSSs and
their subgroup super duplex stainless steels (SDSS) as well as the role of the
alloying elements and common phases observed in these steels are discussed in
the following sections.
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2.2.1 Duplex Stainless Steels

DSSs have a banded dual phase structure, which consists of approximately equal
amounts of austenite and ferrite, see Fig. 9. Both phases are stainless, and
thus have more that 13wt.% Cr. The austenite phase increases the ductility
and provides a uniform corrosion resistance, whereas the ferrite phase supplies
the material with high strength and corrosion resistance. The development of
duplex stainless steels is based on the demand from the chemical industry for
high-strength steels with a good corrosion resistance beyond the performance of
austenitic steels and the discovery of Bain and Griffith of the duplex structure
that the Fe-Cr-Ni system exhibits [38, 39]. Besides the superior performance of
DSSs the content of the expensive alloying element nickel is lower, which makes
DSS also an economic competitor of austenitic steels.

Figure 8: Pseudo-binary phase digram for the Fe-Cr-Ni sys-
tem with a constant iron content of 70 wt.%, taken
from [40].

DSS typically solidify as δ-ferrite and
the austenite phase develops during
the cooling [36, 40], see the phase di-
gram in Fig. 8. The ratio between
austenite and ferrite is highly depend-
ent on the heat treatment and the
subsequent cooling. During the phase
transformation, also a redistribution
of alloying elements occurs. In com-
parison to austenitic steels, DSS are
not applicable for temperatures above
250◦C due to the thermal instabil-
ity of the ferrite phase. The thermal
spinodal decomposition of ferrite into
a chromium-rich and an iron-rich fer-
rite is commonly referred to as 475◦C
embrittlement [41], which causes a re-
duced toughness of the steel. Also
hot working, typically in the range
of 1000-1200◦C, and welding of DSSs
leads to unwanted changes in the mi-
crostructure as it exposes the steels
to the δ+γ-phase region. Further,
the precipitation of unwanted second-
ary phases, e.g. σ-phase, can occur.
Hence, DSSs are often solution an-
nealed at 1050-1100◦C and quenched [42].
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2.2.1.1 Super Duplex Stainless Steels
A subgroup of DSSs are Super DSSs, where the ’super’ refers to their even higher
strength and corrosion resistance than DSSs. These characteristic properties are
obtained by the large amount of alloying elements, making the SDSSs a complex
system to study. For a DSS to qualify as a SDSS it needs to possess a Pitting
Resistance Equivalent Number (PREN) of 40 and above. The PREN in weight
percent is defined as:

PREN = %Cr + 3.3x %Mo + 16x %N (8)

Due to their high corrosion resistance SDSSs are suitable for applications in ag-
gressive environments [41] such as seawater handling and process systems, heat
exchangers in geothermal exploitation units, and chloride containing bleaching
environments among others.

Table 3: Nominal composition in weightpercent of the SAF 2507. Chemical composition is shown as maximum unless
indicate as a range.

element Fe Cr Ni Mo N Mn Si P C S others

wt% bas. 25 7 4 0.27 ≤1.2 ≤0.8 ≤0.035 ≤0.03 ≤0.015 0.3

The SDSS studied in this thesis is SAF 2507. Its nominal composition is given
in Tab. 3. The minimum PREN value for Sandvik SAF 2507 is 42.5 for both
the ferrite phase and the austenite phase. Typically the phase with the lowest
PREN value will be limiting for the actual pitting corrosion resistance but in
SAF 2507 the PREN value is equal in both phases. Images showing the dual
phase structure of SAF 2507 are given in Fig. 9.

5µm

UV-PEEM
T=300°C

10µm

a) optical microscope image after etching b) XPEEM at Fe L-edge c) 
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Figure 9: a)Optical microscope image taken after treating the surface with Murakamis etchant, revealing the typical banded
two phase structure of SDSS SAF 2507. b) XPEEM for SAF 2507 at Fe L-edge with hν=706.65 eV showing the
clear two phase structure. c) UV-PEEM images joined to show a larger area of the surface of SAF 2507 after
heating to 300◦C.
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2.2.1.2 Role of Alloying Elements
As super duplex stainless steels belong to the group of highly-alloyed steels
the influence from the different alloying elements on the steels performance
is of major importance. The alloying elements can generally be grouped by
their ability to stabilize a certain phase in the steel. Tab. 4 shows examples
of commonly used stabilizers for austenite and ferrite [43]. All the alloying
elements listed in Tab. 4 further suppress the martensite formation. [36]

Table 4: Commonly used alloying elements to stabilize either the ferritic or austenitic phase in stainless steels.

austenitisers Ni, C, N, Co, Mn, Cu

ferritisers Cr, Si, Mo, V, Al, Ti, W

Chromium is the main alloying element in stainless steels and it is used to im-
prove the steels’ strength, stabilize the ferrite phase, and to obtain the corrosion
resistance of the alloy as it forms a passive oxide film on the surface. In duplex
grades the chromium content typically ranges from 20-30%. The optimal limit
of the chromium content is heavily influenced by other alloying elements such as
carbon and nitrogen, which lead to the formation of chromium carbides (M23C6)
and nitrides (Cr2N). These have a negative impact on the toughness, ductility,
and corrosion resistance of the steel. Another ferritiser is molybdenum, which
also increases the stability of the passive oxide layer [44]. The combination of
a high Mo content with a high Cr content leads, however, to the nucleation of
intermetallic compounds [45].

The austenite phase in DSSs is stabilized by nickel, as shown in Fig. 10 a).
Excessive amounts of nickel result in an austenite fraction above 50% and will
increase the partitioning of chromium and molybdenum in the ferrite phase
[43]. The austenite phase can also be stabilized by nitrogen, which additionally
increases the strength of the DSS by acting as an interstitial solid solution
element [46]. Further, N enhances the high temperature stability of the duplex
structure and it improves the localized corrosion resistance. The N content in
SDSSs has been increased until the solution limit.

To roughly estimate the impact of all the ferrite and austenite forming elements
combined, the so-called Schaeffler diagram can be used, see Fig. 10 a). It uses
equivalents for the chromium and nickel [36] content according to:

%Crequ = %Cr + %Si + 1.5%Mo + 5%V + 5.5%Al + 1.5%Ti + 0.7%W (9)

%Niequ = %Ni + %Co + 0.5%Mn + 0.3%Cu + 25%N + 30%C. (10)
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2.2.1.3 Phases and Their Transformation
Phase transformation in stainless steels can also de induced by heat treatment.
This is particularly important when considering high temperature applications,
hot working, and the welding of steels as the superior corrosion and strength
properties can be affected by the precipitation of different phases. The heating
and cooling rates can determine if and which phases form. To predict the phase
changes, a Schaeffler diagram, see Fig. 10 a), can be used. To obtain a better
knowledge on the phase changes in a certain composition thermodynamic models
are used to calculate the fraction of the equilibrium phases as a function of the
heating temperature. A theoretical phase diagram for SAF 2507 was calculated
using Thermo-Calc [47], as shown in Fig. 10 b).

Besides the two wanted phases, austenite and ferrite, other secondary phases are
observed in SAF 2507. The most well-known phase is the σ-phase as it forms
in many DSSs [41]. The σ-phase is a Fe-Cr-Mo rich phase that has a tetragonal
phase structure in which the lattice sites can be filled with the different alloying
elements [37]. It is formed by ferrite decomposing into austenite and σ-phase in
a eutectoid transformation in a temperature range from 600-1000◦C [48]. The
precipitates of the σ-phase typically occur at the phase boundaries between
austenite and ferrite [41, 49]. Already small amounts of the σ-phase have a
negative impact on the steels toughness and corrosion resistance [50,51].

A commonly observed precipitate in DSSs is chromium nitride. Chromium
nitrides have the compositions CrN or Cr2N and typically form in temperat-
ures ranging from 700-900◦C [37]. The precipitates typically forms on aus-
tenite/ferrite or ferrite/ferrite boundaries [52]. Heating to high temperatures
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Figure 10: a) Schaeffler diagram showing the phase of steels as a function of the chromium and nickel equivalent elements.
Image taken from [36] b) Thermodynamic calculations of equilibrium phase fraction for SAF2507 as function
of temperature. Courtesy of Eleonora Bettini.

24



followed by rapid cooling, as occurring during welding, appears to leads to the
formation of non-equilibrium nitrides [41].

In SDSS SAF 2507 only very small amount of carbides are expected, see Fig. 10 b).
This is due to the quite low carbon content that DSSs and SDSSs exhibit. An-
other phase that is found in SAF 2507 is the intermetallic Laves phase.

The phases described here are only a small portion of the possible phases that
occur in stainless steels. A summary of the different phases and precipitates
found in stainless steels containing their lattice parameter can be found here [37].
An illustration of the magnitude of phases that are present on the the surface
of a duplex stainless steel after heat treatment is shown in Fig. 11.

10µm

Figure 11: LEEM overview compilation of the surface of SAF 2507 after being heated to 1200◦C showing the multitude
of phases and grains forming.
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3 Instrumentation and Experimental Methods

This chapter gives a short description of the different surface science techniques
used in this thesis. Due to the fact that the experimental methods are based
on the use of X-rays and electrons, section 3.1 begins with an introduction to
electron emitters as well as to X-rays and their generation in a synchrotron.
Since generated waves either scatter or absorb when interacting with matter,
the two following sections, sections 3.2 and 3.3, describe these interactions and
the different experimental methods derived from them: reflection, diffraction,
and spectroscopy. The last section, section 3.4, focuses on how the different
methods can be used for imaging the samples’ surface.

The multitude of experimental techniques is necessary since the application of
a single experimental technique only describes part of the material’s properties.
Therefore, the material analysis relies on a multi-technique approach, where the
different techniques provide complementary information.

3.1 Electron and X-rays Sources

In surface science many experimental techniques rely on electrons and photons
as probes. Depending on the energy, the probes have different characteristics
and different properties of the sample can be studied. Photons in the energy
range of 100 eV-100 keV, X-rays, can just as all electromagnetic radiation either
be described as waves or as particles. The photon’s energy is given by

E =
hc

λ
, (11)

where h is Planck’s constant, c is the speed of light in vacuum, and λ is its
wavelength. X-rays can be used to probe core-level electrons, which allows the
determination of the elements present in the sample and the chemical state it
is in. X-rays can also be used for different kinds of scattering techniques, like
X-ray reflectivity (XRR) as used in this thesis.

Electrons can create similar excitations in materials as photons but there are
major differences in how the excitations are created as electrons are particles
with mass, charge, momentum, and spin. Electrons with low kinetic energies,
0-500 eV, are used in mirror electron microscopy (MEM), low-energy electron
microscopy (LEEM), and low-energy electron diffraction (LEED) whereas sacn-
ning electron microscopy (SEM) uses high energy electrons in the keV range.
The low energy electrons are used because of their high surface sensitivity.
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3.1.1 Electron Sources

Collimated electron beams with controllable energy are generated in so called
electrons guns. They are be based on different types of electron emitters such
as thermionic emission, field emission, photoemission, as well as combinations
of them. A typical material for a thermionic emitter is LaB6, commonly used in
the form of a (100) oriented single crystal rod with a conical tip. The low work
function of the (100) surface, 2.70 eV, allows operation already at 1800 K [53].

The electrons emitted are focused by a Wehnelt cylinder and accelerated to
a well-defined energy by the voltage of an anode plate or another positively
biased component. The Wehnelt is negatively biased with respect to the electron
emitter allowing electron emission only from a small area at its tip. By adjusting
the Wehnelts bias the electron sources’ size and current is set. The energy
resolution of the electron beam is mainly determined by the spread of energies
in the electrons that leave the cathode.

3.1.2 X-ray Sources

When W. C. Röntgen studied the phenomena occurring when an electric current
passed through a gas of extremely low pressure in 1895, he discovered an un-
known type of radiation, X-rays. Röntgen’s work was followed by W. H. Bragg
and W. L. Bragg’s discovery that crystalline samples produced a characteristic
diffraction pattern when irradiated by X-rays, and later M. von Laue described
X-rays as waves in 1912. All four scientists received a Nobel prize in physics for
their work. These discoveries have enabled scientists to probe and interpret the
crystalline structure of materials at the atomic level.

Conventional X-rays are produced by bombarding a metal target with high-
energy electrons as shown in Fig. 12 a). The X-rays generated in this way
consists of a broad spectrum, bremsstrahlung, with additional sharp lines from
electronic transitions, see Fig. 12 b). These transitions occur when the bom-
barding electron has sufficient energy to eject an inner shell electron from the
metal target, creating an electron vacancy.

Here, an electron from a higher level fills the vacancy and a photon is emitted
with a sharply defined energy equal to the energy difference between the va-
cancy level and the initial energy level of the electron. These emission lines are
characteristic for every element. Common metal targets for X-ray lab sources
are magnesium, aluminum, molybdenum, and copper. To obtain a well defined
X-ray energy, monochromators are used.
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Figure 12: a) Schematic drawing of an X-ray tube and b) a typical X-ray radiation spectrum produced by an X-ray tube.

Typically, to create XUV radiation, 10-125 eV, atomic emission lamps are used,
where an electric discharge is sent through an ionized gas. Typical emission lines
are those of H (10.2 eV) and He (21.1 and 40.82 eV). The He lamp in particular
has been a workhorse for lab-based ultraviolet photoelectron spectroscopy (UV-
PES) and photoelectron emission microscopy (PEEM) experiments.

3.1.3 Synchrotron Radiation

Classical electrodynamics describes how charged particles that are accelerated
emit energy in form of electromagnetic waves. The total power radiated of non-
relativistic particles is very small and scales only with the square of the change
of the charged particles momentum, as described by Larmor [54].

In synchrotrons, relativistic particles are used. Thus, they need to be described
by relativistic electrodynamics. This is done by applying a Lorentz transforma-
tion to time and momentum. By further considering, that the charged particles
are accelerated on a circular path, as in a bending magnet, the following ex-
pression can be derived, as done by Liénard [55], where c is the speed of light in
vacuum, ε0 the permittivity of free space and R the bending radius of the orbit
the accelerated particle

Ps =
e2c

6πε0

1

(m0c2)4

E4

R2
(12)

In Eq. 12 the radiated power, Ps, for particles with the elementary charge,
e is proportional to the fourth power of the particle energy, E, and inversely
proportional to the fourth power of the rest mass, m0. Thus, mostly particles
with a low rest mass, usually electrons, at relativistic velocities are used to
produce synchrotron radiation.
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Figure 13: Schematic layout of a synchrotron radiation facility. Electrons are generated in the electron gun and are
accelerated to a speed close to the speed of light. X-rays are generated in bending magnets or insertion devices,
e.g. a undulator. The X-ray beam is focused and monochromatized until it reaches the experimental endstation,
where the instruments for the different techniques are placed.

By combining several short bending magnets with alternating polarity into an
undulator or wiggler, the electrons are forced onto an sinusoidal path, which
allows for the production of a more intense and highly collimated beam. Today,
dedicated storage rings are used instead of synchrotrons because they operate
at constant energy and thus, provide a more stable beam.

The main advantages of using synchrotron radiation sources are high intensity,
good tunability with respect to the wavelength, low divergence and a small beam
size. A more complete description can be found here [56,57]. The general layout
of a synchrotron radiation facility is shown in Fig. 13, where the synchrotron
radiation produced by a storage ring is delivered through a beamline to the
experimental endstation.

3.1.4 Experimental Considerations

By using the interaction of electrons and X-rays with matter to study materi-
als, certain restrictions with respect to the experimental conditions are given.
Classically ultrahigh vacuum (UHV) conditions are used in surface science to
keep the samples surfaces atomically clean during the experiment. However,
also if industrial ’dirty’ samples that do not require clean surfaces are studied,
restrictions occur.
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When working with electrons, especially with low energy electrons, the strong
interaction between matter and electrons often requires high vacuum conditions
to limit gas phase scattering. The average distance that a particle, e.g. an
electron, can travel in gas phase between collisions can be derived from a simple
hard-sphere collision model [58], where the mean free path, λ, of the particle is
approximated by

λ[m] =
kT

1.414Pσ
, (13)

where P is the pressure [Nm−2], k is the Boltzmann constant, T is the temper-
ature [K], and σ is the collision cross section [m2]. This means that high vacuum
conditions, 10−3- 10−7 mbar, are necessary to keep the electrons path collision
free, whereas maintaining atomic clean surfaces require strict UHV conditions.

UHV is not a necessary requirement when working with X-rays as their interac-
tion with matter is much weaker compared to electrons with the same energy.
To use X-rays for surface sensitive studies, small angles of incidence can be util-
ized [59]. This is used in different grazing incident techniques such as XRR and
GISAX (grazing-incidence small-angle X-ray scattering).

Restrictions when using X-rays are more concerned with the ability to focus the
beam as with increasing energy the absorption cross-section increases, hence
lenses and mirrors used in optics with visible light are not very effective and
special optics are required. These are not within the scope of this thesis and a
review on X-ray optics can be found here [60].
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3.2 Scattering Techniques

X-ray scattering techniques are widely used to identify and quantify phase, de-
termine the crystal and surface structure and their orientation and texture as
well as studying strain through changes in lattice parameters, and measure the
sizes of grains, pores, particles, and thickness of layers. The main differences
between the scattering techniques are which probe is used, e.g. photons, elec-
trons or neutrons, if the scattering observed is elastic or inelastic, and which
angles are used.

The two scattering techniques used in this thesis are XRR and LEED. XRR
uses X-rays to study the structure of surfaces, interfaces, and thin films. With
XRR, information on the roughness and the thickness of a sample’s surface and
interfaces can be derived in a non-destructive manner down to a few hundreds
of a nm. LEED is used for surface structure determination by the diffraction
of low energy electrons and observing the angular distributions of the scattered
electrons.

3.2.1 X-ray Reflectivity

In XRR, the sample is irradiated with a monochromatic X-ray beam with a
wavelength, λ, at an incident angle of αi < 5◦. These X-rays are then partially
reflected at the surface or an interface at an angle of αf = αi. The reflected
intensity is recorded as a function of the incident angle αi. Typically, in XRR as
in other techniques using grazing incidence X-rays as probe, the incident angle
is reported as the angle between the X-ray beam and the surface in contrast
to conventional optics, where the incident angle refers to the angle between the
beam and the surface normal.

To describe the reflectivity of a material the complex refractive index n is used.
It is defined as

n = 1− δ + iβ, with δ =
λ2

2π
r0ρ and β =

λ

4π
µ, (14)

where δ is the dispersion coefficient and β is related to the absorption coefficient,
µ. Both, δ and β, represent material specific constants. δ itself is dependent
on the wavelength of the incoming beam, λ, the Thomson scattering length, r0,
and the electron density ρ. Typical values for δ are in the range of 10−6 for solid
materials and 10−8 for air, which is about two orders of magnitude larger than
usual values for β.
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Figure 14: Sketch illustrating X-ray reflection and refraction at an interface where the refractive index n1 is unity and n2

is less than unity. The incoming X-ray beam Ai is partially reflected at the interface at an angle of reflection,
αf = αi. Another part of the beam is refracted and transmitted as At at an angle of αt. Total reflection
only occurs at angles smaller than the critical angle, αc. The remaining part of the X-ray beam is absorbed.

If, as shown in Fig. 14, an X-ray beam is reflected at the interface between
vacuum and a medium with a refractive index smaller than unity, total external
reflection occurs at incoming angles, αi, smaller than the critical angle, αc. The
critical angle is given by Snell’s law cosαc = n cosαt. As β is very small the
refractive index can be approximated as n = (1 − δ). By using a Taylor series
expansion for small angles the critical angle can be approximated as

αc =
√

2δ. (15)

Since air has a low density this approximately hold true for experiments in air,
too. The critical angle αc is usually below 1◦ for vacuum(air)/solid interfaces.
At angles higher than the critical angle, αc, the specularly reflected intensity
decays rapidly with a 1

q4
dependency, where q is the scattering vector.

Now considering reflection from a multilayer system, the first reflection of the
impinging X-ray beam originates at the interface between vacuum and the
sample’s surface. The part of the X-ray beam that is transmitted is reflected
and refracted at the next interface, whereof the transmitted beam undergoes
reflection and refraction again. The parts of the beam that are reflected at
the interface either constructively or destructively interfere with each according
to the Bragg condition, 2d sin θ = nλ. This interference creates oscillations in
intensity, so called Kiessig fringes, which are superimposed onto the decaying
curve, as shown in Fig. 15. The periodicity of these oscillations can be used to
determine the thickness of the different layers in the sample according to

D =
2π

∆qz
. (16)

A more detailed descriptions of XRR theory and models for data analysis can
be found in the literature, e.g. [59, 61–63].
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Figure 15: a) X-ray reflection and refraction in a multilayer system, here showing the surface and the first interface.
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3.2.2 Low Energy Electron Diffraction

To study the materials introduced in chapter 2 on an atomic scale, a probe with
the same length scale, 0.3 to 3 Å, is necessary. As electrons can be also treated as
waves they can be used to investigate periodic arrangements of atoms. Electrons
with kinetic energies between 20 and 500 eV have a de Broglie wavelength in
the range of that length scale. The electron’s de Broglie wavelength, λ, can be
calculated by

λ(Å) =
h√

2me · E
=

√
150.6

E(eV )
, (17)

where h is the Planck constant, me is the mass of an electron, and E is the
electron’s kinetic energy. It follows that electrons with a kinetic energy of 100 eV
have a de Broglie wavelength of 1.2 Å.

The theoretical foundation of LEED measurements was in fact laid by Louis
de Broglie’s work on the wave-particle duality. This led to the possibility to
probe the periodic structure of crystals. First experiments were made by Clin-
ton Davisson and Lester Germer [64] and later Clinton Davisson and George
Thompson were awarded the Nobel prize ”for their experimental discovery of
the diffraction of electrons by crystals” [65]. This started the extensive use of
electron diffraction studies in solid state physics.

LEED is one of the most commonly used methods today to determine the surface
structure because of the short inelastic mean free path (IMFP), see Fig 16, of
low energy electrons. Hence, these electrons only probe the utmost few atomic
layers.
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In LEED, a monochromatic electron beam which typically has an energy range,
Ep, from 20 to 500 eV is generated in an electron gun. The electrons emit-
ted by the filament are collimated by the Wehnelt cylinder and afterwards pass
electrostatic lenses which are used to accelerate and focus the electron beam.
The focused electron beam is impinging on the sample at normal incidence.
The electrons undergo diffraction and are backscattered. The elastically backs-
cattered electrons undergo constructive interference and create intensity spots
on a spherical fluorescent screen.

For electrons to be detected on the fluorescent screen they have to pass the grids,
shown as G1-G4 in Fig. 17 a). Grids G1 and G4 are usually grounded to create
a field-free region. The two inner grids, G2 and G3, are used as suppressor
grids to cut-off the inelastic scattered electrons by holding them at a negative
potential, V=-Ep+∆V, where ∆V is typically in the range of 0-10 V. Since
only high energy electrons cause light emission from the fluorescent screen, it
is biased at a high positive voltage of a few keV. A schematic drawing of the
LEED setup is shown in Fig. 17 a).

Fig. 17 b) illustrates the diffraction process in reciprocal space in a LEED exper-
iment. Here, electrons are impinging on the sample’s surface at normal incidence
with a wave vector k. All the different possible scattered waves k′ construct the
Ewald sphere and its radius is equal to the length of the incoming wavevector
k,

|k| = 2π

λ
. (18)

Since the incidence angle is fixed normal to the surface k||=0 and the change in
direction due to scattering will be ∆k|| = k′||. Constructive interference occurs
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Figure 17: a) A schematic drawing of a four-grid LEED setup. A monochromatic electron beam with an energy Ep is gen-
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produce an intensity spot on the fluorescent screen by interfering constructively. b) Schematic representation
of the scattering process in reciprocal space. c) Experimental LEED pattern of Al (111) and model of an Al
(111) surface.

in directions where the Laue condition is fulfilled meaning that the scattered
wave vector is a reciprocal lattice vector.

The scattering condition in LEED can only be varied by changing the electron
energy, where a higher energy of incoming electrons results in a smaller radius
of the Ewald sphere and reflections being closer to the specular (0,0) reflection.
An example of experimental LEED image and the corresponding surface model
for Al (111) are shown in Fig. 17 c). A more detailed description of the method
can be found here [67].
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3.3 Spectroscopy

The term spectrum was coined by Sir Isaac Newton when describing how visible
light is dispersed through a prism. Later the meaning of the term was expanded
to cover the whole range of electromagnetic radiation. Today the term spectro-
scopy refers to measurements of a response to a certain varying stimulus, e.g.
photons and electrons.

This section introduces two spectroscopic techniques based on X-rays, namely X-
ray Photoelectron Spectroscopy (XPS) and its application in ambient pressures
as well as X-ray Absorption Spectroscopy (XAS). The phenomena introduced
here are also used to create images in X-ray Photoelectron Emission Microscopy
(XPEEM) as described in the microscopy section 3.4.

3.3.1 X-ray Photoelectron Spectroscopy

XPS is one of the most commonly used techniques to study the chemical com-
position of surfaces. It is based on the concept of the photoelectric effect, which
was discovered by H. Hertz in 1887 [68]. The photoelectric effect is the name
for the process of removing an electron from the surface of a solid by irradiating
it with photons. A. Einstein [69] explained this phenomenon in 1905 and later,
in 1921, he was awarded the Nobel Price in physics ”for his services to Theor-
etical Physics, and especially for his discovery of the law of the photoelectric
effect” [70].

K. Siegbahn discovered that the core-level binding energy of an electron in an
atom is influenced by the chemical surroundings of the photoemitting atom and
he coined the term Electron Spectroscopy for Chemical Analysis (ESCA) [71]. In
1981 K. Siegbahn received the Nobel Prize in physics ”for his contribution to the
development of high-resolution electron spectroscopy” [72]. Since the chemical
surrounding of the atom can be deduced from an X-ray photoelectron (XP)
spectrum, XPS measurements give information on the electronic and chemical
state of the atom.

Typical XPS measurements use X-rays in the energy range from 10 to 1000 eV.
Even though X-rays at these energies can penetrate the sample up to several
µm, the photoelectrons emitted originate only from the topmost layers of the
sample. This is due to the short IMFP of electrons in solid materials as dis-
cussed in section 3.2.2 for LEED and shown in Fig. 16. This means that e.g.
photoelectrons emitted with a kinetic energy of 100 eV from solid aluminum
originate from the topmost 5 Å of the sample [73].
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3.3.1.1 Three-step model
The processes taking place during an XP experiment are shown in Fig. 18 and
can be explained in a classic way by the simplified three step model which was
developed by Berglund and Spicer [74, 75]. In the first step a photon with an
energy of hν impinges on the surface and excites a system with the initial energy
Ei. After the excitation the electron is transported to the surface. Finally, the
electron has to overcome the vacuum barrier and becomes a free electron, which
has a kinetic energy of Ekin and and the system remains with a final state energy
of Ef . The process is illustrated in Fig. 18.

Invoking the law of conservation of energy, the following equations can be de-
duced

Ei + hν = Ef + Ekin (19)

Ekin = hν − EB − Φ (20)

By considering that the difference between the initial energy Ei and the final
energy Ef is equal to the ionization potential EI , which itself is equal to the sum
of binding energy EB and work function Φ of the sample, we can rearrange Eq. 19
to arrive at 20. From that it is clear that by detecting the kinetic energy, Ekin,
it is possible to extract the binding energy, EB, if a monochromatic light source
with a known photon energy, hν, is used and the sample is kept at the same
potential as the analyzer, the sample Fermi level, EF . In an XP experiment,
the actual work function that is observed corresponds to the analyzers work
function.
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Figure 18: Energy diagram illustrating the principle of the valence and core-level photoemission process in a classical
description. A photon with an energy of hν impinges the surface and is absorbed by a core-level electron. After
the excitation the electron is transported to the surface and overcomes the vacuum barrier Evac and becomes
a free electron, which has a kinetic energy of Ekin.
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Even though the three-step model makes the photoemission process more com-
prehensible, it is only an approximation since it violates the Heisenberg uncer-
tainty principle by assuming that the excitation occurs at a point of time before
the electron propagates to the surface and transmits into the vacuum. Another
part that is not covered by the three-step model is the interpretation of the band
structure.

A more accurate picture of the photoemission process is given in the one step
model. In that model one considers the initial state to be a Bloch state and for
the final state a time inverse LEED wave function is used to describe outgoing
photoelectron. A more rigorous treatment of the theoretical background on
photoionization can be found e.g. in Ref. [76–78].

3.3.1.2 Data Analysis
XP spectra are created by plotting the detected intensity of photoelectrons as a
function of the kinetic energy Ekin or binding energy EB. Typically, the peaks
in the spectrum are labeled with the element symbol and the emitting core-
level. In the case of the spectrum shown in Fig 19 b), the core-level peaks for
aluminum are observed. The 2 following Al stands for the principle quantum
number, n = 1, 2, 3... or n = K,L,M, ..., of the shell of the atom and the p is
the orbital quantum number, `, designating the subshell. The orbital quantum
number quantifies the orbital angular momentum and it takes values of ` = n−1
but is typically referred to as s, p, d, ..., which originates from an outdated system
describing the spectral lines as ”sharp”, ”principal”, and ”diffuse” [79].

In high-resolution XP spectra closely separated peaks can be observed for core-
levels with ` > 0, as in the Al 2p spectrum in Fig 19. The reason for the close
spaced doublet is the spin-orbit coupling in the final state. In the initial state
aluminum has a completely filled inner core electronic configuration. After the
emission of the photoelectron a single unpaired electron is left in the emitting
core-level. If this unpaired electron resides in an orbital that has a non-zero
orbital angular momentum, coupling between the electrons spin, s = ±1

2 , and
the orbital angular momentum, `, occurs. This coupling is commonly describes
with the LS-coupling approximation (also referred to as Russell–Saunders coup-
ling [80]) or the j-j coupling approximation.

In LS-coupling, the resulting total angular momentum of the unpaired electron
is described by the quantum number, j. In the case of Al 2p the different values
for total angular momentum are j = `± 1

2 . Resulting in j = 1+ 1
2 = 3

2 , when the
two angular momenta are aligned, and j = 1 − 1

2 = 1
2 , when they are opposed.

Since the configuration in which the spin and orbital momenta are opposing
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each other is energetically favored, the peak with the lower j-value is observed
at higher binding energies.The intensity ratio between the two energy levels is
given by their degeneracy. The number of possibilities for equal energy states
ranges from −J to J , giving 2J+1 values of MJ , where MJ~ is the z component
of the total angular momentum J . With the Al 2p example, this yields in a ratio
of 1:2 between the Al 2p1/2 to Al 2p3/2.

Besides the spin-orbit splitting, small variations in binding energy, known as
chemical shifts, can be used to deduce the chemical state of the core-level pho-
toemitting atom and it’s chemical environment. Chemical shifts are related to
the potential that the emitting atom is exposed to. Therefore, chemical shifts to
higher binding energies are either caused by a increased positive formal charge
of the atom or the chemical environment increasing the Coulombic attraction.
The relation between core-level, kinetic energy and shift in the XP spectrum is
illustrated in Fig. 18. The number of components in a core-level XP spectrum
is corresponding to the number of chemically different atoms. Hence, shifted
peaks can be observed for different compounds. The energy calibration in XPS
is often done towards the Fermi edge but also by using well-known lines such as
Au 4f for energy referencing.

Often the shifts between different chemical species are less than 1 eV, hence
they are not clearly separated. Therefore, it is sometimes necessary to decon-
volute the spectra for interpretation. The detected full width at half maximum
(FWHM), ∆E, of a photoemission peak can be described as a convolution of
the natural linewidth of the electron hole, ∆En, the width of the photon source,
∆Ep, and the resolution of the analyzer, ∆Ea:

∆E =
√

∆E2
n + ∆E2

p + ∆E2
a. (21)

Eq. 21 assumes that all components have a Gaussian line shape.

The natural width, ∆En, is determined by the uncertainty in the lifetime, τ ,
of the final ion state after photoemission occurred. The lifetime broadening, in
accordance to the Heisenberg uncertainty principle, is given by

∆En =
h

τ
=

4.1 · 10−15

τ
eV, (22)

where h is Planck’s constant in electronvolt-seconds. The natural linewidth is
modeled by Lorentzian function. The components from experimental broaden-
ing have a Gaussian line shape, where especially the analyzers resolution plays
an important role. To model the two broadening mechanisms, typically a Voigt
function is used as it is a convolution between a Gaussian and a Lorentzian.
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Figure 19: a) Photoionization cross section for Al 2p, Al 2s, and O 1s [81]. b) Al 2p XP spectrum from AA 6063 at
RT recorded at 650 eV illustrating the spin-orbit splitting of the metallic peak into Al 2p1/2 and Al 2p3/2 as
well as the shifted component for the aluminum oxides. c) Illustration showing the model used for XPS oxide
thickness determination.

Due to inelastically scattered electron the peaks often exhibit an asymmetry,
therefore are asymmetric Voigt functions used for curve-fitting. However, in the
spectra presented in this thesis the asymmetry in the peaks mainly originate
from unresolved peaks of different chemical species.

In practice, the spectra analysis is carried out by first normalizing the spectra
towards photon flux and photoinonization cross section, followed by the subtrac-
tion of background and curve-fitting of the different components. In addition
the spectra are calibrated to the Fermi edge or another well known and resolved
core-level peak.

To quantitatively analyze XP spectra they need to be normalized. Typically
for experiments conducted at synchrotron radiation facilities, the beamcurrent
is used as a measure to compensate for the fluctuating photon flux. Other
extrinsic factors are the transmission of the analyzer and the efficiency of the
detector. Besides the external variation in the experimental parameters also in-
trinsic differences between different elements and their core-levels are observed
for varying excitation energies. The probability of photoionization to an ion
state is quantified by the photoionization cross-section, σ. Tabulated values of
the photoionization [81] cross-sections allow to chose core-levels that produce
high intensity in their respective spectra. To be able to quantitatively compare
the spectra of different elements and core-levels the photoionization cross sec-
tions are also used for normalization. Fig. 19 a) shows the photoionization cross
section for Al 2s, Al 2p, and O 1s.

XPS can also be used to determine the surface oxide thickness by extracting
the integrated intensity of the core-level peaks. In the case of the Al 2p shown
in Fig. 19, three asymmetric Voigt functions are fitted after subtracting a lin-
ear background. The aluminum oxide thickness, dXPS , can then be calculated
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according to Eq. 23:

dXPS = λOX sin(θ) ln

(
NMEλMEIOX

NOX , λOXIME
+ 1

)
(23)

in which λ is the IMFP, N is the volume density, where the ratio of the volume
densities calculated from the densities is NME/NOX = 1.4 [82], and I is the
integrated peak intensity for the aluminum oxide (OX) and the metallic alu-
minum (ME) [83]. Further, θ is the photoelectron emission angle, which in
the case shown in Fig. 19 b) was 90◦, i.e. normal photoelectron emission geo-
metry. The IMFP for specific core-levels can be calculated using the software
QUASES-IMFP-TPP2M [84], which is based on the publications from Tanuma
et al. [85, 86].

When using the above described method to determine the oxide thickness, it
must be considered that the model is based on a homogeneous oxide layer with
a uniform thickness, as shown in Fig. 19 c). Since the alloys studied in this
thesis are not homogeneous, the calculated thicknesses should be understood as
estimates.

3.3.1.3 Ambient Pressure X-ray Photoelectron Spectroscopy
Even though XPS is a very powerful technique for surface analysis it had one
major drawback: it required high-vacuum (HV) conditions due to the short
IMFP of electrons in gases, as discussed in section 3.1.4. In addition, other
components of an XPS instrument requires HV conditions for operation, e.g.
the detector.

For studies on industrial materials it is, however, desirable to investigate the sur-
face properties under condition close to the real environments that the materials
are exposed to. This can be achieved by applying a differential pumping scheme
to reduce the pressure on the electrons path from the sample environment to
the analyzer and detector.

The foundation for the development of ambient pressure XPS (APXPS) instru-
ments was laid by the group of Kai and Hans Siegbahn at Uppsala University
already in the 1970s [87–89]. Later other groups also developed further instru-
ments [90–92] but all of them employed laboratory X-ray sources, which provide
a comparatively low photon flux. Hence, the use of these instruments was lim-
ited until they were combined with the high photon flux that can be obtained at
synchrotron radiation labs. The first synchrotron radiation-based APXPS was
installed at the Lawrence Berkeley National Lab (LBNL) [93,94].
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Figure 20: A schematic drawing of the APXPS instrument at the SPECIES beamline at MAXIV laboratory using a SPECS
Phoibos 150 NAP analyzer. The principle layout is based on the cell-in-cell concept. The image is based on [95].

The APXPS instrument, used in this thesis, is the one of the SPECIES beamline
[96] at MAX IV laboratory, previously positioned at beamline I511 at the MAX
II electron storage ring. This instrument employs the cell-in-cell/Lund approach
[97], where a reaction cell is placed inside the UHV chamber, see Fig. 20. This
allows both APXPS and conventional UHV-type experiments in one instrument
as the reaction cell can be detached from the spectrometer. The reaction cell is
equipped with an X-ray transparent window to enable the X-rays to reach the
sample.

The spectrometer used in this setup is a SPECS Phoibos 150 NAP analyzer as
illustrated in Fig. 20. The aperture nozzle has a diameter of 0.3 mm and is placed
about 0.6 mm away from the sample to ensure a homogeneous pressure above
the sample’s surface [98, 99]. The photoelectrons traveling through the nozzle
are collected and focused by the prelens, lens 1, and lens 2 on the following
apertures enhancing the transmission. The three electrostatic lenses are also
used to retard the electrons before the energy separation in the hemispherical
energy analyzer occurs. The four different pumping stages reduce the pressure
from several mbars in the reaction cell to UHV condition at the electron detector.

In Papers III and IV this setup was used to compare the surface development at
elevated temperatures in different oxygen rich environments. These publications
highlight the importance of APXPS for material science experiments as major
changes in the surface oxide composition were observed. Other areas of research
that frequently use APXPS include catalysis [100–102], atomic layer deposition
[103,104], and film growth [105].
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3.3.2 X-ray Absorption Spectroscopy

The excitation of a system with photons can lead to the emission of electrons into
the vacuum, i.e. they become photoelectrons as in XPS shown in Fig. 21 a), or
electrons can be promoted into unoccupied state in the conduction band, which
is the case in XAS, see Fig. 21 b). Typically XAS measurements are performed
by scanning across the absorption edge of a specific element by varying the
photon energy.

Since instruments often combine XPS and XAS, it is experimentally easier to
detect photoelectrons rather than photons to determine how much the intensity
was reduced due to absorption. This also results in more surface sensitive XAS
measurements. Hence, many XAS instruments use an indirect way of obtaining
the signal via the core hole decay. The core hole created by the initial excitation
can either be filled through fluorescence decay or Auger decay. In Auger decay
a valence electron fills the core hole but the excess energy is transferred to
another electron which then has sufficient energy to escape into the vacuum,
see Fig. 21 c). Since the number of core holes created by the initial X-ray
absorption is proportional to the emitted electrons from the Auger decay, their
signal can be used measure the absorption signal [106]. X-ray absorption (XA)
spectra in Auger decay mode are generated by detecting the intensity of the
Auger electrons as a function of photon energy, referred to as Auger electron
yield (AEY) mode.

During fluorescence decay the core hole is filled by a valence electron transition-
ing into the lower energy state and releasing the excess energy as radiation, see
Fig. 21 d). XAS measurements in fluorescent yield (FY) mode are less surface
sensitive as the emitted photons have a longer escape depth.
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Figure 21: Energy diagrams comparing photoemission, X-ray absorption and core hole decay processes. a) In XPS a core-
level electron is ejected due excitation of incoming photons. b) During X-ray absorption, a core-level electron
is promoted into a higher level in the conduction band. c) Illustration of one of the decay processes that can
occur after X-ray absorption, Auger decay. In Auger decay, the core hole is filled by a valence band electron and
the simultaneous emission of a Auger electron carrying the excess energy. d) Core hole decay by fluorescence
as the excess energy of the system is emitted by a photon.
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Other modes of detection are total electron yield (TEY) and partial electron
yield (PEY). In TEY mode all ejected electrons are measured including second-
ary electrons that are generated by inelastic scattering events. The amount of
secondary electrons does not correspond to the amount of initial electron holes
as the primary electrons exchange energy and momentum with other electrons
in the material. Hence, a larger number of secondary electrons than core holes
can be created, making it easy to detect them. Further, measurements in TEY
contain more bulk sensitive information in the signal. In PEY only electrons
above a certain kinetic energy are detected, which is used to cut off the intensity
generated by secondary electrons.

Since these spectra are characterized by transitions to unoccupied states, they
contain information about the chemical state as e.g. the oxidation state. Collect-
ing parts of the absorption spectrum at energies lower or higher energies than the
absorption edge gives Near-Edge X-ray Absorption Fine Structure (NEXAFS)
and Extended X-ray Absorption Fine Structure (EXAFS). These can provide
information on coordination number and interatomic distances [107,108].
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3.4 Microscopy

The term microscopy comes from the two Ancient Greek words µικρóς and
σκoπει̃ν, which mean ”small” and ”to see”, hence microscopy aims to observe
objects that cannot be seen by the naked human eye. The tools that the field
of microscopy provides for resolving small things range from simple magnifying
glasses to the traditional optical light microscopes to sophisticated setups that
can resolve structures on the atomic scale.

The resolving power of a microscope, which refers to the distance at which
two objects can still be distinguish from each other, for conventional visible
light microscopes is defined by the diffraction limit. There are two commonly
used criteria for the resolving power, the Abbe and the Reyleigh criterion, which
vary only slightly in their description of the diffraction limit. The Abbe criterion
states that the resolution is proportional to the wavelength of the incoming light
and inversely proportional to the diameter of the objective’s entrance aperture
[109]. This means that the maximum resolution that can be achieved by visible
light is about 200 nm.

The most feasible way in improving the resolution of a microscope is hence
by decreasing the wavelength. Therefore, electron microscopes can achieve a
resolution at the picometer scale as the electrons wavelength is determined by the
De Broglie wavelength, see Eq. 17. Two major groups of electron microscopes
that use this effect are SEM and transmission electron microscopes (TEM). The
working mechanism of a SEM is described in section 3.4.4.

The main set of microscopy techniques that were used in this thesis belong
to the group of cathode lens microscopy. A cathode lens microscope has a
strong electrostatic field between the sample, which serves as cathode, and the
objective lens [110]. By this arrangement the electrons originating from the
sample’s surface can quickly be accelerated from very low, typically 0-100 eV,
to their final energy around 10-20 keV. The strength of the accelerating field
is of major importance for the lateral resolution as it is inversely proportional
to the resulting resolution. Other factors that impact the resolution are the
sample-to-objective distance, diffraction at apertures, chromatic and spherical
aberrations in the objective lens and space charge effects [111]. Depending on
which imaging technique is used, a resolution of a few nm can be obtained.
Aberration corrected LEEMs can achieve a lateral resolution of 2 nm [112,113]
whereas XPEEMs reach a lateral resolution of 20 nm [114, 115]. Calculations
indicate that the highest achievable resolution in aberration-corrected LEEM is
about 0.5 nm, and about 3.5 nm in PEEM [116].
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As the sample is a part of the objective lens in cathode lens microscopy its prop-
erties also impact the the maximal resolution obtainable. The perfect sample
in cathode lens microscopy would be completely flat and perfectly aligned to
the normal of the optical axis. It should further be a good conductor. Any
deviation from this ideal situation does not only reduce the resolution but can
also cause charging of the sample or sparking from sharp objects on the surface
when applying the operating voltage of typically 20 kV.

The presented work includes mainly microscopy data from measurements per-
formed at the SPELEEM (Spectroscopic PhotoEmission and Low Energy Elec-
tron Microscope) from Elmitec GmbH [117], that was situated at the soft X-ray
beamline I311 [118] and has been transferred to the new synchrotron facility
MAX IV Laboratory in Lund, where it is now available at the MAXPEEM
beamline. At both locations a synchrotron is used as a tunable X-ray source. A
schematic describing the general layout of the SPELEEM is shown in Fig. 22.
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Figure 22: Schematic of the AC-SPELEEM setup now situated at the MAXPEEM beamline, MAXIV laboratory. There are
three different sources for imaging: an UV-light source for UV-PEEM, an electron gun for MEM, LEEM, and
LEED, and X-rays from the synchrotron for XPEEM, and XPS. The electron trajectories are marked in blue,
the ellipses depict electron lenses.The slit after the energy analyzer can be used to select photoelectrons with a
selected energy. (The aberration correction column with the electron mirror was added after the data presented
in Paper II was collected.)
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Other microscopes that were used in this thesis include the XPEEM at the
HERMES beamline [119, 120] at Synchrotron Soleil, Saint-Aubin, France and
the LEEM III situated at the Institute for Solid State Physics, University of Bre-
men, Bremen, Germany. An in depth coverage of the historic development and
theoretical concepts behind cathode lens microscopy can be found in Ref. [53],
a book written by one of the inventors of LEEM and PEEM, Ernst Bauer.

A wide range of electron-sample interactions can be used for imaging, e.g. reflec-
ted electrons, elastically or inelastically scattered electrons, thermionic emitted
electrons, and (X-ray) photoelectrons [121]. The following section will give an
introduction to the different microscopy techniques used in this thesis, namely
MEM, LEEM, XPEEM, and SEM, and compare them.

3.4.1 Mirror Electron Microscopy

Imaging in MEM is easily achievable in a common LEEM setup as additional
parts, e.g. energy analyzers, are not necessary. When operating the microscope
in MEM mode, the electrons that probe the sample are accelerated to 20 keV in
an electron gun. On the way to the sample the electron beam is focused in the
illumination column by the condenser lenses. The illumination aperture can be
used to adjust the area of the sample that should be illuminated by the electron
beam. The magnetic beam separator (sector field) deflects the electron beam by
60◦ towards the sample, see Fig. 22. The sample itself has a potential of -20 kV-
SV (start voltage), see Fig. 3.4.1 a), decelerating the incoming electrons. The
negative SV in MEM causes the sample to act as an electrostatic mirror, hence
the name mirror electron microscopy. This causes the electrons to be reflected
by an equipotential surface several nanometers above the real surface [122].
By adjusting the strength of the condenser lenses the Gaussian image plane
(IP), shown in Fig. 24 b), can be projected onto the detector screen, which in
this instrument is a MCP (micro-channel plate) detector with a CCD (charge-
coupled device) camera.

The contrast in MEM comes from variations in the electric field that originate
from the surface topography, differences in work function, magnetic fields and
similar [123], as shown in Fig. 23 a). These disturb the trajectory of the electrons
on the way towards and back from the equipotential surface [124]. MEM allows
for surface studies of amorphous samples as the electrons don’t impinge on the
surface but interact with the near-surface field of the sample.

The exact contrast formation and resolution in MEM is, however, still under dis-
cussion. A recent comparison between different imaging theories can be found
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Figure 23: a) Sketch showing how the topography of the surface affects the contrast in the resulting MEM image. Features
on the surface create local fields that cause deviation in the photoelectrons path leading to an altered contrast
in the resulting image. (Image according to [126, 127]) Example MEM images of SAF 2507 after a) heating to
860◦C and c) 1185◦C. At 860◦C the typical partitioning between austenite and ferrite can be observed whereas
at 1185◦C new phases form.

here [125]. Both experimental and theoretical work suggest that the depth res-
olution in MEM is significantly better than the lateral resolution, which makes
MEM sensitive to topographic height variations [53]. Examples on how MEM
can be used to follow surface changes due to heating are shown in Fig. 23 b)
and c).

3.4.2 Low Energy Electron Microscopy

In LEEM mode the electrons interact with the sample’s surface due to the
positive SV as in contrast to MEM mode, see Fig. 24 a). However, the electrons
are still retarded to low energies, typically ranging from 5 to 100 eV. Hence,
the interacting electrons are very surface sensitive. These electrons will then
be diffracted by the sample’s surface, as explained in section 3.2.2. Besides
the diffraction contrast, other contrast mechanisms, e.g. phase contrast, based
on the interference of the reflected electrons, and magnetic contrast in spin
polarized LEEM (SPLEEM) [128], can be used in LEEM. After the interaction
with the surface, the electrons are reaccelerated to 20 keV to enable the focusing
by the electromagnetic lenses on their path to the detector. By either projecting
the back focal (diffraction) plane (BFP) or the Gaussian IP onto the screen, the
LEED pattern or the real space LEEM image can be detected, see Fig. 24 b).

By inserting a contrast aperture (CA) into the BFP a specific diffraction spot
can be selected for imaging. If the CA is positioned around the specular (0,0)
diffraction spot, the image is collected in bright field LEEM. Bright field LEEM
images obtain their contrast from the differences in composition and structure of
the sample. By selecting another diffraction spot, areas of the sample with the
same structure as the diffraction spot chosen, will appear bright in the LEEM
image. This technique is referred to as dark field LEEM and is useful to identify
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the abundance of a specific structure or to distinguish different domains.

Fig. 24 c) compares images of the same sample made of polycrystalline alu-
minum recorded in different modes. The leftmost image displays a flat sample
topography in MEM mode, the second to the left shows a µ-LEED pattern of
one of the grains. The four following images depict LEEM images acquired us-
ing diffraction spots from different rotated domains selected with the contrast
apertures.

One major advantage of LEEM, and also MEM, is that it allows real-time ima-
ging. This has been successfully applied to study in-situ growth processes, e.g.
CeOx-Ru (0001) [129] and graphene on Ni (111) [130]. In this thesis, LEEM
movies were used to follow the phase transitions occurring in super duplex stain-
less steels during heat treatment, complementary to the XPEEM data described
in Paper V. Throughout the measurements, the sample’s thermal drift and defo-
cussing due to changing distance between the sample’s surface and the objective
lens are the main problems.
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Figure 24: a) Schematic drawings illustrating the different modes of operation, MEM and LEEM. In MEM a negative SV
is applied to the sample leading to reflect the electron beam several nanometers above the surface. If a positive
SV is applied the low energy electrons are diffracted at the surface and either the (0,0) or another diffraction
spot can be selected for imaging leading to bright field and dark field LEEM images. b) Sketch of image
planes. In the BFP the diffraction pattern is formed and in the Gaussian IP the real space image is created. c)
Comparison between different imaging modes.
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3.4.3 Photoelectron Emission Microscopy

In PEEM the sample is not probed by electrons as in MEM and LEEM but it
is illuminated with a relatively wide photon beam. This gives rise to various
excitation and emission processes in the same fashion as discussed for spectro-
scopy in section 3.3. The sample can be illuminated with photons from different
sources, typical for lab-based instruments are UV-lamps. The UV-lamp emits
photons with a broad spectrum that typically has strong lines around an energy
of 5 eV. Instruments situated at synchrotron radiation labs can profit from a
bright light source with tunable energy and a narrow wavelength range.

If photons with low energies are used to excite the sample, only electrons from
the highest occupied energy level/valence band are emitted and the resulting
photoelectrons have a low kinetic energy. Photoelectrons with low kinetic ener-
gies can also be generated by secondary events. Here, the primary photoelec-
tron undergoes inelastic scattering and thereby transfers energy to a secondary
electron. Since inelastic scattering can occur multiple times, several secondary
electrons can be created by one original excitation as the secondary electrons
themselves can undergo inelastic scattering leading to a cascade. Secondary elec-
trons have lost the information about the primary excitation event. However,
they are frequently used for imaging as they have a high intensity. Variations in
the work function arise from differences in chemical composition, e.g. doping.
These differences are observed in the onset of the secondary electrons.

To obtain a chemical contrast in the PEEM image, photons with a higher energy,
X-rays, are used to emit core-level electrons. A description of the photoexcita-
tion process was given previously in section 3.3.1. To image a certain element
a photoexcitation energy above the core-level binding energy of the desired ele-
ments is chosen and the SV is adjusted to fulfill Eq. 24. Using the hemispherical
energy analyzer, a small energy range of photoelectrons are chosen for imaging.
The probing depth in XPEEM is up to 5 nm as determined by the electron
inelastic mean free path, see Fig. 16. As the amount of emitted photoelectrons
is much lower than the secondary electron emission, PEEM images using core-
level photoelectrons are obtained with a longer acquisition times to reach similar
counts.

EB = hν − SV − φ (24)

Another method to obtain chemical contrast in PEEM is absorption mode (XAS-
PEEM). It follows the physical principles described previously for XAS, see sec-
tion 3.3.2. In XAS-PEEM mode secondary electrons with typically energies of
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less than 10 eV are used for imaging. The IMFP increases for lower energy elec-
trons and the primary excitation can originate from deeper within the sample,
hence the probing depth increases to up to 10 nm. An advantage of XAS-PEEM
is that the instrument does not need to have an energy analyzer as all electrons
emitted at a certain excitation energy are used for imaging.

PEEM images display areas with a high concentration of the chosen core-level
or absorption edge as bright spots as a high intensity of electrons is reaching
the detector from those areas [131]. This allows to directly identify spatial
distribution of a specific atom or ion. The lateral resolution of XPEEM images
is slightly less than the one achieved in LEEM and is typically around 20 nm.
The reduced lateral resolution in PEEM is mainly due to chromatic aberrations.
Another effect that occurs at bright light sources, like a synchrotron, is blurring
of the image due to space charge effects [132].

When imaging with PEEM there are several factors contributing to the image
contrast: work function, chemical composition, surface orientation, electronic
structure, local electrostatic fields, areas of altered conductivity, partial charging
and magnetic domains. Each of these material properties affects the contrast
but to a varying extent depending on which mode of operation is chosen, e.g. the
contribution of work function contrast is high when using low excitation energies
but very weak at high excitation energies [126]. Additionally, the topography
of the surface influences the contrast. Features, e.g. scratches and particles on
the surface, alter the potential and lead to deflection, focusing or defocussing of
the photoelectrons. How these local fields affect the images is also depending
on other experimental parameters, e.g. accelerating voltages [127].

To generate images that only contain the chemical contrast, images are often
acquired in so called stacks. A stack of images typically varies the binding

PEEM with SE PEEM at Mg 2p PEEM at Fe K-edgedispersive plane for XPS

Figure 25: Imaging modes using the energy analyzer. Left image of the dispersive plane used to create XP spectra, here
an Al 2p core-level spectrum of AA 6063. The following three PEEM images are from the same alloy using
different imaging modes. Left PEEM with secondary electrons using mostly a work function and topography
contrast, center showing a chemical contrast corresponding to the Mg 2p core-level, right XAS-PEEM image
obtained at the Fe K-edge.
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or photon energy range depending on the mode to scan across a core-level or
absorption edge in small energy steps. This way images at the core-level peak
or on the absorption edge can be background corrected by subtracting an image
acquired before the respective peak showing only contrast due to other effects,
e.g. topography.

Fig. 25 shows dispersive plane used to create XP spectra and three different
PEEM images obtained from the same sample area. The leftmost PEEM image
has a contrast mainly from work function and topographic differences, whereas
the center and right image have mainly an element specific contrast. The center
image was recorded using the Mg 2p core-level binding energy and shows small
magnesium particles segregated along the grain boundary. The rightmost image
was acquired by using the Fe K-absorption edge, which enables the identification
of large iron-rich particles.

A review on the historic development of XPEEM over the past decades can be
found here [133] and an overview on recent advances in the field is given in [134].

3.4.4 Scanning Electron Microscopy

SEM has been used as an additional technique to characterize the surface of the
samples studied in this thesis. SEM is a raster scanning technique in contrast to
the previously discussed microscopy techniques. Here, a narrow focused electron
beam, typically 0.1-5 nm, is scanned across an array of positions on the surface
of the sample and a signal is detected for each position. The image is then con-
structed pixel-by-pixel correlating the scanning position and it’s corresponding
detected signal.

As SEMs also use electrons as probes, they typically require UHV conditions as
discussed previously, see section 3.1.4. Fig. 26 a) shows a schematic digram of
a SEM in which the entire pathway of the electrons is evacuated. The electrons
used in SEM are generated by an electron gun, as described in section 3.1.1, and
accelerated over a voltage, typically 1-30 kV. The condenser lenses are used to
bundle the electrons in the beam into a given aperture size. By adjusting the
strength of the condenser lenses and the diameter of the aperture, the probe
current reaching the sample is set. The objective lens focuses the beam and the
deflection coils position the beam on the sample allowing the beam to raster
scan over the sample’s surface.

Once the electrons interact with the sample, several different signals can be col-
lected using designated detectors. Due to the difference in the interaction of the
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Figure 26: a) Schematic diagram of a SEM with different detectors for backscattered and secondary electrons as well as
X-rays. b) Illustration of interaction volume for the different electron-sample interactions generating different
signal, which can used for image generation in SEM.

electrons with the sample resulting in the various signals their probing depth,
see Fig. 26 b), and information content changes. This means that complement-
ary information about the sample’s surface is obtained by detecting different
signals. Other parameters that affect the probing depth are the acceleration
voltage, the beam’s convergence angle, and the sample’s density.

Commonly, backscattered electrons (BSE) are used for imaging, which are incid-
ent electrons elastically scattered by the atoms in the sample. These electrons
have interacted with atoms located deeper within the sample and they main-
tain higher energies after the sample interaction, in contrast to the secondary
electrons (SE), which provide information on the topography of the sample, as
used in Papers II and V.

Other signals that can be detected in SEM include Auger electrons and charac-
teristic X-rays, which are generated when filling a core-hole the decay processes
described for XAS, section 3.3.2. The main difference is that the core-hole in
SEM was generated by excitation with electrons instead of X-rays. Character-
istic X-rays can be used to identify and quantify elements present in the sample if
the SEM is equipped with an energy dispersive X-ray (EDX) detector. The con-
tinuum X-rays originate from beam electrons being decelerated in the electrical
field of the atoms emitting the excess energy in the form of bremsstrahlung.
A typical spectrum including characteristic and continuum X-rays is shown in
Fig. 12 b). A more in-depth discussion concerning the instrumentation and
signal generation in SEM is found in Ref. [135,136].
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3.4.5 Comparison

This chapter introduced a range of different microscopy techniques. The reason
for using such a multitude of techniques is that they all use different probe-
sample interaction mechanisms for the image creation. Hence, the contrast
mechanisms and the probing depth are different. Also the lateral resolution is
dependent on the technique as well as on the instrument itself. An overview
comparing the key parameters, which are typical for the different techniques, is
given in Tab. 5.

Table 5: Comparison of the key parameters of the different microscopy techniques used in this thesis.

Technique Interaction Depth Main contrast Resolution

MEM
reflection

of electrons
∼0 nm topography ∼2 nm

LEEM
diffraction
of electrons

∼1 nm crystal structure ∼2 nm

XPEEM
photoelectron

emission
∼5 nm element/ chemical state ∼20 nm

XAS-PEEM
X-ray absorption,

secondary electrons
∼10 nm element/ chemical state ∼20 nm

SEM (BSE)
elastically

scattered electrons
∼1 µm Z of elements ∼1 nm

SEM (SE)
secondary
electrons

∼100 nm topography ∼1 nm
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4 Summary of Papers

The articles presented in this thesis demonstrates the successful application of
surface science techniques to model samples as well as to industrial materi-
als in sample environments ranging from UHV to ambient pressures and even
liquid water. Paper I combines XPS and XRR with Electrochemical Imped-
ance Spectroscopy (EIS) to determine the oxide thickness on several aluminum
single crystals and industrial aluminum alloys in a range of sample environ-
ments. Paper II uses XPS and a range of cathode lens microscopy techniques
to follow the decomposition of the aluminum oxide film on an aluminum braz-
ing sheet during heating. The same kind of brazing alloy is studied with XPS
in Paper III, highlighting the differences in the surface development caused by
a different background pressure. Paper IV continues the comparison between
different sample environments on the aluminum standard alloy AA 6063, which
was also studied in Paper I. The characterization of the surface oxide is however
also done by XPEEM and XRR. The last of the included papers, Paper V, ex-
pands the range of studied industrial material to steel. The steel studied, SAF
2507, increases the complexity of the studied materials further as it consists
already in its pristine state of two phases: austenite and ferrite. The surface
oxide characterization was also performed at elevated temperatures.

Paper I: The thickness of native oxides on aluminum alloys and
single crystals

Paper I bridges the the gap between the typical surface science model system,
single crystals, and industrial materials by investigating the native oxide thick-
ness of two pure aluminum single crystals, a nickel aluminum single crystal, and
four different industrial standard aluminum alloys. The differences between the
samples and the information obtained by the three experimental techniques,
XPS, XRR, and EIS, used are discussed.

In XPS the oxide thickness is deduced from the fitted intensities of the oxide
and the metallic peaks in the aluminum spectrum. Additionally, the tabulated
volume densities for aluminum and aluminum oxide as well as the IMFP for both
layers are necessary to estimate the thickness according to Eq. 23. Calculating
the thickness according to this model, which assumes a pure and homogeneous
oxide and metal layer, is more descriptive of an aluminum single crystal than
of an alloy since it does not take into account the additional oxide intensities of
other alloying elements like magnesium.
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Further, the variation in the IMFP and volume density by the presence of alloy-
ing elements is neglected making the thickness deduced by XPS approximative.

The thickness obtained from XRR are directly derived from the fits of the re-
flectivity curve. In Paper I, a multilayer model was fitted in which every layer is
assigned a certain thickness and electron density. Since the initial parameters for
the electron densities are optimized during the fitting procedure, the thickness
obtained by XRR are not sensitive to the composition of the initial model.

In EIS the oxide layer is modeled as a parallel plate capacitor, which has a
specific dielectric constant related to the structure and composition of the oxide.
Since the same value for the dielectric constant was used for all samples, the
calculated thickness is more reliable for the single crystals than for the alloys.

All three techniques indicate that the native oxide layer is thicker on aluminum
alloys than on the single crystals. The increased thickness for the alloyed samples
can be explained first of all by the grain structure. The single crystals have no
grain boundaries that can act as transfer sites for ions and therefore they have
a smaller mass transfer rate than the polycrystalline samples. Another aspect
is the presence of alloying elements which exhibit different chemical reactivities
and disrupt the continuous oxide film. Placing the samples in water also lead
to an increased oxide thickness.

Paper II: Surface development of an aluminum brazing sheet
during heating studied by XPEEM and XPS

Paper II focuses entirely on an industrial material: An aluminum alloy brazing
sheet. Tracing the chemical changes on the surface of these brazing sheets is of
great interest since the surface determines how well two work pieces can be joined
by brazing. A combination of microscopy and spectroscopy techniques was used
to follow the surface development during heating to the melting temperature of
the braze cladding.

The chemical changes were studied with XPEEM for the three main elements
in the braze cladding aluminum, silicon, and magnesium. To allow for the gen-
eration of XP spectra of certain areas within the XPEEM images, they were
obtain in stacks. Here, images are acquired for a binding energy range of 10 eV
in 0.25 eV steps. XPEEM stacks are particularly useful for inhomogeneous
samples, like alloys, since it makes it possible to follow local chemical changes
of different particles or phases simultaneously, as shown in Paper II Fig. 6. To
understand how the sample is changing in average, conventional XPS measure-
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ments were performed for Al 2p, Si 2p, Mg 2p, and O 1s core-levels. Com-
plementary to the chemical information, the sample’s topography was studied
with MEM/LEEM. Additionally, SEM images were recorded ex-situ to image
the sample’s topography after reoxidizing in air.

Using the different techniques, mixed aluminum and silicon-rich particles were
identified as well as the formation of MgAl2O4-rich areas at 540◦C. Further, mi-
crometer large metallic magnesium particles segregated to the surface at 560◦C.
At the same temperature, the surface changes from being rich in aluminum
and silicon oxides to a mainly metallic surface without silicon. By increasing
the temperature to 580◦C magnesium evaporates leaving a metallic aluminum
surface behind. A sketch summarizing the chemical changes can be found in
Paper II Fig. 10. It shows how the heterogeneous surface is being transformed
from an oxide to a metallic surface by the diffusion of magnesium and how
locally new MgAl2O4 phases are formed.

Paper III: Surface development of a brazing alloy during heat
treatment–a comparison between UHV and APXPS

Since the actual industrial brazing process is not performed under UHV condi-
tions, Paper III compares the surface development of aluminum brazing sheets
under two experimental conditions: in UHV and in 0.01 mbar of oxygen. To
allow XPS measurements at pressures exceeding the typical UHV environment
a dedicated APXPS setup was used. The SPECIES beamline at the MAX IV
laboratory supports measurements in pressures up to 25 mbar by combining a
X-ray transparent window into a reaction cell with a differential pumped ana-
lyzer.

For the comparison, changes in thickness and composition of the surface oxide
were followed after heating to 300◦C, 400◦C, and 500◦C. The oxide thickness
determined by XPS is similar for both measurements at RT, about 50 Å, and
after heating to 300◦C. After heating to 400◦C and 500◦C however, major differ-
ences occurred. After heating to 400◦C, the oxide thickness increased for both
sets but the gain in thickness is higher for the sample in the oxygen environ-
ment. By further heating to 500◦C, the oxide thickness decreases for the sample
in UHV to 37 Å, whereas the oxide in the oxygen environment increases even
further to at least 88 Å. This change in oxide thickness growth can be directly
related to the change in oxide composition. In the UHV case, an enrichment
of magnesium and silicon oxides in the alumina is observed, as was also repor-
ted in Paper II. However, the amount of non-aluminum oxides does not exceed
5.5%. The sample heated within an oxygen rich atmosphere, however, shows a
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complete transition from aluminum oxide to magnesium oxide throughout the
heat treatment.

These two sets of measurements highlight that the surface development strongly
depends on the environment in which the sample is heated. Further, it under-
lines the need for experimental techniques to be adapted to industrial-like sample
conditions to obtain knowledge relevant for the production and processing of
these materials.

Paper IV: Surface Oxide Development on Aluminum Alloy 6063
during Heat Treatment

The strong influence of the partial oxygen pressure on the development of the
surface oxide covering an industrial aluminum alloy is also shown in Paper IV,
where the aluminum alloy standard 6063 is investigated during heating from
room temperature up to 500◦C using a range of synchrotron radiation based
surface science techniques.

Similar to Paper I, XRR measurements enable to follow the changes in thick-
ness of the oxide and XPS provides, additionally to the thickness estimate,
information on the chemical composition. Further, XPEEM was used to study
the lateral distribution of alloying elements. The effects of heat treatment on
AA 6063 are similar to the effects observed for the brazing alloy studied in Pa-
pers II and III. At ambient pressures the surface oxide is dominated by MgO
at elevated temperatures, whereas at UHV conditions aluminum oxides remain
present at the surface. At UHV conditions the distribution of the alloying ele-
ments was studied with XPEEM showing that iron-rich particles ranging from
0.5 µm to 4 µm in diameter were distributed across the surface and that these
particles were mainly unaffected by heating up to 500◦C. Further, the segreg-
ation of magnesium-rich particles at grain boundaries and at elevated temper-
atures within the grain was observed. The segregation of magnesium at the
surface in UHV occurs first at grain boundaries at 300◦C and at certain places
all over the sample at 400◦C.

Further, the initial oxide thickness of 45 Å as determined with XPS and XRR is
in good agreement with the thickness determined for the same alloy in Paper I.
Heating up to 300◦C lead to a decrease in thickness to 30 Å. The further growth
is governed by the background pressure, resulting in an oxide thickness of 63 Å
after heating to 500◦C in 10−2mbar of air. The dependence of the surface oxide
thickness on the sample environment was emphasized by XRR measurements
indicating that higher partial oxygen pressure leads to increased oxide formation.
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Paper V: Surface Development of Super Duplex Stainless Steel
SAF 2507 during Heat Treatment

Paper V applies the techniques from the previous papers to a new class of
materials: steels. In this particular case a super duplex stainless steel with 25%
Cr and 7% Ni, SAF 2507. SDSS introduce extra challenges in comparison with
the aluminum alloys as they already in their pristine condition exhibit a dual
phase structure consisting of typically equal volume fractions of austenite and
ferrite. In addition, the chemical composition of these two phases is not the same
as different alloying elements stabilize different phases. Further, it is known that
SDSS form a range of unwanted phases at elevated temperatures. Moreover,
changes in the passive film on the SDSS affect their corrosion resistance, which
is of major importance as they find application in corrosive environments. To
study the overall changes in the surface near region XPS measurements were
performed in UHV at RT and after heating to 400◦C, 700◦C, and 800◦C. The
segregation of the different alloying elements in the various phases was observed
with XAS-PEEM after the exposure to temperatures up to 1000◦C.

The XPS data shows that the native oxide consist mainly of iron and chromium
oxides with small amounts of molybdenum oxides. By exposure to higher tem-
peratures the composition changes to a mixed CrMnMo oxide. After heating
the sample to 800◦ the sample’s surface is nearly completely reduced and the re-
maining oxide contains embedded ammonium while also chromium nitrides are
present. Imaging with XPEEM allows to follow the partitioning of the alloying
elements into the different phases. After heating to 500◦C the typical duplex
structure is still present. After exposing the sample to higher temperatures a
multitude of phases forms with varying content of alloying elements. The im-
aged surface after heating to 1000◦C is dominated by three phases, of which
the chromium-rich one exhibits the formation of terraces on the surface. The
iron and chromium rich phase is disrupted by needle shaped particles which are
depleted of iron. The third phase is rich in Ni and Fe and shows a homogeneous
distribution of elements.

This paper highlights how an industrial multi-phase system can be studied at
elevated temperature, relevant for the material’s field of application, with the
means of classical surface science spectroscopy and microscopy techniques.
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5 Outlook

A large part of this thesis shows how the material and pressure gap of sur-
face science can be bridged to study ’real’ materials in relevant environments.
The need to develop instruments that can enable more realistic sample envir-
onments are of special interest for the material science community as they will
allow to investigate processes in-situ which previously have been studied ex-situ
and often in destructive ways, e.g. elemental depth profiling with sputtering
followed by XPS. These processes include strengthening and hardening mech-
anisms, joining processes like brazing and welding as well as electrochemical
processes as corrosion and anodization. Further, protection of surfaces by the
application of various coatings and how these coating bond to the surface are
exciting questions to study in-situ.

All these processes and treatments used in material science have in common
that they require conditions that are usually not found in surface science such
as high pressures and temperature as well as wet conditions. However, some sur-
face science techniques are already more commonly applied to study industrial
materials. Examples of these are in-situ electrochemical atomic force micro-
scopy (EC-AFM) [137, 138], environmental SEM and TEM [139, 140], in-situ
anodization of aluminum alloys [141], and phase transformation and corrosion
with XRD [142, 143]. Techniques that are rarely used in the material science
community include the methods used in this thesis, even though they have a
great potential for further studies.

One of the developments in APXPS allow now to study the interface between
solids and gases or even liquids by applying various sample arrangements [144,
145]. Especially, the use of hard X-rays can facilitate the probing of these
interfaces as the IMFP for higher energy electrons increases allowing for longer
probing depth [146]. Even ambient pressure scanning photoelectron microscope
(SPEM) has been successfully demonstrated [147]. The combination of APXPS
with electrochemistry is very promising from an material science perspective as
it will allow to study the corrosion in liquids in-situ at different potentials [148].

Another promising development in XPS is the installation of fast detectors,
which are currently mainly used for temperature-programmed (TP) measure-
ments that study thermal desorption adsorption phenomena [149] by obtaining
fast high-resolution XP spectra. Instruments equipped with a fast detector and
an ambient pressure cell can in the future be used to study segregation proper-
ties in industrial material in a non-destructive way. So far the combination of
APXPS with fast detection has been used for in situ studies of heterogeneous
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catalysts [101, 150]. By following the segregation behavior of alloying elements
in the ms timescale, insights in the diffusion kinetics could be obtained.

To follow changes at the surface with chemical sensitivity or with phase con-
trast is possible with LEEM and PEEM. However, these cathode lens micro-
scopy techniques encounter major obstacles when trying to combine with more
realistic sample environments as a high acceleration voltage is applied between
the sample and the objective lens. Nevertheless, first attempts of construct-
ing XPEEM setups that can probe in gas [151] or through liquid have been
made [117,152].

A major strength of XPEEM and LEEM instruments is that they can perform
measurements with video-rate frequency which will enable real-time monitoring
of surface processes. To compensate for the thermal drift that is occurring
during heating experiments, samples can be patterned with focused ion beam
lithography (FIB). This will allow an easy recognition of the different areas on
the sample even if large thermal drift occurs at high temperatures.

First results from using LEEM movies to follow the phase transitions occurring
at elevated temperatures in super duplex stainless steels are shown in Fig. 27.
Here, LEEM images with a FoV of 50 µm were acquired every 0.5 sec binning
two images with an exposure time of 0.25 sec while heating the sample from RT
up to 1340◦C.

LEEM, T=1100˚CLEEM, T=1000˚C

LEEM, T=1200˚C

LEEM, T=1150˚CLEEM, T=1050˚C

LEEM, T=1250˚C LEEM, T=1300˚C LEEM, T=1340˚C

Figure 27: Image series taken from an in-situ LEEM movie heating of the duplex stainless steel SAF 2507 highlighting how
the phase changes can be followed live. The red marker is used to indicate the same area.
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The heating was interrupted for further characterization at certain temperatures
to obtain µ-LEED patterns from regions of interest, see Fig. 28, and I(V)-LEEM
stacks, which are a sequence of images with an increasing electron energy in
bright-field mode. The (00)-beam I(V)-LEEM image can be used to create
I(V) curves for each pixel in the image by plotting the recorded intensity as a
function of the kinetic energy. These I(V)-curves can then be used for structural
fingerprinting [153,154]. By matching the I(V)-curves from regions with known
µ-LEED patterns with the individual I(V) of each pixel, it will be possible to
calculate the relative abundance of a phase within the FoV of the LEEM image.
Repeating this at several places on the sample at different temperatures can
then be used to generate ‘phase diagrams’. The data presented in Fig. 27 and
28 will provide additional information to the data presented in Paper V, which
focused more on the chemical changes of the surface oxide composition of the
super duplex stainless steel, SAF 2507.

5µm

a)

b)

g)

f)

e)
d)

c)

Figure 28: a) and b) are overlayed LEEM images of SAF 2507 after two heating cycles while the sample is at 300◦C. c)-g)
LEED patterns from the indicated areas.

These few examples show that the topic of this thesis, using surface science
techniques on industrial samples in environments that mimic the industrial pro-
cesses in various ways, has the potential for further development in the fields of
surface and material science. The main challenges will be to handle increasingly
complex experimental set-ups and the difficulties arising from data sets that
depend on an increasing number of variables.
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[108] J. Stöhr. NEXAFS Spectroscopy. Springer Berlin Heidelberg, 1992.
doi:10.1007/978-3-662-02853-7.

[109] M. Born, E. Wolf, A. B. Bhatia, P. C. Clemmow, D. Gabor, A. R. Stokes,
A. M. Taylor, P. A. Wayman and W. L. Wilcock. Principles of Optics.
Cambridge University Press, 1999. doi:10.1017/cbo9781139644181.

77

http://dx.doi.org/10.1021/cs5010163
http://dx.doi.org/10.1007/s11244-015-0521-7
http://dx.doi.org/10.1088/1361-648x/aa89c4
http://dx.doi.org/10.1021/acs.jpcc.5b08699
http://dx.doi.org/10.1038/s41467-018-03855-z
http://dx.doi.org/10.1533/9780857094957.2.75
http://dx.doi.org/10.1002/9781118844243.ch4
http://dx.doi.org/10.1007/978-3-662-44362-0
http://dx.doi.org/10.1007/978-3-662-02853-7
http://dx.doi.org/10.1017/cbo9781139644181
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E. Lundgren and J. Pan. “Integration of electrochemical and
synchrotron-based X-ray techniques for in-situ investigation of alu-
minum anodization”. Electrochimica Acta, 241, 299–308, 2017.
doi:10.1016/j.electacta.2017.04.154.

[142] J. Elmer, T. Palmer and E. Specht. “In situ observations of sigma phase
dissolution in 2205 duplex stainless steel using synchrotron X-ray diffrac-
tion”. Materials Science and Engineering: A, 459(1-2), 151–155, 2007.
doi:10.1016/j.msea.2007.01.071.
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Figure X: Comparison between a PEEM image of a steel sample
and an orthographic projection of the far side of the moon.
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