Epitaxial Growth, Processing and Characterization of Semiconductor Nanostructures

Borgström, Magnus

2003

Link to publication

Citation for published version (APA):

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.
Epitaxial growth, processing, and characterization of semiconductor nanostructures

Magnus Borgström

LUND INSTITUTE OF TECHNOLOGY
Lund University

Division of Solid State Physics
Sweden 2003

Akademisk avhandling som för avläggande av teknologie doktorsexamen vid tekniska fakulteten vid Lunds Universitet offentligen kommer att försvaras i Fysiska institutionens föreläsningssal B, Sölvegatan 14, fredagen den 28 November 2003, kl. 10.15.
Abstract

This thesis deals with the growth, processing and characterization of nano-sized structures, e.g., self-assembled quantum dots and nano-wires. Such structures are promising candidates for the realization of nano-scale electronic and optical devices, like for instance single electron transistors, resonant tunneling devices, and single photon emitters. For such purposes, the main focus of this work has been on the controlled growth of self-assembled quantum dots.

For epitaxy, which is the fundament of this work, low-pressure metal organic vapor phase epitaxy (MOVPE) and ultra high vacuum chemical vapor deposition (UHV-CVD) were used. The structures grown were composed of III/V materials, and SiGe/Si was used for some experiments.

For the first group of structures, fundamental investigations on quantum dot growth enabled in-situ growth of InAs/InP self-assembled quantum dot samples in MOVPE. These studies were carried out on freestanding as well as epitaxially overgrown dots. Topography and photo-luminescence were measured with atomic force microscope (AFM) and Fourier transform infrared spectroscopy (FTIR) respectively. InAs/InP low-density quantum dot samples were grown in single or multiple layers, suitable for electrical measurements. These structures were studied by electrical characterization (IV), transmission electron microscopy (TEM), and cross sectional scanning tunneling microscopy (STM). Resonant tunneling through these quantum dots was observed, with peak-to-valley ratios as high as 1300 and negative differential resistance up to a point above the temperature of liquid nitrogen.

For the second, more complex, group of structures, patterns on semiconductor surfaces were created, either by electron beam lithography and wet chemical etching, or by the partial overgrowth of electron beam induced carbonaceous material. Spatially ordered growth of III/V and SiGe/Si quantum dots on such patterns was studied by AFM. For the InAs/InP system, conditions were found for which dots could be grown selectively in the patterns by the use of As-P exchange reactions. For the SiGe/Si system, commonly quadruples of islands were observed around each pit.

The third group of structures was grown from size selected gold particles, deposited in-house in an aerosol machine, or from Au colloids that were dispersed on the semiconductor surface. These gold particles enabled vapor-liquid-solid (VLS) growth of highly anisotropic one-dimensional structures that were characterized by scanning electron microscopy.
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Preface

This thesis is based on epitaxial growth, processing and characterization of nano-structures. The scope of the work is summarized in the enclosed papers, whereas the introductory part is intended to introduce the area of research, the experimental techniques, and the characterization tools to a non-expert, e.g., a PhD student who has recently entered the field of nano-physics, or someone plainly interested in the field. The introduction will also provide an overview of the scientific result obtained within the framework of the thesis, and will partly overlap with the included papers.

The text is organized into five parts. The first part describes the basic properties of semiconductors and low dimensional structures. The second part gives an introduction to the principle of epitaxy, the fundament of this work. The third part treats the subject of site-controlled growth, and in the fourth part an introduction to characterization tools that have been used during the work is given. Finally the fifth part gives a short summary of the papers enclosed.
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There are a vast number of people who have assisted me during my scientific work. First of all I would like to acknowledge my supervisors: Prof. Werner Seifert and Prof. Lars Samuelson, at Solid State Physics. Werner has been a roommate for most of the time, and has as such become a very good friend. We have worked in close cooperation, and have had uncountable interesting discussions during the course of this work, which has benefited enormously from Werners great knowledge about epitaxy and his never-ending ideas. Lars has always been an infinite source of inspiration and keen on sharing his visions about nano physics.

I want to thank Dr. Jonas Johansson for being friend and mentor. During every day work I have been cooperating with several persons. I am glad to have had the chance to know them: Tomas Bryllert, Dr. Boel Gustafson, and Dr. Lars-Erik Wernersson, on IV-characterization, Dr. Torsten Sass on TEM, Thomas Mårtensson, Dr. Ines Pietzonka, and Niklas Sköld on MOVPE, Anders Mikkelsen on STM, Dr. Lars Landin, and Dr. Håkan Pettersson, on photoluminescence and DLTS measurements, Dr. Jonas Ohlsson, and Ann Persson for inspiring whisker
meetings, Dr. Knut Deppert, Martin Karlsson and Brent Wacaser dominating the aerosol machine. Martin Persson is acknowledged for many interesting discussions during long workdays, he is a many facetted guy. Thank you Vilma Zela for UHV-CVD growth, nice coffee breaks, and discussions about science and life.
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List of papers

The thesis is based on the following papers, which span over three areas of research: 

i) Fundamental studies on the epitaxial growth of InAs/InP quantum dots in MOVPE, by the use of characterization tools like atomic force microscope, photoluminescence, and electrical measurements. 


iii) Fundamental studies on nanometer-sized whiskers in MOVPE that present promising results of a recently initiated research project.


IX. M. Borgström, V. Zela, W. Seifert, “Arrays of Ge islands on Si(001) grown by means of electron-beam pre-patterning”, Nanotechnology 14 (2003) 1

X. M. Borgström, K. Deppert, L. Samuelson, W. Seifert, ”Size- and shape-controlled GaAs nano-whiskers grown by MOVPE, a growth study”, Journal of Crystal Growth, in press


The following papers are not included in the thesis due to an overlap in contents, or a content that goes beyond the scope of this thesis.


1 Properties of low-dimensional structures

1.1 Introduction

Solid-state materials can be grouped into three classes, insulators, semiconductors and conductors. The study of semiconductor materials began in the early nineteenth century [1]. Over the years, many semiconductor materials have been studied, while Si has been, and remains, the dominant material, mainly due to the high quality silicon dioxide, which is a very good insulator that can be thermally grown on silicon. In addition, silicon in the form of silica and silicates comprises 25% of the earth’s crust, which makes the material very cheap in comparison to other alternatives [2]. However, many so-called compound semiconductors that consist of two or more elements have optical and electrical properties that are absent in silicon, something that has triggered intense research for more expensive materials as well, like for instance, GaAs and InP. These are III-V materials that have direct band gaps, which from an application point of view means that they are excellent candidates for light emitting devices. Depending on what materials being used, different wavelengths of emitted light can be obtained. Recently, in order to reach wavelengths corresponding to blue light, GaN has been employed, and by combining wavelengths from more than one source, white light can be obtained [3].

For electrical purposes, the invention of the transistor in 1947 [4,5] was the beginning of a new era in applied physics. In 1965, Gordon Moore made a famous observation, which has later been called "Moore's Law". That was four years after the first planar integrated circuit had been presented. In his original paper, Moore [6] observed that the number of components (e.g., transistors) on a chip roughly doubled every year, and predicted that this trend would continue. Companies have so far managed to follow this “rule” by downscaling the components, i.e., enabling a higher density of components. The physics for the large and the smaller components has remained the same. At some point, where the layers become very thin, the physics change though, and quantum mechanical effects need to be taken into account.

1.2 Energy bands

What makes the semiconductor materials so attractive is that the semiconductor can behave as an insulator as well as a conductor. For an isolated atom,
electrons can have discrete energy levels only. For \( N \) atoms, the properties are
given by their collective behavior. The chemical bonds between \( N \) atoms in a
semiconductor are essentially of covalent character, where each atom contributes to
the covalent bonds with its own valence electrons. In contrast to the atom where
the valence electron occupy a discrete energy state, the electrons in the
semiconductor must occupy a certain energy range, due to the Pauli exclusion
principle. The electrons in the covalent bonds will therefore form an energy band
known as the valence band. A situation where all the electrons are in the valence
band is the ground state of the semiconductor, and then it is, in principle, nothing
more than an isolator.

The first band above the valence band is called the conduction band, and is
corresponding to the first excited state for an electron orbiting an atom. Electrons
can be excited from the valence band to the conduction band by, for instance,
thermal energy or photon absorption. Excited electrons may be driven through the
empty electron states in the conduction band by an external applied bias, and the
semiconductor then shows the properties of a conductor. The energy difference
between the maximum energy in the valence band and the minimum energy in the
conduction band is called the band gap, where no electron states are present.

1.3 Band gap engineering

In bulk crystals, the excited electrons in the conduction band or the holes in the
valence band are allowed to move freely in all three dimensions. Since the energy
bands are material dependent, offsets in the bands will form when different
materials are put together in a hetero-junction. If a tentative junction has the
conduction band edge of the first material higher than in the second material, and
the valence band of the first material is lower than in the second material, then it is
a type I hetero-junction [7].

In figure 1, the schematics of a type I hetero-junction is shown; the
difference between a) and b) in the figure is the thickness of the material with
lower band gap. Electrons diffuse to lower lying electron states, and will therefore
fall into the low-energy gap. If the material is thin enough, the electrons can no
longer move freely in the material but the wave nature of the electron needs to be
taken into account. As a result, a new set of electron states will be introduced,
which is illustrated in figure 1b). These states can be obtained by a quantum
mechanical treatment, using a one-dimensional particle in box model. In such a
quantum well, the electrons may move freely in two dimensions, in the plane of the
quantum well, but in the z-direction the movement is quantized. If a narrow wire is
embedded in high band gap material, the electrons can move in one dimension only and the object is a quantum wire. In a quantum dot, electrons within the structure have no freedom of motion in any direction and the structure is fully quantized. Since the electronic structure of the quantum dot, with discrete energy levels, is very similar to that of the atom, they are often called artificial atoms.

The first quantum dots were realized by lithography and etching [8,9], whereas nowadays spontaneous processes for forming quantum dots are the most frequently occurring. Recently, many reports have been published with the focus on in-situ epitaxial growth of coherent quantum dots, which exhibit defect free interfaces, thus avoiding surface states and dislocations in the active structure.

By the use of such quantum dots, and band gap engineering, completely new functionalities may arise. For instance, single photon sources for quantum cryptography, quantum dot lasers, or single photon detectors on the optical side, single electron transistors, resonant tunneling diodes, or quantum cellular automata on the electronic side. During the work of this thesis, for instance, the quantum dots have been put to use in resonant tunneling structures.

![Fig 1 Schematics of type I hetero-junctions, a) d >>100 nm b) d << 100 nm, causing the formation of quantized electron states within the quantum well. By viewing the structure as a particle in a box problem with infinite walls, the solution to the Schrödinger equation gives the quantized electron energies, E=\hbar^2 \pi^2 n^2/(2md^2), where n is an integer, 1,2,3… and m is the effective mass of the particle. The electron wave functions are given by sine waves, \psi(x)=Asin(n\pi x/d) 0 \leq x \leq d, where A is the normalization constant. When the barriers are finite, the wave function will decay exponentially inside the barriers instead of ending abruptly.](image)
1.3.1 Resonant tunneling through quantum dots

Resonant tunneling was first demonstrated in 1974 by Chang et al. [11] using a double barrier structure that was formed by embedding two slices of high band gap material, AlGaAs, in lower band gap material, GaAs. In figure 2, the schematics of a resonant tunneling structure are shown. Intuitively, resonant tunneling can be understood as an increased tunneling probability for electrons that have the same energy as the eigenstates localized between the barriers. An applied potential is assumed to fall entirely over the active structure. At zero applied bias voltage no current flows through the system, since the total barrier thickness is too large, unless the thermal energy is high enough so that electrons may pass over the

![Schematic band diagram of a double barrier resonant tunneling structure. a) Before resonance, b) at resonance, and c) after resonance. The IV-diagram used to illustrate resonant tunneling shows the results of one of our first working resonant tunneling diodes [10]. The transport occurs through a dot in a single layer of low-density InAs quantum dots (~1 µm²) in InP potential barriers. The structure was embedded in GaInAs emitter and collector.](image-url)
barrier. At a certain point of voltage, the Fermi level \([2]\) on the left side of the junction (Fig. 2) is aligned with the energy level in the dot. Due to the wave nature of the electrons, incident electrons with energy corresponding to the electron state in the dot now have a finite transmission probability through the structure to available electron states on the collector side, and can contribute to a current flow. This phenomenon is called resonant tunneling. When a large enough bias is applied, so that the resonant state falls below the conduction band edge in the emitter, tunneling is prohibited once again and a sharp drop in the IV-characteristics occurs. This is the region of negative-differential-resistance (NDR), and as a consequence, the IV-characteristics of such a device is non-ohmic.

Several groups have studied resonant tunneling through self-assembled quantum dots \([14,15]\), usually with thousands of dots beneath a contact. For our studies on resonant tunneling we have used low density, about \(1 \text{µm}^{-2}\), InAs quantum dots embedded in InP barriers \([10,13,16]\). By etching mesas, with

![Fig 3](image)

Fig 3  a) Schematic band diagram of an InAs/InP triple barrier quantum dot resonant tunneling diode. b) Transmission electron microscope image of the structure grown. The structure grown was 5nm InP/0.3 ML InAs/15 nm InP, 0.3 ML InAs, and 12 nm InP, all embedded in GaInAs. Note that the upper dot is slightly larger than the lower one, which explains the IV-characteristics of the device \([12]\). c) The electron ground states of the dots can align at a certain applied bias, resulting in a sharp resonant feature with peak-to-valley ratio as high as 1300, at a temperature of 4 K \([13]\).
By vertically stacking InAs QDs on top of each other, separated by thin InP layers, triple barrier systems were realized [12,13,16]. One important feature observed is that the dots increase in size with additional layers. This means that the electron state energies for electrons in the upper dot are lower in energy as compared to in the lower dot. The small size shift is a feature critical for resonant tunneling to occur through the ground states of the dots in the structure, as it makes alignment of the ground-state energies at a certain applied positive bias possible. For tunneling to occur through a triple barrier system, it is required that the emitter states, and the electron states for the two dots align up resonantly at the same time as collector states are available. This results in very sharp current peaks, as was predicted by theory [17], and was observed experimentally [13].

The electronic states in InAs/InP dots have been characterized by optical investigations [18-20], and they have been calculated theoretically in the 8 band $K\cdot P$ model [21]. Size dependent electron state energies for the InAs/InP dot system were calculated by Holm et al. [22].

1.3.2 Structure proposed

In order to use the quantum dots stacks in applications, it would be beneficial to control the position of the device. By the creation of an artificial pattern, the position of the quantum dots can be pre-defined. In figure 4, the structure we have been working towards is presented. Unfortunately, up till now, no resonant tunneling through this type of structure has been observed.

![Fig 4 Schematics of the processing steps to spatially control where the self-assembled quantum dot resonant tunneling diode will form. Electron beam induced carbon deposits are used as growth masks. After partial overgrowth and removal of the carbon masks, dots preferentially nucleate in the holes at the surface. The final structure, on the right hand in the schematics, has the same band diagram profile as the structure with randomly distributed dots through which resonant tunneling was observed [12,13,16], except that the potential barrier, surrounding the active structure, is thicker outside of the active region.](image-url)
2 Epitaxy

2.1 Introduction

The ordered growth of single crystalline material on top of a substrate is called epitaxy, which is a very important process in semiconductor technology. Some of the most common epitaxial techniques are liquid phase epitaxy (LPE) [2], hydride vapor phase epitaxy (HVPE) [23], metal organic vapor phase epitaxy (MOVPE) [24], ultra high vacuum chemical vapor deposition (UHV-CVD) [25], chemical beam epitaxy CBE [26], and molecular beam epitaxy (MBE) [27].

Epitaxy is a non-equilibrium process where the driving force is proportional to the supersaturation, $\sigma$, which causes a transfer of material towards, and incorporation of material into the crystalline phase. In a very simplified form the equation for the flux $J$ of material is given by:

$$J = k\sigma$$

where $k$ is the mass transport coefficient. The thermodynamic expression for the driving force, $\sigma$, can be written as a difference of the chemical potential of the component $i$ in the mobile phase, liquid or vapor, and the solid phase, crystal:

$$\mu_i = (\partial G/\partial n_i)_{p,T}$$

$$\Delta \mu = RT \ln \left( \frac{c}{c_{eq}} \right) \quad \text{or} \quad RT \ln \left( \frac{p}{p_{eq}} \right)$$

where $c$ and $p$ are the actual concentration or pressure, respectively, of component $i$ in the mobile phase, and $c_{eq}$ and $p_{eq}$ are the corresponding equilibrium concentration or equilibrium pressure of the component $i$ in the mobile phase that is in contact with the solid phase. In addition to transfer of material towards the surface of the crystal, kinetically activated surface reactions can limit the growth rate. Finally, a too high growth rate can result in a poor crystalline quality.

2.2 CVD

A chemical vapor deposition (CVD) equipment can schematically be divided into different sub-units. For an accurate supply of precursors it contains a sophisticated gas delivery system, including precursors together with a distribution system for the carrier gas. Ultra-pure hydrogen, H$_2$, or ultra-pure nitrogen, N$_2$, can be used as carrier gas. The precursors are individually fed into a mixing chamber before they enter the reactor cell, which is designed in order to achieve a laminar gas flow above the substrate. The reactor is either cold wall or hot wall.
In a cold wall reactor, only the substrate is heated, typical for MOVPE conditions where the chemical reactions are endothermic. In a hot wall reactor, both the substrate and the gas phase are heated, which is typical for HVPE conditions where the chemical reactions are exothermic. In our case, (MOVPE, cold wall) the substrate is lying on a graphite susceptor that is heated by a radio frequency coil located outside the reactor chamber. The temperature profile obtained by heating the susceptor defines where material will be deposited, as reactions take place only at the hot parts of the reactor cell. Rest products, or molecules that pass the reactor without taking part in the growth process, are transported away via the exhaust system. The waste and excess gases are then burned. Alternatives to the burner are scrubbers or filters.

The most important processes during growth have been summarized by Stringfellow [28] and are listed below.

(i) Mass transport: the carrier gas carries the reactants to the reactor cell. A concentration gradient layer (boundary layer) [28] above the growing surface is formed by the laminar flow of the vapor in the reactor cell. Molecules have to diffuse through the concentration gradient layer towards the surface before surface reactions can take place. The growth pressure and the velocity of the carrier gas define the thickness of the concentration gradient layer.

(ii) Chemical reactions: must be taken into account for a more detailed description of the growth process. For instance, for MOVPE, some of the most important chemical processes for growth of GaAs, can be found in the handbook of crystal growth [29]. These are only a fraction of all involved reactions, as the chemistry is very complex. However, the net reaction follows as given by equation 1.

(iii) Thermodynamics: the growth rate is affected by thermodynamic properties since these define the deviation from equilibrium and thus the driving force for growth. The incorporation of native defects is influenced by thermodynamics. Furthermore, the reason to selective growth can be explained by thermodynamics.

(iv) Physical processes: adsorption of molecules and radicals at the substrate surface, heterogeneous deposition of molecules and radicals at the surface, surface diffusion of species at the surface, incorporation of atoms into appropriate lattice positions at kinks or steps, or desorption of reaction products that enter into the vapor phase and then are transported away by the carrier gas are other significant processes for the growth mechanism.
2.2.1 UHV-CVD

Ultra high vacuum chemical vapor deposition was developed in the late 1980’s [30] in order to make feasible the low temperature growth of Si and SiGe alloys. The benefits of a low temperature (500-600 °C) are increased interface abruptness, reduced solid state diffusion of dopants, and suppressed three-dimensional growth [31], as compared to traditionally CVD grown Si at atmospheric pressure at around 1100 °C by the use of SiCl₄.

Our UHV-CVD system uses a hot-wall reactor, and is a multiple-wafer system. The wafers are placed on a quartz boat, which is loaded into a quartz reaction tube heated by a conventional resistance furnace. For epitaxial growth, silane, SiH₄, and germane, GeH₄, are used as material sources.

In order to maintain the purity of the reactor, UHV sealing and continuous pumping are used, and the wafers are inserted through a load lock. UHV-CVD uses high vacuum (base pressure of about 10⁻⁹ mbar), and a low growth pressure in the range of 10⁻⁴ to 10⁻³ mbar, which guarantees low oxygen content in the layers grown [31]. Due to the extremely low pressure in the UHV-CVD chamber, the molecules are transported towards the surface essentially without colliding with each other. A direct impingement of molecules on the surface rather than a diffusive transport through a boundary layer is the responsible transport mechanism for source molecules towards the substrate. Gas phase reactions are suppressed; instead the growth is limited by surface reactions. The molecular flow between the wafers and the low sticking coefficients of silane and germane give the same flow on all the wafers, and make multiple wafer growth possible.

In our case, before UHV-CVD growth, HF is used to passivate the Si surface, protecting it from contamination while being loaded into the system, and ensuring a clean growth interface.

2.2.2 MOVPE

MOVPE was invented in the late 60s [32], and it has been named after the metal-organic compounds that are used as precursors for the metallic group-III elements. The metal-organic compounds are mixed with precursors containing a group-V element. When a supersaturated mixture of, e.g., tri-methyl gallium, Ga(CH₃)₃, and arsine, AsH₃, is introduced above a heated GaAs substrate, an epitaxial film of GaAs can grow according to the following reaction:

\[
Ga(CH₃)₃ (g) + AsH₃ (g) \rightarrow GaAs (s) + 3CH₄ (g)
\]  

(eq. 1)
with the formation of methane, CH₄, as rest product, which can cause a background doping of carbon in the material, depending on V/III ratio and temperature. Other common precursors are trimethylindium, In(CH₃)₃, and phosphine, PH₃, allowing the growth of InP. Alloyed III-V compounds like, e.g., GaₓIn₁₋ₓAs and GaₓIn₁₋ₓP can also be grown.

The MOVPE process is complex, and the experimentally obtained results in MOVPE depend on the reactor configuration, the material to be grown, growth rate, growth pressure, and substrate temperature.

2.3 Growth modes

When depositing hetero-epitaxial layers, there is a relatively limited amount of materials combinations that can be grown with closely lattice matched parameters. By combining lattice-mismatched layers, the range of available materials combinations may be increased, at the cost of incorporating strain into the materials grown. Depending on the amount of strain, the growth can lead to different surface morphologies. Three main growth modes can be identified [33].

(i) Frank Van-der-Merwe growth mode [34] is the situation when a layer grows in a pure 2D layer-by-layer manner. When the sum of the surface free
energy, $\gamma_s$, for the epitaxial layer and the interface free energy, $\gamma_{sf}$, is lower than the free energy of the substrate surface, $\gamma_f$, it is energetically favorable for the epitaxial layer to completely cover the surface. In this case:

$$\gamma_s + \gamma_{sf} < \gamma_f$$

If the epitaxial layer is lattice mismatched as compared to the substrate, the 2D growth can still continue, since a certain amount of strain can always be accommodated in the epitaxial layer. The epi-layer then deforms elastically, and the in-plane lattice constant of the epi-layer is forced to take the same value as the lattice constant for the substrate. Layers under compressive strain ($((a_{\text{sub}}-a_{\text{epi}})/a_{\text{epi}}<0)$ expand in the growth direction, while layers under tensile strain ($((a_{\text{sub}}-a_{\text{epi}})/a_{\text{epi}}>0)$ shrink in the growth direction. The accumulated strain energy increases linearly with the thickness of the deposited layer, and at a certain critical thickness of the epi-layer, it cannot accommodate more strain elastically: the epi-layer has to find other ways of relieving the strain.

One such way of relaxation is the formation of interfacial misfit dislocations, resulting in plastic deformation, which lets the epitaxial layer relax towards its free lattice parameter. This is common for thick layers with a small misfit.

(ii) For higher misfits, one way of relaxation is the second fundamental growth mode, represented by the Stranski-Krastanow growth [35], where the sum of the surface free energy and the interface free energy is about the same as the substrate free energy. The lattice mismatch in this case is commonly a few percent compressively strained. A layer, which is grown in a 2D fashion, undergoes a phase transition towards 3D growth as the accommodation of elastic strain in a pseudomorphic layer changes the balance between the surface and interface free energies during growth. This results in the formation of coherent (dislocation free) islands on top of a thin wetting layer:

$$\gamma_s + \gamma_{sf} = \gamma_f$$

Note, as a curiosity, that in the original publication by Stranski and Krastanow, no strain effects were considered [35].

Fig. 6  Schematics of the three fundamental growth modes in hetero epitaxy. From the left: Frank Van der Merve growth mode, Stranski-Krastanow growth mode and Volmer-Weber growth mode
(iii) In the case when the surface free energy of the epitaxial layer plus the interface free energy is larger than the substrate surface free energy, it is energetically more favorable to have the substrate surface exposed to the vapor, as compared to the epitaxial layer. This leads to the formation of 3D clusters on the surface, called Volmer-Weber growth [36], usually observed for strained layers with a lattice mismatch >10%:

$$\gamma_s + \gamma_{sf} > \gamma_f$$

2.4 Self-assembled island formation

The first observation of self-assembled island formation, which is a special case of the Stranski-Krastanow growth, was made in 1985 [37]. During epitaxy, the deposition of the island material starts with a complete wetting of the substrate. As the deposition continues, the accumulated strain energy, $E_{el}$, increases linearly with the wetting layer thickness, according to $E_{el} = ct^2$, where $c$ is the elastic modulus, $\varepsilon$ is the lattice mismatch, and $t$ is the wetting layer thickness. The deposition rate, $R$,
is constant and therefore \(E_{ed}\), and consequently the total energy of the system, increases linearly in time, see figure 7.

When the wetting layer thickness exceeds the equilibrium wetting layer thickness, \(r_c\), in figure 5, the system enters a meta-stable region. There is potential for island formation, but the activation energy for the formation needs to be overcome. When the critical wetting layer thickness, \(t_c\) is reached, the island nucleation starts and the wetting layer starts to decompose. Mobile adatoms from the decomposing wetting layer stick together with the deposited adatoms at the surface, and island nuclei form. When these nuclei become larger than a certain critical size, determined by surface and interface energies and bond strength, they grow steadily. Before the nuclei reach this critical size, they run the risk to dissolve [39].

Examples of some suitable materials combinations for island growth are, for instance, InP on Ga\(_x\)In\(_{1-x}\)P/GaAs, Ga\(_x\)In\(_{1-x}\)As on GaAs, Ga\(_x\)In\(_{1-x}\)P on GaP, InAs on InP, and Ge\(_x\)Si\(_{1-x}\) on Si, amongst others.

2.4.1 Dot size, homogeneity, and density

Vast research has been done in the field of quantum dot formation. For device applications, requirements of homogeneity, size-control and site-control of the dots have been, and are, challenging tasks.

It has been shown that the density and size of coherent islands primarily vary with the deposition temperature and deposition rate [40-44]. The characteristic length scale of nucleation in nucleation processes is usually written as \(L \propto (D/R)^\gamma\) [45]. \(D(T)\) is the temperature dependent diffusion constant, \(D(T) = D_0 \exp(-E_d/kT)\), where \(k\) is Boltzmann’s constant, \(T\) the absolute temperature, and \(E_d\) the energy barrier for surface diffusion. \(D_0\) depends on the specific surface. The exponent \(\gamma\) is determined by the actual process. For self-assembled island growth, Johansson et al. [44] found \(\gamma\) to be about \(\frac{1}{2}\). By using half the observed island separation as \(L\), \(L = 1/(2\rho^{1/2})\), with \(\rho\) being the density of islands, the density \(\rho\) was expressed as a function of \(R/D\), \(\rho \propto R/D\) [44].

In other words, the density of dots increases with increasing deposition rate (super-saturation), while it decreases with increasing temperature. Note that the deposited material is distributed over the stable growing nuclei, thus one can expect an increase in size of the dots with decreasing density [38].

Another way of affecting the sizes of the dots, which can increase the size homogeneity of the dots, is to insert an annealing step after deposition of the dot
material [46]. For longer annealing periods, the size of the dots decreases as material moves from the dots to the wetting layer.

A common tool for measuring densities and sizes of self-assembled islands is atomic force microscopy. To get further information on the homogeneity of the dots, photoluminescence is often used, the narrower the emission linewidth the better the homogeneity and the more suitable for applications, like lasers for instance. For an overview of the field of quantum dot lasers, Grundmann’s review article can be recommended [47].

2.4.2 Interface reactions

For growth of any heterostructure, the quality of the interfaces is very important. Interface reactions and materials intermixing will ultimately determine, for instance, the quality of a grown quantum well. Therefore, the exchange between arsenic and phosphorous atoms on InP has been widely studied [48-55].

Like expected for a chemical reaction, the As-P exchange reaction depend on the specific conditions, like for instance, temperature, pressure, and time, \( f(t,T,p...) \). It was found that the process had an activation energy of about 1.23 eV on (001) InP [52], and that it was reversible [51,52].

In studies of MOVPE grown GaInAs/InP quantum wells, Seifert et al. [53,54] observed As-P exchange reactions at the InP/GaInAs interface, as well as a concentration gradient of As in the following InP, starting with the GaInAs/InP interface. At the lower interface, P with its higher vapor pressure is easily desorbed and replaced by As atoms. At the upper interface, the As concentration gradient is observed due to As carry over effects [53,54].

The carry-over was suggested to originate in arsenic deposition at the susceptor and the walls of the inner cell to the reactor, in combination with excess As adsorbed on the surface working as a source for carry-over. A correlation between the growth conditions that determine the surface reconstruction of the material was observed [53,54]. High AsH\(_3\) pressure and low temperatures favor the formation of excess As adsorption layers, which are an efficient source for As carry-over.

For strain driven island growth, the exchange reaction significantly alters the kinetic processes of the QD formation [18,56,57]. In the extreme case, InAs dots on InP were produced by annealing of InP at 600 °C under As containing ambient, and then cooling down [58].

Due to carry-over effects [53], more material for dot formation becomes available when capping InAs QDs with InP, as the already cracked AsH\(_3\) reacts
with the incoming material. In our case, in order to reduce such carry over effects we use a switching sequence where first the group III is switched off, then after a delay time of one second, the group V precursors are switched, and then after another second delay time when the surface is annealed under the appropriate group V gas, the group III material is sent to the run line.

Poole et al. [59] recently demonstrated that at a growth rate of 2.68 Å/s, the luminescence from InAs/InP dots was observed at about 1.6 µm, whereas when capped with a growth rate of 0.43 Å/s, the dot luminescence was shifted to a wavelength of about 1.4 µm. The authors interpreted this as a reduction in size of the dots during the capping procedure, as In atoms migrate off the QDs to incorporate preferentially on the wetting layer, during the time given for the reverse reaction to occur at lower growth rates.

Furthermore, strain and patterning of the surface can induce enhanced exchange reactions, and possibly, enhanced material transport to regions with larger lattice constant or to areas with surface curvature. Experimentally, locally enhanced As-P exchange reactions were used for site-selective InAs/InP QD growth [60,61]. In fact, dots have been grown in patterns at normal InAs QD growth temperatures (about 500 °C, MOVPE) without any InAs deposition, the dots formed by As-P exchange reactions only [62].

Regarding the composition of dots formed by the use of As-P exchange reactions, it has been a general belief in literature that those consist mainly of pure InAs, rather than being significantly alloyed InAsxP1-x. We recently studied InAs quantum dots that were formed partly by As-P exchange reactions, by cross sectional scanning tunneling electron microscopy [63], and we confirmed that these dots were mainly pure InAs.

In addition to pure exchange reactions, materials intermixing has been observed in several materials systems, like for instance in Ge dots on Si, which usually contain some Si [64,65], and for InAs on GaAs that usually consist of Ga_xIn_{1−x}As [66-68]. One major difference between growth of InAs in InP, and InAs/GaAs, is that it is the group V species that changes between the QD and the barrier material for InAs/InP, not the group III as for InAs/GaAs.

2.5 Vapor-liquid-solid growth

The growth of needle shaped crystals has been known for centuries. In the 1960’s, Wagner and Ellis proposed an explanation for such whisker growth, referred to as vapor-liquid-solid (VLS) growth [69,70]. The VLS mechanism is in principle a variant of the ordinary liquid phase epitaxy.
Liquid phase epitaxy is based on the interaction between a melt and a solid phase. For growth of GaAs, for instance, the melt usually consists of liquid Ga containing dissolved As. At a certain temperature, Ga and As are in equilibrium according to the phase diagram of GaAs [24]. By lowering the temperature of the solution, the liquid becomes undercooled and GaAs precipitates on the solid surface. The phase transition is close to equilibrium and the growth rate is limited by diffusion through the melt.

In the case of VLS growth, a metal particle is located on the surface forming a liquid/solid interface, thus forming a local LPE system. So far, for the growth of Si or III-V whiskers, Au has predominantly been used as catalyzing metal particle, even though a number of other metals can be used [70]. For VLS growth, the super-saturation required for growth is obtained by an inflow of material from the vapor and adsorbed species diffusing on the surface. In figure 8, the schematics of VLS growth according to Wagner [70] is presented.

The growth of nanometer-sized whiskers is interesting from more than one aspect. Firstly, from a structural point of view they could be used as scanning probes [71], or as field emission tips [72]. Then, all classical experiments in semiconductor physics, using pn-junctions, could be remade with this new way of creating quantum based electronic devices.

In MOVPE, the proper conditions for whisker growth in the VLS growth mode can be met, and in the 1990’s Hiruma et al. [73] made some pioneering work.

Fig. 8 Schematics of VLS growth of Si whiskers [69]. a) Commencing growth. Si, deriving from SiCl₄ in the vapor and Si adsorbed on the surface, diffuses to the Au particle where it enters to form an Au/Si alloy. When the Au is super-saturated with Si, a wire will grow in the <111> direction as Si precipitates at the AuSi/Si interface. b) After growth, the narrowing of the whisker at the top illustrates the change in Si/Au size due to Si depletion of the alloy after switching off the precursors and then cooling down. At the bottom of the whisker, tapering is illustrated, which is material that deposits at the side of the whisker.
on wire growth. The authors evaporated thin Au films on the substrates. By varying the thickness of the films deposited, differently sized Au particles (nano-scale) could be achieved by annealing the samples at appropriate temperature. Electrical and optical characteristics of nano-whiskers, including hetero-structures were studied [73-76]. It was found that the preferential direction for whisker growth was the <111>B direction. Recently, other directions for whisker growth in the VLS growth mode have been observed, like <112> and <110> [77]. By VLS growth of GaAs nano-whiskers in MOVPE [78], it was shown, that it is not the reaction at the (-1-1-1)B/(Au,Ga)-interface which limits the whisker growth rate, but the processes outside the Au droplet, i.e., the Au droplet did not affect the activation energy of the global deposition process.

Lately, whisker growth research has gained new momentum. Ohlsson et al. [79] used size-selected Au particles [80] to control the diameter of the whiskers. For whisker growth in the VLS growth mode, the growth position is determined by the position of the catalytic metal particle, and site-controlled whisker growth was realized by the use of masking and gold deposition [81]. Recently, by the use of electron beam lithography and lift off, InP whiskers were grown in predefined arrays [82]. Another way of controlling the sites for whiskers has been to situate Au particles, by the use of atomic force microscope, in desired positions [79,83].

![Fig. 9](image_url)

**Fig. 9** Scanning electron microscope images of core shell structures. a) Side view. b) top view. GaAs whiskers were grown from 40 nm diameter Au particles, and then the GaAs nano whiskers were radially capped by AlGaAs deposition. The Au particle can be seen at the top of the whiskers. The pronounced base of the whisker formed during the capping procedure. The whisker side facets are {-110}, as indicated in figure b). At the base, facets with decreasing steepness the further away from the center of the whisker form, as confirmed by AFM.
In addition to VLS growth on an epitaxial substrate, other methods for producing nano-wires have emerged, like for instance, laser ablation [84] and thermal evaporation of solid sources [85].

Nanowires have been grown in several materials systems, using group IV, [86,87] group III-V, [73,88-90] and group II-VI elements [77,91], including structures with variable composition and doping, such as InAs/InP [89], GaAs/GaP [92], Si/SiGe [87], and n-type/p-type InP [92]. The fabrication of one-dimensional hetero-structures was reported by several groups [89,92-94], and their functionality in resonant tunneling structures was demonstrated, using an InAs/InP material combination [95]. Single electron transistor (SET) [96] characteristics were observed in such wires, by the use of high-resistive contacts that resulted in an island coupled to the electrodes via tunnel barriers [97], and by the use of an InAs island embedded in InP tunnel barriers [98]. Gudiksen et al. [92] demonstrated light emission from segments of GaAs embedded in GaP, which has a larger band gap. In the same paper the authors also demonstrated InP LEDs.
3 Site control

3.1 Introduction

So far, the discussion has been kept on randomly distributed QDs and nano wires. For the realization of many applications, it would be desirable, or necessary, to control the position of such quantized objects. For instance: promising novel concepts like quantum cellular automata rely on assembling dots in close enough proximity to observe both tunneling and Coulomb coupling between them [99]. Another example is resonant tunneling diodes, which were suggested to be excellent candidates for the creation of digital circuits, because of high switching speed, low power consumption, and reduced complexity in implementing a given function [100]. Our quantum dot resonant tunneling diodes show impressive IV-characteristics, but are of little use for electronic circuits, for instance, when appearing randomly on the surface, though in a certain density.

For site-controlled QD growth, some further advantages have been predicted. The QD size distribution is expected to narrow by site-control, as has been suggested theoretically [101,102] and observed experimentally in multi layered dot structures [103]. It could also be feasible to manipulate the density and size of the QDs independently, in contrast to the normally observed behavior that the size is inversely dependent on the density of the dots due to materials balancing at the surface [104].

Furthermore, arrangement of low dimensional structures with nanometer precision in desired positions, laterally and vertically, would open the way to interesting fundamental physics studies. The site-control of semiconductor quantum dots, from a general point of view, can be explained by a combination of thermodynamics and kinetics.

3.2 Modification of the surface chemical potential

Variations in the chemical potential, $\mu$, determine the driving force for epitaxy. Therefore, gradients in the chemical potential along the surface are expected to induce surface diffusion fluxes towards regions with lower $\mu$, something that Herring [105] proposed already in 1950. In the same paper he discusses the dependence of the chemical potential, just beneath the surface of a thin film, on curvature and strain. The generally accepted formula for the chemical potential of
the component \( i \) of an alloy at a growth temperature \( T \), originating from Herring, can be written as \([106-110]\):

\[
\mu_i(x,y,z=0) = \mu_0 + \gamma \Omega \kappa(x,y) + \Omega E_s(x,y) + k_B T \ln x_i(x,y) \quad (eq. 2)
\]

where \( \mu_0 \) is the surface potential for an unstressed surface of the material. The second term is from the contribution of surface curvature, \( \kappa(x,y) \), the third term comes from the local strain energy on the surface, \( E_s(x,y) \), and the fourth term is a contribution due to mixing. \( \Omega \) is the atomic volume, \( \gamma \) is the orientation dependent surface free energy, and \( x_i \) the component mole fraction.

For self-assembled quantum dot growth, as represented by the Stranski-Krastanow growth mode, the growth starts with a complete wetting of the substrate. In a first approximation, diffusion of material towards areas with lower chemical potential cause locally enhanced growth rates, with the effect that the critical wetting layer thickness for 2D-3D nucleation can be reached earlier locally.

In literature, examples of studies on pure surface curvature effects and pure strain related effects on the surface chemical potential can be found. For strain driven quantum dot growth, where the formation of 3D nuclei leads to strain relaxation, the local strain potential must always be taken into account, whereas surface curvature does not play a role for growth on planar surfaces. Lets initially separate the two for simplicity.

Regarding surface curvature effects, Biasiol \textit{et al.} \cite{109,112} studied epitaxial growth of AlGaAs on patterned GaAs surfaces. The authors observed Ga rich vertical channels at the bottom of the deeply etched grooves \cite{109} after AlGaAs deposition. The authors used a one dimensional model to explain the self-

![Fig. 10 A non-planar surface, as modelled by Ozdemir \textit{et al.} \cite{111}. \( l_i \), \( \gamma_i \) and \( \mu_i \) denote the length, surface free energy, and the chemical potential of the facet \( i \). \( \gamma_i = \gamma_i \) since they have the same orientation. For this simplified structure, Biasiol \textit{et al.} \cite{112} calculated the surface chemical potential for the different facets in a one-dimensional model, and showed that the chemical potential of the facets were not thermodynamically equivalent due to curvature. They found: \( \mu_1 = \mu_0 + \gamma \Omega \kappa l_1 \), \( \mu_2 = \mu_0 \), \( \mu_3 = \mu_0 - \gamma \Omega \kappa l_1 \), with \( \mu_2 \) taken as \( \mu_0 \), and \( \gamma = 2(\gamma_2 \csc(\alpha)) \gamma_1 \cot(\alpha) \).]
limiting profile evolution of the AlGaAs layers observed in their experiments, taking into account growth rate anisotropy, curvature-induced capillarity, and for alloys, entropy of mixing, whereas strain related effects were considered to be negligible. Following Ozdemir et al. [109,111,112], the variations in surface chemical potential due to surface curvature were evaluated for a facet, bounded by N other facets (see figure 10 for an illustration). The results were explained by the stronger Ga diffusion with respect to Al [113] towards the bottom of the hole, the driving force being gradients in the local surface chemical potential.

Regarding the strain related part; due to the inherent strain of the dot material, locations favourable for dot nucleation are those that allow for efficient strain relaxation. Penev et al. [114] showed that the activation energy for surface diffusion of In on a GaAs surface was affected by surface strain, and calculated that with increasing tensile strain in the GaAs, it was easier to nucleate an InAs island in the tensile strained region. The effect of patterning is more complex than merely adding surface curvature. Patterning may give rise to areas that are efficient for strain relaxation. Dots have, for instance, been observed at edges of mesas [115], and the top corners of pits [116]. Another effect of patterning that can occur as a result of anisotropic growth rates on the facets exposed, is surface strain induced by phase segregation of a material. For instance, a ternary deposited on a patterned surface can be inhomogeneous in its materials composition due to mass transfer of species with higher mobility on the surface to faster growing facets.

A commonly observed phenomenon, discussed in chapter 3.5, is the vertical alignment of successive dot layers, separated by thin spacer layers. A buried material under strain can create a strain field on the growing surface. Theoretical calculations on the resulting strain field due to buried islands have been performed, focusing on the nucleation event [117] or on strain induced surface diffusion due to lowered local chemical potential [108,118] for various materials systems, like III/V [108], II/VI [110,118,119], IV/VI [110,118] and IV [110,118]. Commonly, continuum elasticity theory has been used for such calculations, and it was shown that outside of the highly strained islands, these were in good agreement with atomistic elasticity calculations [120].

3.3 In-situ spontaneously ordered dot growth

The spontaneous ordering of self-assembled dots along naturally available surface steps has been observed for InAs/GaAs [121], as well for InAs/InP [122]. By growth on vicinal surfaces, step bunching can be used to amplify this effect, which
was intentionally done by Kitamura et al. [123] on samples with a miscut of 2° (InGaAs/GaAs, 500 °C, MOVPE).

For high-density systems, the individual quantum dots are not elastically independent from each other. Moison et al. [124] noticed a tendency to form hexagonal arrangements of InAs/GaAs, at dot densities of \(4 \times 10^{10}\) cm\(^{-2}\), that improved in periodicity with surface flatness (500 °C, MBE). At even higher densities, of about \(10^{11}\) cm\(^{-2}\), Ruvimov et al. [125] observed islands with a tendency to form a primitive two-dimensional square lattice (InAs/GaAs, 480 °C, MBE). The authors suggested that temperature and strain (kinetics and energetics) would be important factors for spontaneous ordering of dots. The lateral ordering by use of inhomogeneously strained surfaces was shown by Xie et al. [126] who formed arrays of Ge islands on relaxed Si templates by the use of an underlying dislocation network. Mano et al. [127] used strained superlattices to align InAs dots on underlying wire-like structures in GaAs.

Lately, quantum dots that align vertically on top of each other, due to surface strain created by lower lying dots has received a lot of attention, which will be discussed separately in section 3.5.

### 3.4 Lateral positioning of dots by surface patterning

Site-control of QDs by modification of the surface before dot formation has been realized by several groups and by several means.

Complete in-situ methods ought to be the most feasible. Recently Schmidt et al. [128] reported on the complete in-situ growth of ordered InAs/GaAs QD bi-molecules. A single layer of InAs quantum dots (500 °C, MBE) was partially overgrown with 10-nm-thick GaAs. In-situ etching in AsBr\(_3\) was then used to preferentially etch away the material disturbed by underlying quantum dots, and holes with diameters of 40–60 nm, elongated in the <110> direction were developed at the surface. When InAs was deposited onto this surface, the reported [128] QD bi-molecules formed at the surface. These dots were then used as seed dots for stacking, and the authors [129] report on a PL-linewidth as narrow as 16.0 meV for a sample with twofold stacks, separated by 5 nm GaAs. This method is still “random” since the nucleation sites are defined by a first randomly deposited dot layer.

The following methods have the disadvantage that at least one stage of pre-patterning of the substrate needs to be performed. However, they benefit from better-defined starting conditions, and also make feasible the realization of special structures. Several authors have reported on pre-patterning of the surface in order
to position the islands. Artificially created mesas, trenches, and holes are commonly used. Ishikawa et al. [130] used in-situ electron beam lithography to define nucleation sites for InAs/GaAs islands (MBE, 460 °C), and also showed that the density of dots in a hole decreased with the depth of the hole. At a hole depth of 5 nm, local densities of $1 \times 10^{11}$ cm$^{-2}$ in the patterns were observed, after a deposition of 1.8 ML InAs on the patterned surface, a value which is close to the concentration limit for QDs with a width of 30 nm. When the hole was shallower than 1 nm, no dots were found in the holes.

One of the most common methods of controlling the island sites is a combination of ex-situ electron beam lithography and wet chemical etching to create trenches and holes at the surface in which the dots nucleate [131,132]. By such patterning, it was demonstrated that InAs/GaAs islands preferentially nucleate on B-type facets, and that they avoid A-type facets. Similar results were found in MBE [131] (InAs/GaAs), CBE [133] (InAs/GaAs), as well as MOVPE [38] (GaInAs/GaAs). It was argued that the effect could be explained by different surface mobility of In adatom on A and B facets. In addition to anisotropic growth rates, surface reconstruction, and preferential intermixing of materials may

Fig. 11  InAs/InP QDs deposited on trenches fabricated by electron beam lithography and wet chemical etching. a) Non-homogeneous trench depth can be observed, 0-50 nm in depth. Around shallow or non-existent trenches, dots are observed on the planar surface, whereas when the trenches get more pronounced and deeper, no dots can be observed on the planar surface close to the trenches, instead the dots nucleate within the trenches. This indicates an increasing driving force for material diffusion towards, and incorporation at the trenches with increasing depth of the trench. 8×8 µm$^2$ AFM image. b) Zoom in that shows the dots in the trenches. The local density of dots in one trench, as indicated by the drawn square, is $3 \times 10^{10}$ cm$^{-2}$. 4×4 µm$^2$ AFM image
contribute to the differences. Jeppesen et al. [133] measured the luminescence of the wetting layer, observing a shift in emission energy from the different facets on the patterned surface, thus showing that the wetting layer thickness varied on different facets.

Under our conditions (MOVPE; 500 °C) the InAs/InP system does not show the same preferential dot nucleation on B-type facets as that observed for the GaInAs/GaAs system [38]. We deposited 0.9 ML InAs on (001) InP surfaces, patterned by carbon nano-growth masks, which were partially overgrown and then removed by oxygen plasma etching. The results can be seen in figure 12.

One may argue that one of the differences between the GaInAs/GaAs and InAs/InP system is the As-P exchange reaction present in the InAs/InP system. Kappelt et al. [134] found that As/P exchange is a facet sensitive process, with the most aggressive reaction on (111)B, the least on (001), and (111)A intermediate. It is however, not yet clear why the InAs/GaAs islands prefer the B-type facets, nor why the materials systems differ, and the arguments remain speculative.

Lefebvre et al. [61] reported on the growth of InAs QDs on oriented InP mesas, each with a top (001) InP facet, grown in etched SiO$_2$ windows (CBE, 500 °C). Interestingly, when comparing dot formation on the different mesas, large InAs clusters were found on the top (001) facet for <110> oriented stripes, whereas almost no islands were observed on the (001) surface for mesas oriented in <100> and <-110>, with (110) and (111)A side facets respectively. The results were discussed in terms of inter-facet mass transfer of exchanged material from (111)B to the (001) plane, but less efficient exchange reactions and lower In surface mobility on (111)A and (110). The authors showed that the dots aligned on top of

Fig 12. InAs/InP islands formed by 0.9 ML InAs deposition on a patterned surface at 500 °C. a) Trench in <1-10>, b) trench in <110>, c) hole. The patterns were created by partial overgrowth, and then removal, of electron beam induced carbon growth masks [60]. It is visible that the dots have no preference between A-type or B-type facets, in contradiction to previous observations in the GaInAs/GaAs system [38]. 2×2 µm$^2$ AFM images.
the mesas, and that the luminescence from these dots was tunable in an energy range as wide as 0.84 eV to 1 eV, by varying the width on the top mesa [135].

For non-polar materials, like SiGe/Si, no polarity-induced effects are expected. For such materials, selectivity and inter-facet diffusion can occur due to growth rate anisotropies [136]. Kamins et al. [137] deposited Ge dots selectively on Si mesas in etched SiO$_2$ windows, aligned in <110> and <100> directions. Dots were observed to align preferentially on the top (001) plane of mesas oriented in <100>. Jin et al. [115,138] observed Ge dots at the edges of top (001) planes on Si mesas in etched SiO$_2$ windows. The results when using such mesa structures was discussed in terms of efficient strain relaxation at the edges of the mesas [115,137,138], and mass transfer from the sidewalls of the Si mesas.

One important aspect when using a large area growth mask for selective growth in etched windows is that the mask is growth inhibiting. Especially for
CVD processes, this results in a higher super-saturation next to the mesa, and mass transfer toward the mesas and the growing facets.

For growth of Ge islands on etched mesas in Si without the use of any growth mask, Zongh et al. [139] observed Ge islands in trenches between the Si mesas, indicating the diffusion of material downwards from the top terrace to the bottom of the mesa. The conditions before dot growth where then changed by the deposition of a strained SiGe super-lattice before island growth on the mesas, thus introducing an anisotropic strain field at the surface. In contrast to nucleating in the trenches between the mesas, the dots were then observed at the top of the (001) mesas.

Obviously, temperature is a very important parameter that affects the kinetics in the system. For instance, Jin et al. [138] found only one dot on Si mesas, when grown at 700 °C, whereas four dots were observed at a growth temperature of 600 °C. By increasing the temperature, two major effects are expected for the Ge/Si system; i) increasing surface mobility and mass transfer to the faster growing facet, ii) stronger intermixing of Si into Ge [65], reducing the lattice misfit and increasing the base width of the islands. Zhong et al. [140] observed selective dot growth at the bottom of etched trenches, between mesas, at 650 °C, whereas at 600 °C the nucleation was less selective. The authors explained their results in a kinetic model, where the flux of material downwards the mesa was motivated by a smaller activation barrier for diffusion downward a step than upwards.

Recently, alternate methods for positioning with high position control, in the nanometer range, were presented. Kohmoto et al. [141] used STM induced deposits for patterning of a GaAs surface, and after GaAs overgrowth of the deposits without planarising the surface, InAs/GaAs QDs (460 °C, MBE) were site selectively grown in the patterns by deposition of about 1.1 ML InAs. This amount of material is less than the critical wetting layer thickness for InAs/GaAs, which was reported to be about 1.5 ML [121], indicating the selective diffusion of material towards the pits at the surface. We used electron beam induced deposits for patterning of the semiconductor surface to align single InAs/InP dots (MOVPE) [60], or quadruples of Ge dots in pits (UHV-CVD) [116].

By deposition of Ge on Si, dot quadruples were found in randomly distributed holes over the surface, formed by deposition of Si and C on the initial Si(001) surface under MBE (650 °C) conditions [142], as well as by varying the deposition rate in MBE (550 °C) [143]. We used electron beam induced carbon pre-pattern to arrange such quadruples in an ordered fashion under UHV-CVD (620 °C) conditions. By Si growth on the pre-patterned surface, faceted pits form at
each deposit. Dots nucleating on this surface were observed at the intersection between the facets, and the results were discussed in terms of the local surface chemical potential [116]. Dots were seldom observed in the bottom of these holes, probably due exposed carbon masks remaining in the bottom of the pits.

Up to now, surface curvature has been presented as a means to alter the chemical potential locally, where the directed diffusion of material due to the gradients in the chemical potential affect growth rates locally. In addition, surface curvature may affect the nucleation event. Thermodynamically, the nucleation work is the lowest on a concave substrate, it is greater on a flat surface, and it is the greatest on a convex surface [146]. Based on the condition of the critical nucleus formation, \( d\Delta G/dr = 0 \), when the atomic cluster has equal probability to either grow or disappear spontaneously, the radius of the critical nucleus was found to depend on the angle between facets [147], i.e., the atom number that the critical nucleus consists of is smaller in the hole as compared to the flat, and stable nuclei forms faster at concavely formed areas. It is commonly observed that dots nucleate at the

---

**Fig 14** SiGe/Si islands grown on a patterned surface with pits. a) Pyramids and domes are observed in the patterns. At first, quadruples of pyramid-shaped Ge dots are formed that can grow with the supply of more Ge to become dome-shaped. This is in agreement with the understanding of the often observed ‘shape transition’ as a consequence of materials balancing at the surface [144,145]. Dots are positioned at the \(<110>/<1-10>\) intersection of the pit edges. Islands on mesas are generally observed as pyramids or domes [115,138,139]. b) Quadruples of laterally extended SiGe/Si islands are observed in the pits. The extension in the \(<100>\) direction is most probably due to the formation of strain relieving SiGe growing at the edge of the pits [142]. 2×2 \( \mu \text{m}^2 \) tapping mode AFM images
intersection between two facets inclined towards each other in a concave fashion [60,116,128,140].

3.4.1 Electron beam induced carbon deposition for patterning

When SEM is used to monitor microscopic structures, the surface being observed is inevitably contaminated. This is due to the fact that residual hydrocarbon molecules from the oil in the diffusion pump remain in the SEM chamber even at low base pressure (typically 10^{-5} Pa in our case) and are decomposed by irradiation of the electron-beam. Since this process occurs only on areas that are exposed by the electron beam, nanometer sized carbon contamination can be deposited on surfaces.

One use of these deposits has been to produce extremely sharp so-called super AFM-tips by focusing the electron beam on an ordinary AFM-tip [148]. Other ways to use these deposits have been as growth masks [60,149], and as etch masks [150]. The deposits have been used as the active part in the realization of a lateral resonant tunneling structure [151], where carbon deposits were arranged in series between metal electrodes to form the device. Recently, the carbon deposits were used to fabricate nano-sized tweezers [152]. In the current thesis the possibility of depositing carbon in SEM has been utilized to make nano-growth masks and AFM super tips.

The deposition rate of the carbon has been found to vary with acceleration voltage and probe current [153]. The diameter of the deposits will be defined by the spot size, which depends on the acceleration voltage, the beam current, and the focus. Long beam irradiation leads to vertical as well as lateral deposition, where backscattering of electrons from the substrate causes the lateral deposition. A high acceleration voltage leads to an increasing height/width ratio. The growth rate of the carbon is decreasing with the size of the deposit, most probably due to charging effects. The carbon is an insulating material, and will therefore be charged by the electron beam. Coulomb forces deteriorate the electron beam and hence deposition is suppressed. Another possible explanation is that, as the carbon pillar is growing longer, we move out of focus of the electron beam. The growth rate depends on the background pressure in the SEM and varies from system to system.

Since the deposits are mostly of carbon [154], they can be removed from the surface by oxygen plasma etching, before and after partial epitaxial overgrowth. The carbon deposits being exposed to the oxygen plasma react and form carbon monoxide and carbon dioxide. Therefore, oxygen plasma can be used to effectively remove the thin carbon deposits, induced by backscattering of
electrons at the surface [10], at the same time as the carbon growth mask is reduced in size by the treatment. The etching rate of the carbon increases with decreasing pressure in the plasma, whereas the etching rate after partial overgrowth of the carbon decreases somewhat, probably due to hydrogen desorption at the high growth temperature (630 °C).

Another way of using this deposition technique has been to insert metallic precursors into the SEM chamber to produce conductive carbon deposits [155].

Fig. 15 Top view SEM image of carbon deposited for 20 s \( \tilde{\theta} \) 100 pA (c.a. 1.5 \( \mu \)m in height), after which 50 nm GaAs was deposited. It is visible how growth is prohibited not only at the central deposit, but nearby the deposit as well. Scattered electrons cause a thin carbon film around the main deposit. The thin layer can be removed by oxygen plasma etching [60].
3.5 Vertical stacking of quantum dots

Already in 1985, Goldstein et al [37] observed that MBE grown InAs/GaAs islands aligned vertically, forming one-dimensional columns of dots, when separated by 28 nm GaAs layers. Since then, a lot of effort has been spent on the understanding and the experimental realization of vertical stacking of QDs. When the dots are so closely stacked that they couple quantum mechanically, such stacks are sometimes called “artificial molecules” [16].

Xie et al. [108] reported that InAs/GaAs layers were vertically correlated when separated by 11 nm, the correlation starting to decrease at around 30 nm, and when the layers were separated by more than 60 nm, the correlation was essentially gone. The authors derived a one-dimensional model based on gradients in the surface chemical potential to explain the phenomenon. It was argued that by growth of a compressively/tensile strained layer of QDs on a substrate and then overgrowth with a thin epitaxial capping layer, a tensile/compressive strain field is induced in the capping layer. When a second layer of dot material is deposited,

![Image of a single InAs/InP dot within a five-dot stack.](image)

Fig. 16 High resolution, cross-sectional scanning tunneling microscope image of a single InAs/InP dot, as observed within a five-dot stack. The dot has nucleated in a depression at the InAs/InP interface, which is situated vertically above a buried dot in the previous layer (not visible in the image). The individual atoms observed are the group V, i.e., As and P atoms. There is no visible variation in contrast within the QDs, which indicates a composition of mainly InAs in the dots. STM by A. Mikkelsen et al.
mobile surface adatoms are driven by the strain field to accumulate on the capping layer above the lower lying islands. Here they reach the lower thermodynamic energy state due to the lower lattice mismatch with the capping layer in tension/compression. The probability of successful pairing decreases as the thickness of the capping layer is increased, since the depth of the energy minima decreases. The pairing probability depends strongly on island size [110]. In addition, if the surface does not completely planarise until the next dot layer is deposited, surface curvature effects will contribute to the selectivity.

Experimentally, the vertical correlation was found to be good between 5-40 nm in thickness for the (001) InAs/GaAs system, with a 7% lattice mismatch [108,156-158], and (001) InGaAs/GaAs [159]. Similar vertical stacking was observed also for the (001) SiGe/Si (MBE) system [160-162], and for MBE grown InP/GaInP quantum dots [163]. Kienzle et al. [164] found correlation between nominally pure Ge/Si island layers, which have a 4% lattice mismatch, up to 70 nm. Recently, vertical columns of dots on (001) InAs/InP (MOVPE) [12], and InAs/InGaAsP/InP (CBE) [165] were demonstrated.

Tersoff et al. [117] suggested that the superposition of strain fields from closely spaced buried dots could result in lateral ordering and improved size homogeneity of the dots. The overlapping of strain fields could cause one local strain minima and lead to the elimination of one of the nearby stacks, forming only one continual column. Such merging of nearby columns was observed experimentally by, for instance, Solomon et al. [166]. The elastic interaction of dots, in the stacks, was predicted to give rise to lateral ordering, and increased size homogeneity of the dots, theoretically [117,119,167,168] and was observed experimentally [103,163,166,169].

On the other hand, a common observation has been that the dots increase in size with following layers in a superlattice. Teichert et al. [103] demonstrated a change in aspect ratio of Ge/Si dots for 40 layer stacks, from a prismlike crystal shape to approximately a foursided pyramid, and an increase in the island height of a factor three. Similar effects were reported for InAs/GaAs [170-173] and InAs/InP [12] quantum dot stacks. Kienzle et al. [164] demonstrated that the increase in island size was more pronounced for smaller spacer layer thickness, and that no increase in island size was observed for non-correlated islands. These results indicate that the overall dot size homogeneity is not necessarily improved by vertical stacking.

For multi-layer arrays of 2D islands of CdSe/ZnSe [174], a vertical anti-correlation between islands in successive layers was observed, seeming in contradiction with the theoretical explanations of Xie et al. [108], and Tersoff et al.
In these models, the buried islands were treated as elastic point defects and the crystal was considered to be an elastically isotropic medium. The discrepancy between these theories and the experimental observation by Strassburg et al. [174] was explained by taking into account the elastic anisotropy found in II-VI materials [119].

The exotic PbSe/Pb$_{1-x}$Eu$_x$Te system, with islands under tensile strain on (111) oriented substrates, exhibits hexagonal spatial ordering after multi layer growth [168,169]. With increasing successive layers, more than ten, an increased...
Homogeneity in size of the dots and lateral spacing between the dots was observed. In addition, the size homogeneity between successive layers of dots was shown to be excellent under the same conditions, with no increasing size of the dots in successive layers [168,169]. The vertical ordering of these dots was observed in a face-centered cubic fashion [168,169].

Holy et al. [118] approximated the dots as point stress sources buried in an anisotropic semi-infinite medium, and calculated the strain energy distribution on the surface due to buried dots, to explain the vertical and lateral ordering of self assembled quantum dots, e.g., vertical correlation, anti correlation, and face centered cubic like stacking of dots in the different materials. The authors [118] showed that the depth and the position of the strain energy minima at the surface are determined by the elastic anisotropy in materials. The central strain energy minimum (as modeled by Xie et al. [108]) is replaced by several side minima for growth along the elastically soft directions.

Materials intermixing and exchange reactions affect the properties of the grown quantum dot stacks, wetting layer, and separating spacer layer. It is commonly observed in STM investigation of the stacking phenomena that for MBE grown InAs/GaAs, In from InAs layers intermix into the growing spacer GaAs layer [166,170,173] (485 °C, 500 °C, and 512 °C), resulting in an In concentration gradient in the GaAs spacer layer. The authors observed that the In intermixing is less directly above the formed dots, indicating that the In derives mainly from the wetting layer and not from the InAs/GaAs islands. Bruls et al. [173] argued that the reduced indium segregation above the dots occurs because indium atoms in the dots would give up a position that is energetically favorable, for a position that is highly unfavorable under compressive strain in the GaAs. Therefore, the indium remains in the top of the dot, where the lattice constant is more comparable to that of InAs.

By cross sectional STM, it was shown that MOVPE grown stacks of InAs/GaAs (485 °C) shows much less of this materials intermixing [171,172], as compared to the MBE grown samples. Recently, the first cross sectional scanning tunneling microscope measurements on stacked (001) InAs/InP quantum dots were carried out [63] (MOVPE, 500 °C). Twofold dot stacks were formed by deposition of 1.2 ML InAs in each layer, separated by InP. The structure investigated was embedded in GaInAs, and an interesting phenomenon was observed; due to As-P exchange and possibly phase segregation of the GaInAs, spontaneously formed dots appeared on top of the grown stacks, immediately at the GaInAs/InP interface, even though no InAs was deposited.
Xie et al. [108] reported the complete planarisation of the GaAs spacer layer above InAs/GaAs islands with average heights of 3.5 nm, before deposition of following dot layers. In the InAs/InP system, with average dot heights of about 6 nm, the surface often shows small depressions in the InP surface just above a buried stack, after 15 nm InP deposition. Something that, in addition to the strain related part adds to the selectivity of dot positioning.

Recently, anti-correlated ordering was observed for the III-V materials [177,178], where InAs was embedded in InAlAs on (001) InP (MBE, 470-530 °C). Brault et al. [178] suggested that In phase segregates from the InAlAs to form In-rich V-like features, originating from the side facets of the dots, which propagate through the InAlAs spacer layer, thus forming Al rich material between the seed dots. Surface curvature effects probably add to the selectivity in these experiments, since in TEM images from the structures it is visible that the surface did not planarise between successive layers. The dots were found in the deepest depressions that are situated in-between the buried dots.

The combination of surface patterning and local strain fields was used by Schmidt et al. [179] to produce highly ordered arrays of Ge islands on strained-layer Si superlattice templates.
4. Imaging techniques

4.1 Introduction

The need for high-resolution microscopy is obvious, since, for example, InAs dots have heights of about 6 to 8 nm and widths of about 20 to 30 nm [180] [125]. Scanning probe microscopy and electron beam microscopy are complementary characterization tools. Commonly, scanning probe methods are used for topographic imaging, while scanning electron microscopy is more suitable to determine the shape of larger 3D objects or doping profiles, for instance.

4.2 Scanning probe microscopy

Atomic force microscopy (AFM) is a tool used to study nanoscale structures on conducting as well as insulating surfaces. It uses a tip that is mounted at the edge of an elastic cantilever. In the non-contact mode (of distances greater than 10Å between the tip and the sample surface), Van der Waals, electrostatic, magnetic or capillary forces produce images of topography, whereas in the contact mode, the force is repulsive due to the Pauli exclusion principle. During this work, the AFM has been used with the tip either touching the sample (contact mode), or the tip tapping across the surface (tapping mode) much like the cane of a blind person.

Fig. 18 Schematic of an atomic force microscopy set-up
Changes in the forces, *i.e.*, the tip-sample distance will cause changes in the deflection of the cantilever. The changes are usually recorded by a position sensitive photo-detector via a reflected laser beam, which is focused at the cantilever. A feedback loop is used to keep the deflection of the cantilever and thus the position of the reflected beam constant, by adjusting the sample in z-direction while it is scanned in the x, y-plane. A topographical image can be reconstructed from the adjustments in z-direction made during the x-y scan.

The lateral resolution obtainable in AFM is limited by the sharpness of the tip, in combination with the geometry of the measured object [181]. Tip-sample interactions must always be taken into account for a correct interpretation of AFM images. A wide tip will detect a particle more often in the scanning procedure than a very sharp one and hence the apparent size of the studied object is enlarged by the size of the tip. A standard AFM tip has a tip radius of 50 nm and is shaped like a pyramid with a base of 4×4 µm² and a height of 4 µm. Extremely sharp AFM tips have been obtained by electron beam deposition of a carbon whisker at the tip edge of a conventional AFM tip [83]. The topographical resolution is determined by the sensitivity of the piezoelectric elements in combination with the stability of the instrument and can go below 1Å.

*Scanning tunneling microscopy* (STM) is another similar approach where the surface is scanned with a very sharp tip, although in this case a metal tip is brought

![Fig. 19 Schematic of a cross-sectional scanning tunneling microscopy setup, z is the distance between tip-sample, and I is the tunneling current from tip-sample, which is measured and kept constant. In order to keep the current constant while scanning, the tip is either retracted from, or lowered closer to the surface, by the use of a piezo-element, in dependence on surface morphology and surface electronic structure.](image-url)
into close proximity to a conductive specimen. The sharp conducting tip is brought close to the surface of a conducting sample and a voltage is applied between the tip and the sample. If the distance between the tip and surface is small enough, electrons can tunnel across the gap, generating a current. The tunneling probability for an electron across the gap depends exponentially on the width of the barrier. A small change in gap width thus leads to a large change in the tunneling current. The most common way of operating the STM is to keep the current constant in each measurement point by adjusting the tip sample distance at the same time as the tip is scanned over the surface. The tip height displacement is displayed as a function of position, providing an image of the corresponding surface “topography” [181].

During STM measurements, the use of an UHV system reduces the amount of contamination caused by native oxides. In cross-sectional STM [182], the ability of in-situ cleaving is especially useful, since then the surface will not be exposed to air, and contaminations will be minimized before characterization.

4.3 Electron beam microscopy

Electron microscopy is based on the interaction between the sample and a focused electron beam. Since the de Broglie wavelength of electrons is much lower than the wavelength of visible light, the resolution is correspondingly higher for electron microscopy.

![Fig. 20 Schematic of a scanning electron microscopy setup](image)

37
microscopical methods than for optical microscopy. The most widely used methods are transmission electron microscopy (TEM) and scanning electron microscopy (SEM).

In SEM, the sample to be investigated is fixed on a sample holder and inserted into the microscope's vacuum chamber. An electron gun emits electrons, which are accelerated by an externally applied voltage towards the surface. The beam, which scans the surface, is focused to a small spot by sets of magnetic electron lenses. When the electrons are scattered on the sample, an image can be obtained from the secondary electrons.
5 Summary of papers

Paper I, II, and VII (In-situ growth of self-assembled quantum dots)

The InAs/InP system is interesting since its emission is close to 1.55 \( \mu \)m, which is well suited for fiber optical transmission. One possible application is therefore a quantum dot laser with a low threshold current and high modulation speed for use in fiber optical systems. The low emission energy of the dots was, from an experimental point of view, a problem since an ordinary silicon based CCD camera has a cut off wavelength of about 1 \( \mu \)m, which would not be suitable for detection of emission from these dots. Therefore, the measurements were performed on a Fourier transform infrared spectrometer (FTIR) with an InSb detector. The spatial resolution of this system is in the order of mm, and no single dot studies were possible.

Paper I. Room temperature operation is of great importance for device applications. We reported on optical investigations of InAs/InP quantum dots up to room temperature. The luminescence was found to be strong even at room temperature, which is due to the large band offsets in the type-I InAs/InP heterostructure. In this study, it was also possible to observe luminescence from excited states. My contribution was MOVPE growth.

Paper II. In this paper, the effects of substrate doping and surface morphology on densities and sizes of self-assembled InAs/(001)InP islands were investigated. Used substrates were n-doped InP:Sn and semi insulating InP:Fe. The islands were deposited either on well-defined terraced surface with monolayer high steps grown at 650 °C or on rougher surfaces prepared at lower temperatures, 500 °C. The island density was significantly higher on the rough surfaces and the Fe doped substrates, as compared to the terraced surfaces and the Sn doped substrates, under otherwise identical deposition conditions. The explanation for the different densities on rough and terraced structures is that the diffusion length is shorter on a rough surface. Since the inter-island distance follows the surface diffusion length, nucleation on a rough surface leads to higher densities. Concerning the substrate doping dependence, we could not give a solid explanation. However some effects of doping that could affect the island density were proposed. Charge accumulation at the surface, migration of dopants towards the growing surface, or different
thermal conductivity of the Sn and Fe doped substrates leading to different surface temperatures. The main conclusion of this paper was that InAs/InP island formation is very sensitive to substrates and substrate preparation. My contributions were to plan the experiments, grow the samples, AFM characterization, and writing the paper.

**Paper VII.** In this study, InAs QDs were grown on InGaAlAs layers, lattice matched to InP, with varied Al content. The idea was that the luminescence from the dots might be tunable with varied Al content. We were hoping for a drastically reduced size of the dots, when introducing Al in the layers. It turned out, however, that the emission wavelength of the dots grown was rather long, around 2 µm, with a rather broad full width at half maximum value, about 77 meV. At the highest Al content, the dots were the smallest and luminesced at 1.99 µm. Step bunching of the layers was observed, and dots nucleated selectively at steps of the terraces. My contributions were planning the experiments, some of the MOVPE growth runs, AFM characterization, assisting in PL measurements, and writing the paper.

**Paper III, V and VI (resonant tunneling through self-assembled quantum dots)**

Investigations on tunneling phenomena through QDs are interesting because they promise new knowledge about transport in low dimensional systems, and such investigations will hopefully lead to new interesting devices. All previous investigations on resonant tunneling through self-assembled quantum dots have been done on devices containing a large number of QDs. This is important to keep in mind since the results differ qualitatively from those expected from a single dot or a single dot stack.

In paper III, results of electrical characterization on stacked InAs/InP quantum dots were presented. The density of freestanding dots was observed by AFM to be $4 \times 10^6$ cm$^{-2}$, and measurements were performed on low-density GaInAs/InP/InAs/InP/GaInAs QD stacks formed by depositing two layers of 0.3 ML InAs, separated by 15 nm InP. Thus we expected a macroscopic contact, of $63 \times 63$ µm$^2$, to cover less than 150 stacks. Sharp resonant tunneling features with high peak to valley ratios were observed through the stacks, due to resonance occurring only if the zero-dimensional states in the two dots align energetically at the same time as emitter states and collector states for supplying and receiving tunneling electrons are available, respectively. Negative differential resistance in the structures was observed up to a point above the temperature for liquid nitrogen.
The size homogeneity of the dots was observed as a broad main feature with sharp current peaks superimposed on it. My contributions were to plan the experiments, grow the structures, AFM characterization, assistance on electrical measurements, and writing main part of the paper.

For paper V and VI, we used a number of experimental techniques such as electron beam lithography (EBL), optical lithography and etching to make feasible the realization of small contact sizes down to $2 \times 2 \ \mu m^2$, which is in the order of the density of quantum dots. The aim was to isolate as few QDs as possible beneath a contact, in order to study tunneling through single dots or single dot stacks.

In paper V, we compared resonant tunneling through a single layer of InAs/InP QDs and two-dot stacks of quantum dots. The tunneling was observed over a certain range of bias, which was compared with the full width at half maximum value of PL spectra measured on a similar dot structure, to obtain a voltage to energy conversion factor of 0.09 eV/V. The difference observed between tunneling through single dot layers and double dot layers was viewed as going from a two-dimensional emitter to a zero-dimensional emitter. The temperature dependence of the tunneling experiments showed the broadening of the onset of an isolated resonant tunneling peak for a single dot layer, on the order of kT, whereas the double dot layer was almost unaffected as the temperature was increased from 0.3 to 12 K, indicating the smearing of the Fermi surface for the two dimensional emitter, and the zero dimensional nature of the emitter state, as provided by the larger (upper) dot in a stack. My contributions were MOVPE growth of the structures, discussions, and assistance with electrical measurements.

In paper VI, the temperature dependence on tunneling through stacked quantum dots was carefully studied. The main result was the observation of a temperature-activated peak that appeared at the low bias side of an isolated single stack resonant tunneling peak. This was explained as tunneling through a doubly charged state in the first dot, where the Coulomb charging energy separates the doubly charged state from the singly charged state. The Coulomb charging energy was calculated by a parallel plate approximation to be about 8 meV, which was in good agreement with the appearance of the temperature-activated peak, using a voltage to energy conversion factor of 0.1 eV/V. For these tunneling diodes, peak to valley ratios of up to 1300 were readily achieved, a value which can be compared to tunneling through our optimized two dimensional quantum well structures with peak to
valley ratios of up to 5 [183], in the GaAs/GaAsP materials system. My contributions were MOVPE growth of the structures and discussions.

**Paper IV, VIII, and IX** (lateral site control of self assembled quantum dots structures)

To order dots on the semiconductor surface is important from a device point of view. During the work of these papers, the main goal has been to develop a method to make feasible the spatial control of a resonant tunneling quantum dot stack.

*In paper IV*, we report on a novel method for laterally controlling the position of dots. Electron beam induced carbon deposition was used to deposit carbon nano-growth masks at the surface. The growth masks were partially overgrown and then selectively removed, *ex-situ*, leaving a patterned surface. The growth of InAs on such a patterned surface resulted in selective quantum dot growth, in and around the patterns. We found that annealing of the surface under an arsine ambient, provided enough material for dots to be formed in the holes by As-P exchange reactions. My contributions were to plan and perform all experiments, characterization, and writing the paper.

*In paper VIII*, the As-P exchange reactions, providing material for dot material were studied. The effect of temperature and annealing time of the patterned surface under arsine containing ambient, on the yield of dots in the holes was reported. Temperatures used were 500, 520 and 540 °C. The higher the temperature, the higher the yield of dots in the holes and the stronger the As-P exchange reactions. Annealing times were 30 s, 1 min and 3 min. With increasing annealing times, the surface tended to planarize. It was argued that the planarization occurred as a consequence of the topmost epitaxial layers being alloyed by the procedure together with adatom diffusion into the holes. Furthermore, the effect of capping randomly distributed InAs dots with InP was studied by TEM and IV-characterization. It was found that more material for dot formation was incorporated during capping, due to carry over effects. The density of capped dots was about 100 times higher, as compared to the density of the freestanding. My contributions were to plan the experiments, MOVPE growth, processing for the site control method, AFM characterization, and writing the paper.
In paper IX, the transfer of the site control method to the SiGe/Si system was investigated, with the difference that in this case, the growth masks were never removed, but partially overgrown. It was shown that quadruples of SiGe quantum dots nucleated preferentially in pits positioned at the surface. By increasing the size of the carbon growth mask, and thereby making the lateral extension of the pit larger, more dots formed around the pit. Pyramids were formed around the pits, which by deposition of more material could be converted into domes (in more detailed investigations [184], we often found pyramidal islands elongated in <100> in the pits). The results were discussed in terms of surface curvature and effective strain relaxation. My contributions were planning, discussions, processing for the site control method, AFM characterization, and writing parts of the paper.

Paper X, (vertical stacking of quantum dots)

In this study, we reported on cross sectional scanning tunneling microscopy on the cleavage of a sample with InAs/InP quantum dot stacks. We investigated a structure similar to the one previously reported on resonant tunneling through. It was found that the dots aligned vertically on top of each other, due to the strain field induced by lower lying dots. The InAs quantum dots were mainly pure InAs, and not severely alloyed InAs$_x$P$_{1-x}$. A spontaneously formed dot at the InP/GaInAs interface on top of the stacks, where no InAs was deposited, was observed in about 2/3 of the stacks. The effect was discussed in terms of phase segregation effects of the GaInAs and enhanced As-P exchange at the strained regions. My contributions were MOVPE growth, and writing parts of the paper.

Paper XI, and XII (growth of one dimensional nano-whiskers)

In paper XI, we reported on VLS growth of GaAs nano whiskers on (-1-1-1)B GaAs substrates in MOVPE. By varying the growth temperature and measuring the length of the nano-whiskers grown, we found a maximum in the whisker growth rate at about 450–475 °C. We found an Arrhenius activation energy of about 67–75 kJ/mol for the process, a value which is in agreement with activation energies reported for low-temperature planar growth of GaAs from TMG and AsH$_3$ on (-1-1-1)B GaAs substrates. Experimental results when varying the TMG molar fraction indicated that it is not the reaction at the (-1-1-1)B/(Au,Ga)-interface which limits the whisker growth rate, but the processes outside the Au droplet. Therefore the main conclusion of the paper is that the catalyzing Au particles act as local
catalysts only. My contributions were MOVPE growth, SEM characterization, and writing parts of the paper.

*In paper XII,* we reported on a method to control the sites of nano-whiskers. Electron beam lithography and metal lift-off were used to form Au disks on the surface in desired patterns. Vertical InP<-1-1-1>B nano-whiskers were then grown, in the VLS growth mode, from the gold particles deposited on the InP(-1-1-1)B surface. The lithographic nature of the method allowed individual control over the position of each nano-whisker. My contributions were discussions, and assistance in MOVPE growth.
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