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IBSTRACT

)N THIS PAPER WE PRESENT AND ANALYSE LOW RANK CHANNEL ESTIMATORS FOR ORTF
DIVISION MULTIPLEXING /&$- USING THE FREQUENCY CORRELATION OF THE CHANNEL ,
PROXIMATIONS BASED ON THE DISCRETE &URIER TRANSFORM $&4 HAVE BEEN PROP
SUJER FROM POOR PERFORMANCE WHEN THE CHANNEL IS NOT SAMPLE SPACED 7E Al
OF OPTIMAL RANK REDUCTION TO LINEAR MINIMUM MEAN SQUARED ERROR ,--3% ESTIV
SHOW THAT THESE ESTIMATORS WHEN USING A ¢XED DESIGN ARE ROBUST TO CHANGE
RELATION AND SIGNAL TO NOISE RATIO 3.2 4HE PERFORMANCE IS PRESENTED IN TERN
SYMBOL ERROR RATE 3%2 FOR A SYSTEM USING 1!-
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#HAPTER
JNTRODUCTION

7IRELESS DIGITAL COMMUNICATION SYSTEMS USING MULTI AMPLITUDE MODULATION SCt
QUADRATURE AMPLITUDE MODULATION 1!- REQUIRE ESTIMATION AND TRACKING OF THE
NEL )N GENERAL THIS MEANS A MORE COMPLEX RECEIVER THAN FOR DIdERENTIAL MOL
SUCH AS DIdERENTIAL PHASE SHIFT KEYING $03+ WHERE THE RECEIVERS OPERATE WIT
ESTIMATE ; =

)N ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING /&$- SYSTEMS $03+ IS APPROF
RELATIVELY LOW DATA RATES SUCH AS IN THE %UROPEAN DIGITAL AUDIO BROADCAST
(OWEVER FOR MORE SPECTRALLY EbCIENT /&$- SYSTEMS COHERENT MODULATION IS MC
ATE

4HE STRUCTURE OF /&$- SIGNALLING ALLOWS A CHANNEL ESTIMATOR TO USE BOTH
QUENCY CORRELATION 3UCH A TWO DIMENSIONAL ESTIMATOR STRUCTURE IS GENERALL
PRACTICAL IMPLEMENTATION 40 REDUCE THE COMPLEXITY SEPARATING THE USE OF TIN
CORRELATION HAS BEEN PROPOSED ; = 4HIS COMBINED SCHEME USES TWO SEPARATE &)
ONE IN THE FREQUENCY DIRECTION AND THE OTHER IN THE TIME DIRECTION

)N THIS PAPER WE PRESENT AND ANALYSE A CLASS OF BLOCK ORIENTED CHANNEL ESTI
WHERE ONLY THE FREQUENCY CORRELATION OF THE CHANNEL IS USED IN THE ESTIMATI
LEVEL OF PERFORMANCE IT MAY BE IMPROVED WITH THE ADDITION OF A SECOND ¢LTEI
CORRELATION ; =

4HOUGH A LINEAR MINIMUM MEAN SQUARED ERROR ,--3% ESTIMATOR USING ONLY FI
CORRELATION HAS LOWER COMPLEXITY THAN ONE USING BOTH TIME AND FREQUENCY ¢
REQUIRES A LARGE NUMBER OF OPERATIONS 7E INTRODUCE A LOW COMPLEXITY APP
FREQUENCY BASED ,--3% ESTIMATOR THAT USES THE THEORY OF OPTIMAL RANK REDU
TYPES OF LOW RANK APPROXIMATIONS BASED ON THE DISCRETE TIME &OURIER TRANSF
BEEN PROPOSED FOR /&$- SYSTEMS BEFORE; = 4HE WORK PRESENTED IN THIS PAPER \
BY THE OBSERVATIONS IN ; = WHERE IT IS SHOWN THAT $&4 BASED LOW RANK CHANNEL E
LIMITED PERFORMANCE FOR NON SAMPLE SPACED CHANNELS AND HIGH 3.2S

IFTER PRESENTING THE /&$- SYSTEM MODEL AND OUR SCENARIO IN 3ECTION WE INTI
ESTIMATORS AND DERIVE THEIR COMPLEXITIES IN 3ECTION 7E ANALYSE THE SYMBOL EFR
PERFORMANCE IN 3ECTION WHERE WE ALSO DISCUSS DESIGN CONSIDERATIONS 4HE P
ESTIMATOR IS COMPARED TO OTHER ESTIMATORS IN 3ECTION AND A SUMMARY AND CON
APPEAR IN 3ECTION






#HAPTER
3YSTEM DESCRIPTION

3YSTEM MODEL

&IGURE DISPLAYS THE /&$- BASE BAND MODEL USED IN THIS PAPER 7E ASSUME THAT
OF A CYCLIC PRE¢X #0 ;= BOTH PRESERVES THE ORTHOGONALITY OF THE TONES AND |
SYMBOL INTERFERENCE )3) BETWEEN CONSECUTIVE /&$- SYMBOLS &URFIER ISHE CHAN
ASSUMED TO BE SLOWLY FADING SO IT IS CONSIDERED TO BE CONSTANT DURING ONE /&S
NUMBER OF TONES IN THE SYSHRWD [BHE LENGTH OF THE CYCLIE BREEXHES
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&IGURE  "ASE BAND MODEL OF AN /&$- SYSTEM U#0U DENOTES THE CYCLIC PREG

5NDER THESE ASSUMPTIONS WE CAN DESCRIBE THE SYSTEM AS A SET OF PARALLEL 'A
SHOWN IN & GURE  WITH CORRELATED A EAMRNDNEBIUATIONS ON EACH TONE ARE GI\
BY
d
& — J -
G 3
WHERE a IS THE FREQUENCY RESPONSE OF A HE-CBIARNE. THE /&$- SYMBOL /WD
IS THE SAMPLING PERIOD OF THE SYSTEM )N MATRIX NOTATION WE DESCRIBE THE /&$- ¢

X 7G M
WHERK IS THE RECEIVED VECIBOR MATRIX CONTAINING THE TRANSMITTED SIGNALLING PC

ITS DIAGONALS A CHANNEL ATTENUATION VENIT®R WNDIOR OF |1 D COMPLEX ZERO MEAI
'AUSSIAN NOISE WITH VARIANCE
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&IGURE 4HE /&$- SYSTEM DESCRIBED AS A SET OF PARALLEL 'AUSSIAN CHANNELS WITH
ATTENUATIONS

#HANNEL MODEL

7E ARE USING A FADING MULTI PATH CHANNEL MODEL ; =, CONSISTEBES OF

.8 .
F~ mp ~ 3R
J
WHER® ARE ZERO MEAN COMPLEX 'AUSSIAN RANDOM VARIABLES WITH A POWER DELAY PI
)N THIS PAPER WE HAVE USEOMPULSES AND TWO VERSIONS OF THIS CHANNEL MODEL

g 3YNCHRONIZED CHANNAHIS IS A MODEL OF A PERFECTLY TIME SYNCHRONIZED /&$- S
TEM WHERE THE ¢RST FADING IMPULSE ALWAYS HAS A ZERQDEAYER FADING
IMPULSES HAVE DELAYS THAT ARE UNIFORMLY AND INDEPENDENTLY DISTRIBUTED C
OF THE CYCLIC PRE¢X 4HE IMPULSE POWER DEEAY PRIDGLERR DECAYS EXPO
NENTIALLY ; =

g SNIFORM CHANNELLL IMPULSES HAVE THE SAME AVERAGE POWER AND THEIR DEL
UNIFORMLY AND INDEPENDENTLY DISTRIBUTED OVER THE LENGTH OF THE CYCLIC PF

3CENARIO

/UR SCENARIO CONSISTS OF A WIRELESS 1!- /&$- SYSTEM DESIGNED FOR AN OUTDOOR
MENT THAT IS CAPABLE OF CARRYING DIGITAL VIDEO 4HE SYSTEM OPERATES AT K(Z BA!
IS DIVIDED INTO TONES WITH A TOTAL SYMBOL BERIOBPWHICKHS IS THE CYCLIC PRE¢X

INE /&$- SYMBOL THUS CONSISTS OF SAMPLES FOUR OF WHICH ARE CONTAINED IN
THE CYCLIC PRE¢X  4HE UNCODED DATA RATE OF THE SYSTEM IS  -"IT SEC 7E ASSUN
THATqR SAMPLE FOR THE SYNCHRONIZED CHANNEL



#HAPTER
JINEAR CHANNEL ESTIMATION ACROSS TON

)N THE FOLLOWING WE PRESENT THE ,--3% ESTIMATE OF THE CHANSHEHERAM HRBEATION:!
RECEIVED VEGTAND THE TRANSMITTED DAEAMSSUME THAT THE RECEIVED /&$- SYMBOL
CONTAINS DATA KNOWN TO THE ESTIMATOR O EITHER TRAINING DATA OR RECEIVER DEC

4HE COMPLEXITY REDUCTION OF THE ,--3% ESTIMATOR CONSISTS OF TWO SEPARATE
¢RST STEP WE MODIFY THE ,--3% BY AVERAGING OVER THE TRANSMITTED DATA OBTAINING
ESTIMATOR )N THE SECOND STEP WE REDUCE THE NUMBER OF MULTIPLICATIONS REQL
THE THEORY OF OPTIMAL RANK REDUCTION ; =

,—-3% ESTIMATION

4HE ,--3% ESTIMATE OF THE CHANNEL ATTENUANIONSIVEN THE RECEIVED RAND
THE TRANSMITTED SYMB®|.S

t r s U

wro loe loc Im 77 B
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. X X X -
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IS THE LEAST §QUARES ,3 ESTIBATEI®RFHE VARIANCE OF THE ADDITIVE CHANNEL NOISI
lee $ GG IS THE CHANNEL AUTOCORRELATION 4HE &SUPERSIEH TERMITIAN
TRANSPOSE )N THE FOLLOWING WE ASSUME W]THQWT LOSS OF GENERALITY THAT TF
CHANNEL ATTENUATIGNBENNORMALIZED TOIENSHTYJSJ

4HE ,--3% ESTIMATOR IS OF CONSIDERABLE COMPLEXITY SINCE A MATRIX INVEF
NEEDED EVERY TIME THE TRAINING CAANGES 7E REDUCE THE COMPLEXITY OF THIS ESTII
BY AVERAGING \OVER THE TRANSMITTEE W REPLACE THE TERM IN WITH

ITS EXPECTABION'7 = ISSUMING THE S’\,?\ME SIGI\(IJAL CONSTELLATION ON ALL TONES A

PROBABILITY ON ALL CONSTELLATION PGBNTZ7WE HAVES$ FJ W;J G( WHEREIS THE

IDENTITY MATRIX $E¢NING THE AVERAGE SIGNAL TONOISERARIWI % ,, WE OBTAIN
A SIMPLIGED ESTIMATOR

1 n N
& 1g 1o H( Br



WHERE

N O N 0]
n $ WJ $ JWJ
IS A CONSTANT DEPENDING ON THE SIGNAL CONSTELLATION )N THE CASE OF 1!- TR¢
n "ECAUSE IS NO LONGER A FACTOR IN THE MATRIX CALCULATION cEHEFNVERSION C

DOES NOT NEED TO BE CALCULATED EACH TIME THE TRANSNANKEHESDAURTMERMORE IF

1 ccAND2-1 ARE KNOWN BEFOREHAND OR ARE SET TO ¢cXED NOMINAL YAJJUES; THE MATRI.
51 ( "~ NEEDS TO BE CALCULATED ONLY ONCE 5NDER THESE CONDITIONS THE ESTIMAT
MULTIPLICATIONS PER TONE 40 FURTHER REDUCE THE COMPLEXITY OF THE ESTIMATOR
LOW RANK APPROXIMATIONS BELOW

/IPTIMAL LOW RANK APPROXIMATIONS

/PTIMAL RANK REDUCTION IS ACHIEVED BY USING THE SINGULAR VALUE DECOMPOSITION 3
36% OF THE CHANNEL AUTOCOVARIANCE MATRIX IS

1 GG 4c4

WHERE IS A UNITARY MATRIX CONTAINING THE EIGERMEGVDREANBL MATRIX CONTAINING
THE SINGULAR VAWLWES w  w w - ON ITS DIAGONAL!IPPENDIX ' IT IS SHOWN THAT THE
OPTIMAL RADIKSTIMATOR IS

& 4a 4 &g
WHERE IS A DIAGONAL MATRIX WITH THE VALUES
—n__ ] O
P Wz 1 o .

6IEWING THE ORTHONORMAL4MAARIX TRANSFORNE SINGULAR WALOEL g IS THE
CHANNEL POWER VARIANCE CONTAINEDRNNSHORM COEbCIENT AFTER TRANSFORMING T
ESTIMAHgR 3INCE IS UNITARY THIS TRANSFORMATION CAN BE VIEWED AS RERATING THE
SO THAT ALL ITS COMPONENTS ARE UNCORRELATED ; = 4HE DIMENSION OF THE SPAC
TIME AND BAND LIMITED SIGNALS LEADS US TO THE RANK NEEDED IN THE LOW RANK EST
IT IS SHOWN THAT THIS DIMENSION 1S ABOWHERE IS THE ONE SIDED BANDWID3H AND
IS THE TIME INTERVAL OF THE SIGNAL ICCORDINGLY THE MAGNITUDE OF THiz SINGULAF
SHOULD DROP RAPIDLY AFTER ABBGHGE VALUES WHBERHE LENGTH OF THE CYCLIC PREg)

! 3r 3 +3rAND!3 +

7E PRESENT THE CHANNEL POWER CONTAINED IN THE ¢RST COEDBCIENTS IN &IGUR
CALCULATIONS ARE BASED ON OUR SCENARIO AND THE TWO CHANNEL MODELS THE ¢
THE UNIFORM 4HE MAGNITUDE OF THE CHANNEL POWER DROPS RAPIDLYEAFTER ABOU
COEDBCIENTS WHICH IS CONSISTENT WITH THE OBSERVATION THAT THE DIMENSION OF TH
BY1 s IS APPROXIMATELY THAT IS IN THIS CASE

I BLOCK DIAGRAM OF THE BESKIMATOR IN IS SHOWN IN &GURE  WHERE THE ,3
ESTIMATE IS CALCULATEIBFRMMLTIPLYING7BY

3INCE WE ARE DEALING WITH (ERMITIAN MAKBISBEE AHEO EIGENVALUES (OWEVER WE USE THE TERMINC
OF THE 36% SINCE IT IS MORE GENERAL AND CAN BE USED IN OPTIMAL RANK REDUCTION OF NON (ERMITIA

4HE TRANSFORM IN THIS SPECIAL CASE OF LOW RANK APPROXIMATION IS THE +ARHUNEN ,OEVE Ak
TRANSFORM OF
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&IGURE  "LOCK DIAGRAM OF THEORAMKINEL ESTIMATOR

%STIMATOR COMPLEXITY

4HE LIMITING FACTOR OF THEBESANWATORS IS AN ERROR 400OR SEE 3ECTION 40 ELIN
THIS ERROR 400OR UP TO A GIVEN 3.2 WE NEED TO MAKE SURE OUR ESTIMATOR RANK IS
4HIS PROMPTS AN ANALYSIS OF THE COMPUTATIONAL COMPLEXHSTOMATER RANK
IMPLEMENTATION WE HAVE CHOSEN IS BASED ON WRITING AS A SUM OF RANK MATF
GIVES US THE EXPRESSION

8 , 9 $ %
éo pJTJTJ! é(R Py T, ér(R

J J

%
WHERE piT, AND$TJ & T, 8IS THE %UCLIDIAN INNER PRODUCT 4HE LINEAR COMBIN
OFOVECTORS OF LENGIHO REQUIREBIULTIPLICATIONS 4HE ESTIMATION THU®REQUIRES
MULTIPLICATIONS AND THE TOTAL NUMBER OF MULTIPLICATIONS@BER TONPARISOMES
WITH THE FULL ESTIMATOR WE HAVE MANAGED TO REDUCE THE NUMBER OF MULTIPI
- TO OPER TONE 4HE SMAMERHE LOWER THE COMPUTATIONAL COMPLEXITY BUT THI



THE APPROXIMATION ERROR BECOMES &OLLOWING THE ANALYSIS IN 3ECTION ~ WE CAN
APPROXIMATION WBIBNN THE RANGE OF SAMPLES IN THE CYCLIC PRE¢X WHICH IS USUA
SMALLER THAN THE NUMBER OF TONES

I LEGITIMATE QUESTION AT THIS POINT IS WHAT HAPPENS FOR A SYSTEM WITH MAN
MANY SAMPLES IN THE CYCLIC PRE¢X 4HE NUMBER OF CALCULATIONS PER TONE CAN BE
A RANKOESTIMATOR IS USED DIRECTLY ON ALL TONES IN THE SYSTEM /NE SOLUTION TO
IS A PARTITIONING OF THE TONES INTO REASONABLE SIZED BLOCKS AND AT A CERTAIN |
PERFORM THE ESTIMATION INDEPENDENTLY IN THESE BLOCKS "Y DIVIDING THE CHANNE
INTG EQUALLY SIZED BLOCKS THE BANDWIDTH IN EACH BLOCK IS REDUEHERBRINGFACTO
AGAIN TO THE DIMENSION OF THE SPACE OF ESSENTIALLY TIME AND BANDLIMITED SIC
EXPECTED NUMBER OF ESSENTIAL BASE VECTORS +S REDO€EED FRONENCE THE
COMPLEXITY OF THE ESTIMATOR DECREASES ACCORDINGLY

40 ILLUSTRATE THE IDEA LET US ASSUME WE HAVE A SYSTENONEBHANE A
SAMPLE CYCLIC PREcX 4HE UNIFORM CHANNEL CORRELATION BETWEEKNNDBgIg AN TENUATIC
THIS SYSTEM IS SEE 'PPENDIX "

IFL M
Qwm p!

P FL M

4HIS ONLY DEPENDS ON THE DISTANCE BETWHEN VHENDONHS RATIO BETWEEN THE LENGT}
OF THE CYCLIC PRE¢X AND THE NUMBER OFMHBENESTONE SYSTEM CAN BE DESCRIBED BY

X 7 G M

X 7 G M
THAT IS AS PARALLEL TONE SYSTEMS
X 7967 WM

7E HAVE THE SAME CHANNEL CORRELATION IN EACH SUBSYSTEM AS WE HAVE IN THE T
IN THIS PAPER "Y ESTIMATING THE CHANNEL ATTEQUANGNREH

SUB SYSTEM INDEPENDENTLY WE NEGLECT THE CORRELATION BETWEEN TONES IN DIdEF
BUT OBTAIN THE SAME -3% PERFORMANCE AS IN OUR TONE SCENARIO



#HAPTER
WSTIMATOR PERFORMANCE AND DESIGN

7E PROPOSE A GENERIC LOW RANK FREQUENCY BASED GHANNELHSS TWA PR S DESIGNED
FOR ¢XED NOMINAL VALUES OF 3.2 AND CHANNEL CORRELATION (ENCE WE NEED TO AN
RANK CHANNEL CORRELATION AND 3.2 SHOULD BE CHOSEN FOR THIS ESTIMATOR SO Tk
VARIATIONS IN THE CHANNEL SEAMBNMY CH !|S A PERFORMANCE MEASURE WE USE UNC
SYMBOL ERROR RATE 3%2 FOR 1!- SIGNALLING 4HE 3%2 IN THIS CASE CAN BE CALCUL/
THE MEAN SQUARED ERROR -3% WITH THE FORMULAE IN ; =

2ANK REDUCTION

N @)
4HE MEAN SQUARED ERROR RELATIVE TO THE SHAYNELGFOWHRRANKESTIMATOR IS
MAINLY DETERMINED BY THE CHANNEL POWER CONTAINED IN THE TRANSFORM COEDCII
EXPRESSED SEE !PPENDIX #

LRD O 8 : n e
— W P > P —
N 2-1 T Jo

W

WHERE, ANDp; ARE GIVEN BY AND RESPECTIVELY 4HE -3% IS A MONOTONICALL'
DECREASING FUNC2HONAND CAN BE BOUNDED FROM BELOW BY THE LAST TERM

LRDO — ° wv LRDO
J O

WHICH IS THE SUM OF THE CHANNEL POWER IN THE TRANSFORM COEbCIENTS NOT USEL
4HIS -3% 40ORLRDO WILL GIVE RISE TO A ERROR 800R IN THE SYMBOL ERROR RATES

4HE ERROR 300R IS THE MAIN LIMITATION ON THE COMPLEXITY REDUCTION ACHIEV
RANK REDUCTION !S AN ILLUSTRATION &IGURE DISPLAYS THE 3%2 RELATIVE TO THE CH.
FOR THREE DIJERENT RANKS AS A FUNCTION OF THE 3.2 4HE RANKS GNOSENNBRE
THE CHANNEL USED IN THE EXAMPLE IS THE SYNCHRONIZED CHANNEL 4HE CORRESPO
ARE SHOWN AS HORIZONTAL ONESTRER%2 400R IS RELATIVELY SMALL AND THE 3%2 OF
RANK ESTIMATOR IS COMPARABLE TO THE ORIGINAL FULL RANK ESTIMATOR  IN THE F
D" IN 3.2 "Y CHOOSING THE APPROPRIATE RANK ON THE ESTIMATOR WE CAN ESSENTIAL
IMPACT FROM THE 3%2 400R UP TO A GIVEN 3.2 7HEN WE HAVE FULINRABM2 400OR
EXISTS
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,OW RANK ESTIMATOR SYMBOL ERROR RATE AS A FUNCTION OF 3.2 WITH RAN

3%2 &0O0ORS SHOWN AS HORIZONTAL LINES 3YNCHRONIZED CHAN

"ASED ON THE CHANNEL POWERS PRESENTED IN &IGURE  WE SHOW THE CORRESPOND

RELATIVE TO THE CHANNEL VARIANCE IN &IGURE

IFTERTAEORYD2RANDIR DECREASES

RAPIDLY 7E ARE THEREFORE ABLE TO OBTAIN A GOOD ESTIMATOR APPROXIMATION WITH

RANK
0
10
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g
i
o=
[Sa]
wn -6
10
-9
10
&IGURE

APPEARING IN &IGURE

Synch.
T —— Uniform. |3

5 6 7
Estimator rank

1 2 3 4 8 9 10

%STIMATOR 3%2 &0O0OR AS A FUNCTION OF ESTIMATOR RANK #RCLES SHOW Tt



3%2 PERFORMANCE UNDER MISMATCH

)N PRACTICE THE TRUE CHANNEL CORRELATION AND 3.2 ARE NOT KNOWN 40 GET A GEN
FOR THE ESTIMATOR 3%2 WE DERIVE IT UNDER THE ASSUMPTION THAT THE ESTIMAT
FOR CORRELAB®OAND SIGNAL TO NOISEZ2RATIBUT THE TRUE VALUElSagAREDZC-':'l

RESPECTIVELY WBHBREOTES A CHANNEL WITH DIdERENT STATISFHESAIHAWS US TO
ANALYSE THIS ESTIMATORUS SENSITIVITY TO DESIGN ERRORS 5NDER THESE ASSUMP
-3% OF THE RANBESTIMATE BECOMES SEE IPPENDIX #

LRD O 8 . N
— X3 P —P
Tl %1 T Jo

WHER§ IS THES®DIAGONAL ELEMENTIQE4 CF )T CAN BE INTERPRETED AS THE VARIANC
OF THE TRANSFORMED @HABINEDER CORRELATION MISMATCH SINCE

|rlsr,s-} ,
$ 4 & 46 4" 1gh

)T SHOULD BE NOTED THAT THE ELEMEMRE OO LONGER UNCORRELATED (OWEVER D!
THE FACT THAT THE POWER DELAY PRO¢GLE IS SHORT COMPARED TO THE /&® SYMBOI
ELEMENTS CAN BE EXPECTED TO CONTAIN MOST OF THE POWER 4HIS PROPERTY WILL EI
PERFORMANCE LOSS WHEN THE ESTIMATOR IS DESIGN FOR WRONG CHANNEL STATISTIC

)F RANKOESTIMATORS ARE USED IN A REAL SYSTEM THE SENSITIVITY TO MISMATCH IN
CORRELATION AND 3.2 ARE IMPORTANT 7E WILL SHOW OHEASTINARANK BASED ON THE
UNIFORM CHANNEL MODEL AND A NOMINAL 3.2 CAN BE USED AS ¢XED GENERIC ESTIMAT
A SMALL LOSS IN AVERAGE PERFORMANCE 7E DIVIDE THE MISMATCH ANALYSIS INTO TW(
ANALYSE THE 3%2 WHEN WE HAVE A MISMATCH IN CHANNEL CORRELATION AND LATER
3%2 WHEN WE HAVE A MISMATCH IN 3.2

JNCORRECT CHANNEL CORRELATION

&ROM WITH NO 3.2 MISMATCR-1 %1 BUT INCORRECT CHANNEL CORRELATION
1 WE OBTAIN THE PERFORMANCE FOR THE CORRELATION MISMATCH CASES 7E COM
FORMANCE OF OUR CHANNEL ESTIMATOR IN TWO MISMATCH SITUATIONS | USING THE A
WHEN THE TRUE CHANNEL MODEL WAS THE SYNCHRONOUS CHANNEL AND II' USING THE S
NEL WHEN THE TRUE CHANNEL MODEL WAS THE UNIFORM CHANNEL 4HE RESULTING C
THAT WERE USED IN THE DETECTION OF THE DATA PRODUCED NO NOTICABLE DIJERENC
RATES O LESS THAN D" CHANGE IN EdECTIVE 3.2 FOR AN AVERAGE 3.2 UP TO D" (OW
WHEN BOTH THE CHANNEL 3.2 AND THE CHANNEL CORRELATION MATRIX ARE MISMATCHE
DESIGN 3.2 BECOMES MORE IMPORTANT 4HIS CAN BE SEEN IN & GURE WHERE WE P
RESULTING SYMBOL ERROR RATE FOR RANK ESTIMATORS &OR THE MISMATCHED CASE
THE UNIFORM DESIGN IS MOREROBEHRROR IN CASE OF MISMATCH IS LOWER 7ITH THE R
TION THAT THE TRUE CHANNEL HAS A POWER DELAY PRO¢LE SHORTER THAN THE CYCLI
FOR A UNIFORM POWER DELAY PRO¢LE CAN BE SEEN AS A MINIMAX DESIGN
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&IGURE  -3% FOR CORRECT AND MISMATCHED DESIGN 4HE LATTER IS MARKED WITH C|

)NCORRECT 3.2

&INALLY WE EVALUATE THE SENSITIVITY TO MISMATCH IN DESIGN 3.2 FOR A RANK ESTIM/
THERE IS NO MISMATCH IN CHANNEL CORRELATION AND NOMINAL 3.2S OF AND D" Af
IN THE DESIGN THE SENSITIVITY TO 3.2 MISMATCH IS NOT THAT LARGE (OWEVER IN &IGL
PRESENT THE 3%2 FOR THE SAME RANK ESTIMATORS BUT WITH THE DIdERENCE THAT TH
CORRELATION IS MISMATCHED WITH THE DESIGN CORRELATION )N THIS SECOND CASE
DIdERENCE BETWEEN THE TWO DESIGNS THE HIGHER THE NOMINAL DESIGN 3.2 THE BET
PERFORMANCE OF THE ESTIMATOR IN THE RANGE TO D" IN 3.2 )T SHOULD BE NOTE
,--3% ESTIMATOR DESIGNED FOR A LARGE 3.2 APPROACHES THE ,3 ESTIMATOR

0
10

Symbol-error rate

10'2_ ---- Synchronized design ]
— Uniform design 30 dB

0 5 10 15 20 25 30
Average SNR  [dB]

&IGURE 2ANK ESTIMATOR 3%2 WHEN 3.2S OF AND D" ARE USED IN THE DESIGN 4HI
ESTIMATORS ARE DESIGNED FOR INCORRECT CHANNEL CORRELATION



#HAPTER
'ENERIC LOW RANK ESTIMATOR

)F WE WANT A ROBUST GENERIC CHANNEL ESTIMATOR DESIGN FOR /&$- SYSTEMS OF THE
THE ANALYSIS IN THE PREVIOUS SECTION SUGGESTS THE USE OF THE UNIFORM CHANN
A RELATIVELY HIGH 3.2 AS NOMINAL DESIGN PARAMETERS 4HE DESIGN OF SUCH AN E¢
REQUIRES KNOWLEDGE ABOUT THE LENGTH OF THE CYCLIC PRE¢X THE NUMBER OF TONE
THE TARGET RANGE OF 3.2S FOR THE APPLICATION )F THE RECEIVER CANNOT AdORD A
INCLUDES TRACKING OF CHANNEL CORRELATION AND 3.2 THIS CHANNEL ESTIMATOR WOR
FOR ¢cXED 3.2 AND CHANNEL CORRELATION

OERFORMANCE GAIN

&0OR THE SCENARIO USED IN THIS PAPER 3EC WE CHESOBEAAGRMKTH UNIFORM DESIGN
AND2-1 D" 4HE PERFORMANCE OF THIS ESTIMATOR IS PRESENTED IN &IG WHERE
FOR THE ,3 ESTIMATE AND KNOWN CHANNEL ARE ALSO SHOWN IS CAN BE SEEN TF
ESTIMATOR ISD" BETTER THAN THE ,3 ESTIMATOR AND LBSERBGIMN'HE KNOWN CHANNEL

#OMPARISON TO &)2 ¢cLTERS

IN ALTERNATIVE TO USING LOW RANK ESTIMATORS TO SMOOTH THE CHANNEL ESTIMATE!
GLTER INSTEAD (ENCE WE WILL COMPARE OUR PROPOSED LOW RANK ESTIMATORS TO .
SAME COMPLEXITY 4HE &)2 ¢LTERSTARS 7IENER ¢LTERSI;E= OMULTIPLICATIONS PER
TONE THAT ARE DESIGNED FOR THE SAME CHANNEL CORRELATION AND 3.2 AS THE LOW
&IGURE SHOWS THE 3%2 FORCHFASNKMATORS IN COMPARISON WITH &)2 ¢cLTERS OF THE
COMPUTATIONAL COMPLEXITY 7HEN THE COMPLEXITY IS MULTIPLICATIONS PEAG TONE !
ESTIMATOR HAS ABODTADVANTAGE IN 3.2 OVER THE &)2 ¢LTER IN THE RANGE OF 3.2S SHO
7HEN THE NUMBER OF CALCULATIONS GOES DOWN TO MULTIPLICATIONS PER TONE " T
OF THE RARKESTIMATOR BECOMES VISIBLE AND THE &)2 ¢cLTER PERFORMS BETTER AT 3.2
D"

(OWEVER IT SHOULD BE NOTED THAT THE PERFORMANCE OF THE LOW RANK ESTIMATOI
OF THE SIZE OF THE CYCLIC PRE¢X )F THE CYCLIC PRE¢X WERE TO BE DECREASED REL#
SYMBOL THE LOW RANK ESTIMATOR WOULD INCREASE ITS PERFORMANCE 4HIS IS DUE
THE PDIMENSIONP OF THE CHANNEL WHOSE DURATION IS ASSUMED TO BE SHORTER THAI
DECREASES AND CAN THUS BE REPRESENTED WITH FEWER COEbCIENTS /N THE OTHER |



Symbol error rate

—— Generic rank-8
.......... Known channel

0 5 10 15 20 _ 25 30
Average SNR [dB]

&IGURE  3%2 FOR 1!- TRAINING DATA AND A SYNCHRONIZED CHANNEL 4HE GENERIC R
ESTIMATOR DESIGNED FOR A UNIFORM CHANNEL AND D" IN 3.2 IS COMPARED TO THE ,3 I
AND KNOWN CHANNEL AT THE RECEIVER

o 107
53) 1|16 mult./tone
107H — FIRfilter
--- Rank-8
10° . : : . ‘
0 5 10 15 20 25 30
Average SNR  [dB]
10° ‘ ‘ ‘
e W00 TS
g 12 mult./tone 7
10" — FIR-filter
--- Rank-6
10° ‘

0 ) 10 15 20 25 30
Average SNR  [dB]

&IGURE 3%2 COMPARISON BETWEEN TIEEEERANKATORS AND &)2 7IENER ¢LTERS OF THE
SAME COMPLEXITY "OTH ESTIMATORS ARE DESIGNED FOR THE UNIFORM CHANNEL AND
MULTIPLICATIONS PER TONE AND " MULTIPLICATIONS PER TONE

PREGX INCREASES IN SIZE MORE COEDbCIENTS ARE NEEDED TO AVOID LARGE APPROXIMATIC
WHETHER OR NOT THE LOW RANK ESTIMATOR IS BETTER THAN THE &)2 ¢cLTER DEPENDS ON
OF THE CYCLIC PRE¢X AND THE ALLOWED COMPLEXITY



4HE USE OF TIME CORRELATION

4HE LOW RANK ESTIMATOR PRESENTED IN THIS PAPER IS BASED ON FREQUENCY CORREIL
TIME CORRELATION OF THE CHANNEL CAN ALSO BE USED 4HE TWO DIMENSIONAL ,--3% E.
BE SIMPLIGED USING THE SAME TECHNIQUE WITH RANK REDUCTION AS DESCRIBED HERE
IT 1S SHOWN THAT SUCH AN ESTIMATOR GIVES AN INFERIOR PERFORMANCE FOR A ¢XED C
IT SEEMS THAT SEPARATING THE USE OF FREQUENCY AND TIME CORRELATION IS THE MC
ESTIMATING THE CHANNEL

ITHER APPROACHES TO USE THE TIME CORGHIAUSE ASDECISION DIRECTED SCHEME ;
OR &)2¢LTERS; = 4HE FORMER CAN BE USED IN A SLOW FADING ENVIRONMENT WHERE
PERFORMANCE FOR A MINIMAL COMPLEXITY AND THE LATTER IS PREFERRED IN CASE Ol
POSSIBLE TO USE A BANK OF &)2 ¢cLTERS AND CHOOSE THE MOST APPROPRIATE ACCORD
$OPPLER FREQUENCY ; =






#HAPTER
#ONCLUSIONS

7E HAVE INVESTIGATED LOW COMPLEXITY LOW RANK APPROXIMATIONS OF THE ,--3% CH.
MATOR FOR NON SAMPLE SPACED CHANNELS 4HE INVESTIGATION SHOWS THAT AN ESTIN
INHERENT IN THE LOW RANK APPROXIMATION IS THE SIGNICCANT LIMITATION TO THE ACHIL
REDUCTION 7E SHOWED THAT A GENERIC LOW RANK ESTIMATOR DESIGN BASED ON THE
CORRELATION AND A NOMINAL 3.2 CAN BE USED IN OUR TONE SCENARIO #OMPARED V
3% THERE IS ONLY A SMALL LOSS IN PERFORMANCE UP TO A 3.2 OF D" BUT A REDU
IN COMPLEXITY WITH A FACDOR &OR SYSTEMS WITH MORE SUBCHANNELS THIS GAIN I
LARGER 4HE GENERIC ESTIMATOR DESIGN ONLY REQUIRES KNOWLEDGE ABOUT THE L
PREcX THE NUMBER OF TONES IN THE SYSTEM AND THE TARGET RANGE OF 3.2S FOR TH
7E ALSO COMPARED LOW RANK ESTIMATORS TO &)2 ¢LTERS ACROSS THE TONES 4t
SHOWED THAT AT LOW COMPLEXITIES AND HIGH 3.2S THE &)2 ¢cLTERS IS THE PREFERABLE
THE ERROR &0OOR IN THE LOW RANK APPROXIMATION (OWEVER IF WE CAN ALLOW UP TO
PER TONE IN OUR SCENARIO THE LOW RANK ESTIMATOR IS MORE ADVANTAGEOUS IL¢
ESTIMATORS IMPROVE THEIR PERFORMANCE AS THE CYCLIC PRE¢X DECREASES IN SIZE






IPPENDIX !
/PTIMAL RANK REDUCTION

4HE OPTIMAL RANK REDUCTION IS FOUND FROM THE CORRELATION MATRICES
N O
lg, $ Br 1lee
N e n
l1g.8., $ BBr 1lcc ﬁ(
AND THE 36$ \
' |
1 GB,<R1 BB 0 #0 !
WHERE ANDO ARE UNITARY MATRICES ISND DIAGONAL MATRIX WITH THE SINGULAR VAL
CwC waaaw - ONITS DIAGONAL 4HE BEST LOW RANK ESTIMATOR ; =1IS THEN

#o g
& o 0" 1548k !

WHERE IS THBb OUPPER LEFT CORMEREOFNE EXCLUDE ALL BUWLARGEST SINGULAR
VECTORS )N THIS PAPER WI%BKI-F!AVIE cc ANDL BBy 1ce 57 ( AND WE NOTE THAT THEY

SHARE THE SAME SINGULAR BETHERINESIQ 4c4 ~ 4HUS WE MAY EXPRESS !
AS

21
4c ¢ L(\ 4" 0 #0
21
0 0 4ANDE ¢ c M
21
AHE RANRESTIMATOR | NOW BECOMES
& 4 "0 4 4 ¢ (a4 By
21
4 Fo c N ( 4 8gx 4 2° 4 Bg



WHERE IS THBb OUPPER LEFT CORNER OF

' n o W W -
a ¢ ¢ —( CHOF aaa
w

_n_ . _n_

21 21

OTETHAT 0 SINCE WE ARE ESTIMATING THE SAME TONES AS WERREMOESERNMG

AND AN EIGENVALUE DECOMPOSITION COULD BE USED TO ACHIEVE OPTIMAL RANK RELC
GENERAL CASE WBERILOT SYMBOL ASSISTED MODULATION ; = IS USED AND THERE ARE
SYMBOLS PILOTS ON ONLY A PART OF THE SUBCHANNEIGS WIG@@ ANDl g g

DONUT SHARE THE SAME SINGULAR VECTORS THE MATRICES ARE NOT EVEN OF THE SAM
MORE GENERAL 36% MUST BE USED WHICH MOTIVATES THE NOMENCLATURE IN THIS ARTIC




IPPENDIX "
#HANNEL CORRELATION MATRICES

5SING THE CHANNEL MODEL IN THE ATTENUATIDBEQIOVBNE

G ° mp'i
H
AND THE CORRELATION MATRIX FOR THE ATTEGUATION VECTOR

N O
1 GG $ GG . QM<
CAN BE EXPRESSERUSSINDEPENDENT
. . ,9‘ '8\ . Lo
Qwm aaa E, ~ t wD' T c~ C-~-
J H
'8 : | {~ L M
E, wt D " CH
H

WHERE~ IS THE MULTI PATH INTENSITY PRE¢LE ASOHE PROBABILITY DENSITY FUNCTION

J
4HE CORRELATION MATRICES OF THE THREE CHANNELS USED IN THIS PAPER ARE CAL

g 3YNCHRONIZED CHANNEL
4HE PROBABILITY DISTRIBUTIONS FOR THE DELAYS ARE

E -~ p ~
+ IFy @ +<
s OTHERWISE ’

AND THE POWER DELAY PRC¢LE 'ISD ~~e®r 3UBSTITUTING IN " AND NORMALIZING
Q, TO UNITY GIVES US
t u

. IR L' M
* '|{L—‘M D" =r U™

~OQLR r o
Qu : .
+ , ~QLR D'“LR




g SNIFORM CHANNEL
4HE PROBABILITY DISTRIBUTIONS FOR THE DELAYS ARE

+ IF4 @ +<
S OTHERWISE ™ '

AND THE POWER DELAY PROGLE I$ CONSTARSUBSTITUTED IN " AND NORMALIZING
Q. TO UNITY GIVES US

Qwm cp ! M

IFL M



IPPENDIX #
STIMATOR MEAN SQUARED ERROR

)N THIS APPENDIX WE DERIVE THE -3% OF THESRAWMKIOR IN 7E ALSO PRESENT THE
-3% &0OR WHICH BOUNDS THE ACHIEVABLE -3% FROM BELOW IN LOW RANK APPROXIMA’
3% ESTIMATOR 40 GET A GENERAL EXPRESSION FOR THE MEAN SQUARED BRROR FC
APPROXIMATION OF THE ,-3% ESTIMATOR WE ASSUME THAT THE ESTIMATOR HAS BEE
FOR CHANNEL CORRELAMNID SIGNAL TO NOISE2RATIBUT THE REAL CHANNES THE
CORRELATIQNAND THE REAL SIGNAL TO NOISECRATIEREM AND WE HAVE

&r & K WHERE THE NOISEMERM MHAS THE AUTOCOVARIANCE MATREX( 4HE

ESTIMATION ERROME" &, OF THE RAKKESTIMATOR IS

o, 4 (° 2o 4' 8 4 %° 4R #
AND THE MEAN SQUARED ERROR IS
N O
LRDO — 3Q@ED D, #

40 SIMPLIFY THE EXPRESSION WE USE THAT

q & ANDRIARE UNCORRELATED HENCE THE CROSS TERMS ARE CANCELLED IN THE EX|
s

r
q3Q@BB4 ' 3Q@BD IF4 IS A UNITARY MATRIX3GBD ! 3Q@BD
3Q@BD; =
q 3Q@BB# O @,G WHEN: IS A DIAGONAL MATRIX WITH THE ELEMENTS

DIAGONAL ANDNOT NECESSARILY A DIAGONAL MATRIX HAS DIAG®NAL ELEMENTS
5SING # IN # THE MEAN SQUARED ERROR BECOMES

LRDO  —30@BB (- 2° 4 1g4 (0 20

ao ao

4 4 1 gh



— X3 P X3t —
. n
— X3 S L #

WHERY IS THE CHANNEL POWERTWH THRANSFORM COEWEGENAEITH DIAGONAL ELEMENT

OF THE MATRIXt cd 4HE -3% CAN BE LOWER BOUNRED® w LRD O BY WHAT WE CALL
THE -3% a0O0OR .
8
LRD O — X3
T Jo
r s
)F THERE IS NO MISMATZ=H IR CHANNEL CORRELATIONXJWEZH@/FE' 14 W

ANDF1 2-1 AND THE -3% BECOMES
n 8

@‘ ’
LRDO — ) — —
= W P o1 P 3 W
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