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OPTIMUM DATA RATE IN CELLULAR SYSTEMS

Peter Malm, Ove Edfors, Torleiv Maseng

Department of Applied Electronics
Lund University
Ole Romers viig 3, Lund, Sweden
e-mail: peter.malm@tde.lth.se

Abstract — The spectrum efficiency in a cellular ra-
dio system is affected by the data rates used in the
system. High data rates may result in low spectrum
efficiency if the frequency reuse is low. The spectrum
efficiency may be enhanced by using adaptive mod-
ulation with carefully chosen data rates. We present
an analytical method, based on a lower bound on
BER, for finding the best data rates. The method
results in the best code rates to be used with QPSK,
8-PSK, and 16-QAM in an adaptive fashion. The
general conclusion is that a large number of carefully
chosen data rates enhances the spectrum efficiency.

I. INTRODUCTION

It is important to choose the channel coding rate
carefully in a cellular radio system. This is true ir-
respective of the type of modulation scheme. The
code rate must be chosen to allow a small cluster
size, and it must also give a high throughput. These
two demands are often contrary to each other, and
it is not obvious for a designer how to find the best
code rates.

The purpose of this paper is to analytically find the
best code rates in an adaptive-modulation arrange-
ment when the optimality criterion is the spectrum
efficiency in Mbps/MHz/area-unit. The modulation
arrangement may use one of three signalling modes
consisting of alphabet sizes {4,8,16} together with
code rates { R4, Rg, Rijg}. By calculating the spec-
trum efficiency for all combinations of modes, we can
find the combination which gives the best spectrum
efficiency. Switching between modes generates some
signalling between transmitter and receiver, but this
signalling has been neglected in this paper. How-
ever, the analysis is general and can be applied to
all FDMA/TDMA cellular systems.

Many parts of the transmission system are modelled
as perfect, e.g., perfect synchronization and perfect
filters. The radio channel is modelled as slow and

flat Rayleigh fading, and the coding arrangement is
optimal in additive white Gaussian noise (AWGN).
The result is an average lower bound on the clus-
ter size of the cellular system for a given bit error
rate (BER). However, this assumes perfect channel
side information and infinite decoding delay. It is
also important to point out that the values of spec-
trum efficiency obtained are optimal only when the
cellular system is modelled accurately.

The paper is organized as follows. It starts with an
explanation of how the spectrum efficiency is calcu-
lated. After that follows a description of the cellu-
lar system model, the propagation model, and the
coding arrangement. The results of the efficiency-
calculation are presented in tabular form, and are
followed by conclusions. Finally, the method and
the results are discussed.

II. METHOD

Method for Finding Spectrum Effi-
ciency

Spectrum efficiency in a cellular system is often de-
fined as the total throughput in a cell-cluster divided
by the cluster’s total area and bandwidth [1]. This
section departs with a study of the throughput in a
cellular system, and arrives at a simple expression
for spectrum efficiency.

Assume that the total bandwidth assigned to a cell
is divided into n. channels each having a constant
bandwidth W Hertz. A user is offered throughput
di(t) at time ¢ when using channel k, and the mo-
mentary total throughput in a cell T¢);(t) is the sum

of all user throughputs,

L
Tn(t) = 3 di(). (1)
k=1
Hence, T (t) changes as each user’s throughput
changes.



Each user’s throughput depends on the signal to in-
terference ratio (SIR) when adaptive modulation is
used. T;.(t) is therefore a function of the user-SIR’s
in a cell. The SIR T in a cellular system is a random
variable due to shadow-fading of the signal. More-
over, the expected SIR is a function of the distance r
between base station and mobile station. The prob-
ability density function of I is thus conditioned on

r:
fr(Tlr). (2)

The adaptive modulation scheme allows three differ-
ent alphabet sizes M € {4,8,16}. Associated with
each alphabet size is a code rate: Ry, Rg, and Ryg,
where all three code rates are in the interval [0, 1].
Thus, three sets (modes) of M and R are formed:
mode A, mode B, and mode C. The set {A,B,C} is
a permutation of {4,8,16}, and it is introduced to
give a simple expression for the average throughput
T'(r) below. Three data rates are associated with
the three modes: d4, dg, and dc. The data rate of
mode i, i € {A, B,C}, is

d; = Rilogy ). (3)

A minimum SIR, which must be fulfilled to sus-
tain the specified BER, is also associated with each
mode. These minimum signal to interference ra-
tios are denoted SIR,, SIRp, and SIR;, where
SIR, <SIRg <SIR¢. If several modes fulfill the de-
mand on BER, the mode with the highest data rate
is chosen. This way the system adapts the modula-
tion to a changing SIR.

The average throughput T'(r) experienced by a mo-
bile user on distance r from the base station is

IRg
fr(L|r)dl’ +
SIRA
SIR¢

dp fr(T|r)dl’ +
SIRs

dc_/ﬁ':c fr(T|r)dr. (4)

In order to eliminate the conditioning on r, we spec-
ify a uniform customer density. The probability den-
sity function for r is

T(f’) = dgy

fr(r) = %* (5)

Here, R, is the range of the base station. The base
station’s antenna is assumed to be elevated, and the
mobile user can not come closer to it than R.;,,

thus R, < r < Ry. The average throughput of a
randomly picked user is denoted T,,.;, and is equal
to

Ry 2 Ro
Toner = [Rw T, (r)dr = 7z fﬂm T(r)rdr. (6)

The average throughput of a cell with n, users (chan-
II.E]E} i8 Teenn = Mol yger- The relation between 1.,
and Tieu(t) in (1) is Teen =E[Teen(t)), i-e., Teen is the
expected value of Ti..(t) over time t. A whole cell
cluster with size § has average throughput

Tojuster = .BT cell = ﬁﬂcTuH’.r . (7)

All cells are assumed to have constant cell area ¢,
which is an accurate model only for a cellular system
with homogeneous terrain and constant user density.
The spectrum efficiency in Mbps/MHz/area-unit is

a Teluster _ &
1= BWpn, ~ (WB' ®)

The spectrum efficiency in (8) can be simplified by
excluding the cell-area { and the bandwidth W be-
cause they are independent of the cluster size and
each user’s data rate. The final expression for 7 is

thus
noc e, ©)

which is used in the rest of the paper. Expression
(9) does not give absolute values of the spectrum ef-
ficiency. However, it is only the change in n between
different modes which is of interest here.

The parameter remaining to be calculated in (9) is
the cluster size . A one-to-one relationship (de-
scribed below) exists between the distribution of I’
and the cluster size. The position in the cell where
the SIR is lowest (on the average) is on the cell’s
edge. Therefore, I" on the cell’s edge must not go
below SIRs (SIRs <SIRg <SIRc) more often than
specified by the outage probability F,,:. Mathemat-
ically,

P(I' <SIR,) = P(z<log, (SNR,)) < Fou: (10)
must be fulfilled on the cell’s edge, and z = log,(T').

When both wanted signal and all interferers suffer
fading with lognormal distribution, the SIR I' has
lognormal distribution, and therefore 2 = log,(I)
has normal distribution. The mean and variance of z



are denoted m, and o? respectively. Expression (10)
can then be rewritten

1 “Q (lﬂg\: (SNRA) — My

0.

) E Pﬂutl {11)

where Q(-) is the normalized upper tail probability
function for the normal distribution. The cluster
size (3 is a function of both m, and of ¢, and 3 can
thus be calculated when m, and o, are known.

To complete the method we need a relation between
the BER and {SIR, ,SIRg,SIRc }. Such a relation is
presented in section Channel Model and Coding Ar-
rangement. Then, given the BER, the code rates
{R41RG:R16}1 and ﬁmt: we can find ﬁ and T yser-
In the investigation below, spectrum efficiency is
calculated for the modes that can be created from
M = {4,8,16} and R = {0.02,0.04,...,1}.

Cellular System Model

The cellular system is modelled as a perfectly sym-
metric grid of equally sized hexagonal cells. As men-
tioned above, a mobile user never comes closer to the
base station than R,;,. The range of the base sta-
tions are Ry, and therefore R_;, < r < Ry where we
have chosen R, ;, = 0.1H,.

Only cochannel interference is accounted for, and the
interfering cochannel base stations can be geometri-
cally arranged in so-called group-tiers. Without de-
scribing the geometry in detail, we will present an
expression for the positions of the interfering base
stations as a function of 5. The expression gives the
positions of the cochannel] base stations illuminating
a user when all base station antennas have 12(° lobe
widths. The expression, together with supplemen-
tary information about the parameters in it, renders
it possible to repeat the results in this paper.

The position z(n,p) of cochannel base station num-
ber n in group-tier p relative to the origin is de-
scribed by using complex notation

z(n,p) = %Rm/ﬁ\/ﬁ —plal +Iq?

Ej[ili”"'"“'i“(#m) _n] ;

n=3p,...,5p — mod(p,2)
oSty —tg 7 -

Here, the angle a depends on the actual allocation of
carrier frequencies in the cells, and it changes with
the cluster size. However, a is assumed constant

in this simple model, and is chosen as a = /6.
This will affect the outage probability less than 30%.
Three group-tiers (resulting in 13 cochannel interfer-
ers) has been taken into account.

Propagation Model

The area mean power at distance r from a transmit-
ter is described by

50)=5(k) (7:) (13

where the propagation exponent 7y is between 3.5
and 4.0 [2]. S(r) is the average over the shadow fad-
ing, which, as mentioned before, is assumed to have
lognormal distribution. Inspired by [3], Wilkinson’s
method [4, 5] is used for adding the independent log-
normal random variables that model the cochannel
interference. The random variables are unidentically
distributed as a result of different distances to the
interferers in a cellular system.

The SIR’s standard deviation o, is often called
the dB-spread when measured in dB. To imitate a
GSM system as closely as possible, typical GSM-
parameters are adopted in order to find a suitable
value for .. With outage probability P,,; = 0.05,
B = 9, and necessary SIRyi, = 9 dB in a GSM
system [6], the cellular system model above gives
that the dB-spread is 5.1 dB for each interferer when
v = 3.5.

The mobile user is assumed to move slowly enough
for the slow fading to be virtually constant over
many symbols. The sum of interference over a sym-
bol is modelled as AWGN, which is plausible when
the number of interferers is large.

Channel Model and Coding Arrange-
ment

An average lower bound on the BER for given M
and R in slow, flat Rayleigh-fading channel was de-
rived in (7], and is reviewed here for the reader’s con-
venience. A consequence of the slow and flat fading
property is that the sampled output y of the matched
filter in the receiver is

=cej¢I+ﬂ, 14
y

when symbol z is transmitted. Here,
¢ € Rayleigh(c?) is the channel’s influence on
the amplitude, ¢ € Rect(0,2n) is a random phase
shift introduced by the channel, and the random



variable u 13 AWGN. 1t is assumed that perfect
channel side information eliminates ¢’?. The power
attenuation due to distance is fully taken care of in
(13); the second moment of ¢ can be set to 1. Thus,
the variance of ¢ is 02 = 1/2. The additive noise u
and the representation of the transmitted symbol =
are complex, i.e., z,u € C, while c € R.

Although perfect channel side information is avail-
able, the Rayleigh fading channel degrades the per-
formance compared to an AWGN channel with con-
stant SIR. An expression for the channel capacity
Cawcn (c) of a two-dimensional signal constellation
with equiprobable channel symbols in AWGN is pre-
sented in [8]. The average channel capacity Cray of
the Rayleigh fading channel is found by averaging
Cawcn (c) over all possible values of ¢, ¢ € [0, o),

9]

CRay = ]u ” fo(e)Cawen(c) de. (15)

Here, fo(c) is the density function of the Rayleigh
distribution.

The average capacity is not a bound but an esti-
mate of the capacity of a Rayleigh fading channel.
However, the number of transmitted bits per chan-
nel access approaches Cra,y if the code words’ length
are allowed to approach infinity. Very long code
words require very long decoding delays, and the
decoding delay is thus unconstrained. So far, it has
been assumed that the Rayleigh fading channel is
memoryless. A virtually memoryless channel can be

obtained by introducing large interleavers after the
encoder.

The discrete-input /discrete-output system from en-
coder input to decoder output is regarded as a bi-
nary symmetric channel (BSC) [10]. The capac-
ity of a BSC, Cgsc, is a function of the BER,
while Cr., in (15) is a function of the SIR. The
capacity of the Rayleigh fading channel lies within
0 < CRay =< Rlogy(M), and due to the data pro-
cessing theorem (8],

Cisc Rlogy (M) < CRay- (16)

Equality in (16) gives a relationship between a spe-
cific BER through Cgsc and the appropriate average
SIR-level through Cray. The minimum SIR sustain-
ing a given BER with data rate Rlog,(M) can thus
be found.

Setof M {[n || Ry || Rs || Rig || B
4 04022 - 1.1
8 0.4 0.14 1.1
16 0.4 0.12 | 1.2
48 1.3 | 0.18 | 0.66 1
416 1.5 | 0.20 0.60 | 1
8,16 1.5 0.120.60 | 1
4816 1.8 0.18] 050 | 0.72 | 1

Table 1: Optimum code rates R, Rg, and Ry for
all combinations of alphabet sizes M. The full set
{4,8,16} gives best spectrum efficiency 1. The clus-
ter size is constrained to 8 > 1, and the powerful
coding arrangement gives cluster sizes close to 1.

Setof M || 1 R, [Rs [Re[B ]
4 0.2210.78 T
8 0.26 0.64 7.3
16 0.29 05473
4,8 0.36 | 0.78 | 0.92 7
4,16 0.45 | 0.78 0.88 | 7
8,16 0.44 064 | 090 | 7.3
4816 046 | 0.78 [ 0.8210.92 | 7

Table 2: Optimum code rates Ry, Rg, and R;g when
the allowed cluster sizes are between 7 and 9. The
set {4,8,16} gives the best spectrum efficiency.

III. RESULTS

The analysis is divided into two cases, one where
all cluster sizes § > 1 are allowed, and one where
cluster sizes are confined to 7 < 8 < 9. The first
case deals with the maximum spectrum efficiency,
while the second deals with the highest spectrum
efficiency in existing systems. Calculated values on
spectrum efficiency, optimum code rates, and cluster
sizes are given in Table 1 for 8 > 1, and in Table 2
for 7 < B < 9. It is obvious in Table 1 that the
extreme coding arrangement is very robust against
interference, and cluster sizes close to one results.
Cluster sizes between 7 and 9 gives lower spectrum
efficiency although the code rates are much higher
than in the first case.

IV. CONCLUSIONS

The conclusion from Table 1 and Table 2 is that the
spectrum efficiency is enhanced when the number of
modes increases. This is natural since a large num-
ber of modes allows the communication system to
adapt with greater precision to the changing chan-
nel. If only a limited number of alphabet sizes can be



supported, then modes which cover the SIR-range as
well as possible should be chosen. For example are
modes based on M = {4,16} next best to modes
based on M = {4, 8,16}.

Another conclusion is that a low demand on
throughput on the cell’s edge gives the best spec-
trum efficiency. The largest spectrum efficiency in
Table 1 is obtained when the data rate on the cell’s
edge is R4log,(4) = 0.36 bits per channel access,
which accounts to 72 kbps with a bandwidth of 200
kHz. Such a low data rate on the edge facilitates a
high throughput close to the base station, and the
total spectrum efficiency benefits,

Although the throughput is part of the expression
for spectrum efficiency in (9), it is not sure that a
high value on spectrum efficiency gives high through-
put everywhere in the cell. Additional demands on
throughput must be made to guarantee a certain

throughput everywhere in a cell.
V. DISCUSSION

A relevant question is if the values on spectrum ef-
ficiency presented here are optimum. The answer is
yes if the real cellular system is accurately modelled
by the model in section Cellular System Model. The
model in this paper does not consider antenna diver-
sity or dynamic channel allocation, which will give
even higher values of spectrum efficiency. Larger al-
phabet sizes and more than three modes will also en-
hance the spectrum efficiency. Optimum data rates
for this type of enhanced systems needs to be ana-

lyzed separately.

It is optimistic to believe that the results on opti-
mum data rates presented here can be applied to a
practical system. Perfect channel side information,
infinite decoding delay, and perfect synchronization
are hard to attain. However, the impact of a non-

perfect system can be accounted for by adding an
implementation loss in dB to the minimum SIR.

In any case, this paper shows that optimum data
rates exist in a cellular system as a consequence
of the frequency reuse mechanism. It also clarifies
that a large number of modes and a low cell-edge
throughput is necessary to obtain a high spectrum
efficiency. As mentioned before, the signalling re-
quired for mode-switching has not been accounted
for. This is justifiable in a system with a very slow
channel and/or a very high bit-rate. Otherwise, only
a limited number of modes can be used before the
throughput decreases as a result of extensive sig-

nalling. To investigate this upper limit, the sig-
nalling protocol must be defined and an error bound
for constrained block lengths in a Rayleigh fading
channel found. This is a difficult problem and is not
treated here.
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