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Abstract

One of the most cited studies in recent years within the field of non-stationary panel data analysis is that of Bai and Ng (2004, A PANIC Attack on Unit Roots and Cointegration. *Econometrica* 72, 1127-1177), in which the authors propose PANIC, a new framework for analyzing the nonstationarity of panels with idiosyncratic and common components. This paper shows that, although valid at the level of the individual unit, PANIC is not an asymptotically valid framework for pooling tests at the aggregate panel level.
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1 Introduction

Consider the observed variable $X_{it}$, where $t = 1, \ldots, T$ and $i = 1, \ldots, N$ indexes the time series and cross-sectional units, respectively. The starting point of PANIC is to decompose $X_{it}$ into two components, one that is common across $i$ and one that is idiosyncratic. In this paper, we consider the simple setup with
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an individual specific constant only, in which case \( X_{it} \) may be written as

\[
X_{it} = c_i + \lambda'_i F_t + e_{it} = c_i + \sum_{j=1}^{r} \lambda_{ji} F_{jt} + e_{it},
\]

(1)

where the common factors \( F_{jt} \) and loadings \( \lambda_{ji} \) together represents the common component of \( X_{it} \), while \( e_{it} \) represents the idiosyncratic component. These are assumed to be generated as

\[
F_{jt} = \phi_j F_{jt-1} + u_{jt} \quad \text{and} \quad e_{it} = \rho_i e_{it-1} + \epsilon_{it},
\]

(2)

where we assume for simplicity that the errors \( u_{jt} \) and \( \epsilon_{it} \) are serially uncorrelated. In this setup, the idiosyncratic component \( e_{it} \) has a unit root if \( \rho_i = 1 \) and it is stationary if \( \rho_i < 1 \). Similarly, if some of the \( \phi_j \) parameters are equal to one, then \( X_{it} \) has as many common stochastic trends as the number of unit roots in \( F_t \).

The objective of PANIC is to determine the number of common stochastic trends and test if \( \rho_i = 1 \) when \( F_t \) and \( e_{it} \) are estimated using the method of principal components. The problem is that if \( e_{it} \) is nonstationary, then this method cannot be applied to \( X_{it} \) because it will render the resulting estimate of \( \lambda_i \) inconsistent. Bai and Ng (2004) therefore suggest applying the principal components method to \( x_{it} \), the first difference of \( X_{it} \), rather than to \( X_{it} \) itself.

To appreciate this point, note that \( x_{it} \) can be written as

\[
x_{it} = \lambda'_i f_t + z_{it},
\]

(3)

where \( f_t \) and \( z_{it} \) are the first differences of \( F_t \) and \( e_{it} \), respectively. In contrast to (1), all the components of this equation are stationary, which means that consistent estimates \( \hat{\lambda}_i \) and \( \hat{f}_t \) of \( \lambda_i \) and \( f_t \) can be obtained. The variables \( F_t \) and \( e_{it} \) can then be estimated by recumulating the first differenced series as

\[
\hat{F}_t = \sum_{s=2}^{t} \hat{f}_s \quad \text{and} \quad \hat{e}_{it} = \sum_{s=2}^{t} \hat{z}_{is} \quad \text{where} \quad \hat{z}_{is} = x_{is} - \hat{\lambda}_i \hat{f}_s.
\]

The idea behind PANIC is to test whether \( \rho_i = 1 \) by subjecting \( \hat{e}_{it} \) to any conventional unit root test, such as the classical Dickey and Fuller (1979) test, henceforth denoted \( DF_{\hat{e}}(i) \). The justification for testing in this particular way is that \( DF_{\hat{e}}(i) \) is asymptotically equivalent to \( DF_{\hat{e}}(i) \), the unit root test based on \( e_{it} \). Similarly, knowing \( \hat{F}_t \) is as good as knowing \( F_t \), in the sense that \( DF_{\hat{F}}(i) \) is asymptotically equivalent to \( DF_{\hat{F}}(i) \). This is very convenient as it implies that it is possible to disentangle the sources of potential nonstationarity in \( X_{it} \) by separately testing for unit roots in \( e_{it} \) and \( F_t \).

Another interesting advantage of PANIC is that \( DF_{\hat{e}}(i) \) can be used to construct pooled tests for a unit root in \( e_{it} \). The conventional way to construct
such tests involves first demeaning the data, and then subjecting each of the demeaned series to a unit root test. If $X_{it}$ is independent across $i$, the average of these tests converges to a normal variate under the null hypothesis of a unit root. Unfortunately, such tests are generally inappropriate as $X_{it}$ will usually exhibit at least some form of dependence across $i$.\(^1\) By contrast, pooled tests based on $e_{it}$ are more widely applicable, since they are valid under the more plausible assumption that $X_{it}$ admits to a common factor structure.

Yet another advantage, even in comparison to other studies that also permit for common factors, is that in PANIC the factors need not be stationary. This makes tests based on $e_{it}$ very general indeed, and is probably one of the main reasons why PANIC has become so popular in both applied and theoretical work, see Breitung and Pesaran (2005).

In this paper, we point out a weakness in PANIC that seems to have been overlooked in the literature. In particular, we show that the theoretical results provided by Bai and Ng (2004) are not enough to ensure that PANIC can be used for the purpose of pooling individual unit root tests. This is because the asymptotic error incurred when replacing $DF^e_{c}(i)$ with $DF^e_{c}(i)$ is not small enough to vanish as $N$ increases, but manifests itself as a nuisance parameter in the asymptotic distribution of the pooled test. Thus, although still valid at the level of the individual unit, PANIC is not a valid approach for constructing pooled tests.

\section{Asymptotic results}

In this section, we give the main theoretical results, using as an example the $DF^e_{c}(i)$ statistic, which was also considered by Bai and Ng (2004). However, the results apply to all panel tests that are based on pooling across individual test statistics or their $p$-values. The data generating process is taken directly from Bai and Ng (2004), and consists of (1) and (2) plus their Assumptions A through E. As in that paper, we also assume that $u_{it}$ and $e_{it}$ are serially uncorrelated when the $DF^e_{c}(i)$ test is used.\(^2\)

In the appendix we show that under the null hypothesis that $\rho_i = 1$, as $N, T \to \infty$

\begin{equation}
DF^e_{c}(i) = DF^e_{c}(i) + R_i = DF^e_{c}(i) + O_p \left( \frac{1}{C_{NT}} \right) \Rightarrow B_i,
\end{equation}

where $R_i$ is a reminder term, $C_{NT} = \min\{\sqrt{T}, \sqrt{N}\}$ and $B_i$ is the usual Dickey and Fuller (1979) test distribution. The by far most common way of pooling

\(^1\)See Breitung and Pesaran (2005) for a recent survey of the existing panel unit root literature.

\(^2\)Violations can be easily accommodated by using any serial correlation corrected test, such as the augmented Dickey and Fuller (1979) test.
statistics of this sort is to take the cross-sectional average, which in the current context involves computing

\[ DF_c^e(N) = \frac{1}{N} \sum_{i=1}^{N} DF_c^e(i). \]

Bai and Ng (2004) argues that since \( DF_c^e(i) \) is asymptotically equivalent to \( DF_c^e(i) \) and \( B_i \) is independent across \( i \), then

\[ \sqrt{N}(DF_c^e(N) - E(B_i)) \Rightarrow N(0, \text{var}(B_i)) \text{ as } N, T \to \infty. \]

However, this is not correct, as can be seen by writing

\[ \sqrt{N}(DF_c^e(N) - E(B_i)) = \sqrt{N} \left( \frac{1}{N} \sum_{i=1}^{N} DF_c^e(i) - E(B_i) \right) \]

\[ = \sqrt{N} \left( \frac{1}{N} \sum_{i=1}^{N} DF_c^e(i) + O_p \left( \frac{1}{\sqrt{NT}} \right) - E(B_i) \right) \]

\[ = \sqrt{N}(DF_c^e(N) - E(B_i)) + O_p \left( \frac{\sqrt{N}}{\sqrt{NT}} \right). \quad (5) \]

This result is summarized in the following theorem.

**Theorem 1.** Under the null hypothesis that \( \rho_i = 1 \) for all \( i = 1, ..., N \), as \( N, T \to \infty \)

(a) \( DF_c^e(N) \to_p E(B_i), \)

(b) \( \sqrt{N}(DF_c^e(N) - E(B_i)) \Rightarrow N(0, \text{var}(B_i)) + \sqrt{N}R_{\infty}. \)

A detailed account of the reminder \( R_{\infty} \) is provided in the appendix. However, it is instructive to note that \( R_N = \frac{1}{N} \sum_{i=1}^{N} R_i \to_p R_{\infty} \), where

\[ \sqrt{N}R_i = O_p(1) \sqrt{N} \left( \frac{1}{T} \sum_{t=2}^{T} e_{it} A_{it} \right) + O_p(1) \sqrt{N} \left( \frac{1}{T^2} \sum_{t=2}^{T} e_{it-1} A_{it-1} \right) \]

\[ + O_p \left( \frac{\sqrt{N}}{\sqrt{T}} \right) + O_p \left( \frac{1}{\sqrt{T}} \right). \quad (6) \]

where \( A_{it} \) denotes the cumulative sum of \( a_{it} = \lambda_i' f_t - \hat{\lambda}_i' \hat{f}_t \). Thus, given that \( N/T \to 0 \), the last two terms on the right-hand side of (6) vanish as \( N, T \to \infty \). The first and second terms, however, are \( O_p(\sqrt{N}/C_{NT}) \) and therefore do not vanish. Consider for example the first term, which under the null hypothesis of a unit root in \( e_{it} \) can be written as

\[ \sqrt{N} \left( \frac{1}{T} \sum_{t=2}^{T} e_{it} A_{iT} \right) = \left( \frac{1}{\sqrt{T}} \sum_{t=2}^{T} \epsilon_{it} \right) \left( \frac{1}{\sqrt{T}} \sum_{t=2}^{T} (\sqrt{N}a_{it}) \right) = O_p(1) O_p(1), \]
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where the last equality follows from the fact that both terms in the product are normally distributed as \( N, T \to \infty \) with \( N/T \to 0 \), see Bai (2003).

In other words, PANIC is not a valid approach for pooling tests unless \( \lambda_i \) and \( f_t \) are known so that \( a_{it} \) is zero. Specifically, the problem is that although the asymptotic distribution of \( \sqrt{N}(DF_e^c(N) - E(B_i)) \) is correctly centered as indicated in Theorem 1 (a), it is no longer normal with variance \( \text{var}(B_i) \). Using the PANIC approach for an individual unit, however, will lead to an asymptotic distribution that is free of nuisance parameters, although nonnormal as seen in (4).

With \( N \) and \( T \) finite there is the additional problem that \( a_{it} \) will in general be different from zero, and hence we might also expect to observe some miscentering in small samples. In other words, replacing \( DF_e^c(i) \) with \( DF^c_e(i) \) induces both an asymptotic and a small-sample bias, which presents us with a theoretical difficulty that needs to be resolved. The proposal of this paper is very simple and involves applying the method of principal components to the whole panel, but using only a subset, \( M \) say, for constructing the pooled test.

**Theorem 2.** Suppose that \( N/T \to 0 \) and \( M/N \to 0 \) as \( M, N, T \to \infty \), then under the null hypothesis that \( \rho_i = 1 \) for \( i = 1, \ldots, M \)

\[
\begin{align*}
(a) \quad DF^c_e(M) &\to_p E(B_i), \\
(b) \quad \sqrt{M}(DF^c_e(M) - E(B_i)) &\Rightarrow N(0, \text{var}(B_i)).
\end{align*}
\]

This result follows naturally by noting that

\[
\sqrt{M}(DF^c_e(M) - E(B_i)) = \sqrt{M}(DF^c_e(M) - E(B_i)) + \sqrt{M}R_N, \tag{7}
\]

where the second term on the right-hand side is \( O_p(\sqrt{M}/CN_T) \), which vanishes under the condition that \( N/T \to 0 \) and \( M/N \to 0 \) suggesting that \( \sqrt{M}(DF^c_e(M) - E(B_i)) \Rightarrow N(0, \text{var}(B_i)) \) as \( M, N, T \to \infty \). In other words, if we take as the null hypothesis a unit root in \( e_{it} \) for \( M \) out of the \( N \) units, then the problem disappears.\(^3\) Note also that this result does not depend on the assumed serial independence, which can be easily relaxed by replacing \( DF^c_e(i) \) with any serial correlation corrected test, see Bai and Ng (2004).

### 3 Monte Carlo simulations

In this section we look a little more closely at the small-sample effects of pooling individual PANIC unit root tests. The idea is to decompose \( R = \hat{e}_N - e_N \), where

\(^3\) Another way to get around the problem is to use a priori information about \( \lambda_i \) and \( f_t \). For example, with full knowledge of \( \lambda_i \) and \( f_t \), then \( a_{it} \) is zero and so the problem disappears. Of course, in applied work such information is rarely available, in which case bootstrapping might be a more feasible alternative.
\( \hat{e}_N \) and \( e_N \) are the standardized pooled tests based on \( \hat{e}_{it} \) and \( e_{it} \), respectively. If PANIC is a valid pooling approach then the remainder \( R \) should collapse to zero as \( N \) and \( T \) grow, while if PANIC is not valid, then \( R \) should be nondegenerate.

Since our primary focus lies in examining the null distribution of the pooled unit root test, the data are generated according to (1) and (2) with \( \rho_i = 1 \) for all \( i \). For simplicity, we further assume that \( \phi_j = \phi \) for all \( j \), that \( r = 2 \), that \( \lambda_i \sim \mathcal{N}(0,1) \) and that \( c_i = 1 \) for all \( i \). The errors \( u_{jt} \) and \( \epsilon_{it} \) are both assumed to be mean zero and normally distributed with variance one and \( \sigma^2_{\lambda_i} \sim U(0,b) \), respectively. The parameter \( b \) determines the relative variance of the idiosyncratic component, and therefore also the accuracy of the estimated common component, and is key in the simulations. If \( b \) is small, then \( \lambda_i \) and \( f_i \) will be estimated with high precision suggesting that the remainder \( R \) will be close to zero. Conversely, if \( b \) is large, the precision of the estimated common component is expected to be low, and so the effect of replacing \( e_{it} \) with \( \hat{e}_{it} \) is expected to be much larger. All computations have been performed in GAUSS using 5,000 replications. The results reported in Table 1 may be summarized as follows.\(^4\)

Firstly, looking at the three rightmost columns, we see that \( R \) is a significant contributor to the variation of \( \hat{e}_N \) with a variance share close to 50% in most cases. We also see that this share does not tend to disappear as \( N \) and \( T \) grow, which supports the asymptotic results.

Another interesting observation is that \( R \) and \( e_N \) are negatively correlated, and that this correlation increases with \( b \). In other words, the effect on \( \hat{e}_N \) of an increased variance in \( R \) is compensated by its negative correlation with \( e_N \), which suggests that the asymptotic bias effect should be small. Indeed, a closer look at the three leftmost columns reveals that the size of \( \hat{e}_N \) is not affected very much by the variance of \( R \).

Secondly, it interesting to note how the centering of \( R \) is affected by \( N \) and \( T \) on the one hand, and by \( b \) on the other hand. With \( b \) fixed, we see that while decreasing in \( T \), a larger \( N \) actually pushes the distribution of \( R \), and hence also that of \( \hat{e}_N \), to the right, thus making positive outcomes more likely. Hence, since the critical region is in the left tail of the normal distribution, this will make the test more conservative. By contrast, if we fix \( N \) and \( T \), and instead let \( b \) increase, we see that the distribution of \( R \) tends to the left, thus causing \( \hat{e}_N \) to become oversized. These two effects are manifestations of the small-sample bias mentioned earlier, and are due to the low precision in the estimated common component.

Thirdly, concerning the stationarity of \( F_t \), we see that setting \( \phi = 1 \) generally

\(^4\)To better isolate the effect of pooling, we have assumed that the true number of factors is known. Also, as in the previous sections, we do not provide any results for the case with serial correlation. Interested readers are referred to the paper of Bai and Ng (2004) for some results when the data are serially correlated.
improves the performance of $\hat{e}_N$. This is to be expected as this is the only case where $f_t$ is equal to $u_t$. The fact that the variance of $\mathcal{R}$ varies with $\phi$ confirms that it is indeed dependent on the estimation of the common component.

Finally, note that while the performance of the pooled tests seems to be greatly affected by the parametrization of the data generating process, the performance of the individual test, denoted $\hat{e}_i$, is essentially unaffected. This supports our claim that it is only when pooling that PANIC is no longer valid. It also implies that pooling only a subset of $N$ should result in more accurate tests. Unreported simulation results confirm that this is indeed the case.

4 Concluding remarks

In this paper, we point out a weakness in the PANIC methodology developed by Bai and Ng (2004). The problem lies in the asymptotic error incurred when replacing $e_{it}$ by $\hat{e}_{it}$, which is not small enough to vanish when aggregating over $N$. This induces a nondegenerate bias, which makes the asymptotic distribution of the pooled test nonnormal and dependent on nuisance parameters that reflect, among other things, the accuracy of the estimated common component.

The proposed solution is very simple and follows from the fact that although decreasing at rate $\sqrt{N}$ at the individual level, the pooling across $N$ nevertheless makes the aggregate error nondegenerate. This naturally leads to a subsampling approach where the size of the subsample is required to go to infinity at a slower rate than $N$. The simulation results confirm that pooling individual PANIC tests results in bias, but that the effect of this bias is generally quite small unless the variance of the idiosyncratic component is relatively large.

Finally, it should be stressed that the results reported here apply when pooling across individual test statistics or their $p$-values, which does not mean that PANIC cannot be used in combination with other pooling approaches. For example, as shown by Bai and Ng (2007), PANIC can still be used to construct asymptotically valid panel tests based on the pooled estimator of the autoregressive parameter.
Appendix: Mathematical proofs

In this appendix, we prove Theorems 1 and 2. In order to do so, however, we need some preliminary results. Throughout, we will make use of the fact that the common factor can only be identified up to a scale matrix $H$, say. Thus, what we will consider here is the rotation $HF_t$ of $F_t$. As usual, $||A||$ will denote the Euclidean norm $(\text{tr}(A^T A))^{1/2}$ of the matrix $A$.

**Lemma A.1.** Let $R_{NT} = \min\{\sqrt{T}, N\}$, then as $N, T \to \infty$

(a) \[ \frac{1}{T} \sum_{t=2}^{T} (\Delta \tilde{e}_{it})^2 = \frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it})^2 + O_p \left( \frac{1}{C_{NT}^2} \right), \]

(b) \[ \frac{1}{T} \sum_{t=2}^{T} \hat{e}_{it-1} \Delta \tilde{e}_{it} = \frac{1}{T} \sum_{t=2}^{T} \hat{e}_{it-1} \Delta e_{it} - \frac{1}{T} e_{iT} A_{iT} + O_p \left( \frac{1}{R_{NT}} \right), \]

(c) \[ \frac{1}{T^2} \sum_{t=2}^{T} \hat{e}_{i t-1}^2 = \frac{1}{T^2} \sum_{t=2}^{T} e_{it-1}^2 - \frac{2}{T^2} \sum_{t=2}^{T} e_{it-1} A_{it-1} + O_p \left( \frac{1}{R_{NT}} \right). \]

**Proof of Lemma A.1.**

We begin with (a). From the text, we have that the defactored and first differen-
tiated residuals can be written as

\[ \Delta \tilde{e}_{it} = x_{it} - \hat{\lambda}'_i \tilde{f}_t = \Delta e_{it} + \lambda'_i f_t - \hat{\lambda}'_i \tilde{f}_t, \]  

which, by some algebra, can be restated as

\[ \Delta \tilde{e}_{it} = \Delta e_{it} + \lambda'_i H^{-1} H f_t - \lambda'_i H^{-1} \tilde{f}_t + \lambda'_i H^{-1} \tilde{f}_t - \hat{\lambda}'_i \tilde{f}_t \]

\[ = \Delta e_{it} - \lambda'_i H^{-1} (\tilde{f}_t - H f_t) - (\hat{\lambda}_i - H^{-1} \lambda_i)' f_t \]

\[ = \Delta e_{it} - \lambda'_i H^{-1} v_t - d_i \tilde{f}_t, \]  

(A2) where $d_i = \hat{\lambda}_i - H^{-1} \lambda_i$ and $v_t = \tilde{f}_t - H f_t$. Let $a_{it} = \lambda'_i H^{-1} v_t - d'_i \tilde{f}_t$, so that (A2) becomes $\Delta \tilde{e}_{it} = \Delta e_{it} - a_{it}$. This implies

\[ \frac{1}{T} \sum_{t=2}^{T} (\Delta \tilde{e}_{it})^2 = \frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it} - a_{it})^2 = \frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it})^2 + \frac{1}{T} \sum_{t=2}^{T} a_{it}^2 - \frac{2}{T} \sum_{t=2}^{T} \Delta e_{it} a_{it} \]

\[ = \frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it})^2 + I - II, \]  

(A3)
By using the same arguments as in Lemma B.1 of Bai and Ng (2004), part I is $O_p(1/C_{NT}^2)$. Part II can be written as

$$II = 2\lambda_i H^{-1} \frac{1}{T} \sum_{t=2}^{T} \Delta e_{it} v_t - 2d'_i \frac{1}{T} \sum_{t=2}^{T} \Delta e_{it} \hat{f}_t$$

$$= -2d'_i \frac{1}{T} \sum_{t=2}^{T} \Delta e_{it} \hat{f}_t + O_p \left( \frac{1}{C_{NT}^2} \right)$$

$$= -2d'_i \frac{1}{T} \sum_{t=2}^{T} \Delta e_{it} (\hat{f}_t - Hf_t) - 2d'_i H \frac{1}{T} \sum_{t=2}^{T} \Delta e_{it} f_t + O_p \left( \frac{1}{C_{NT}^2} \right),$$

where the second equality follows by Lemma B.1 of Bai (2003). By applying $||\mathbf{AB}|| \leq ||\mathbf{A}|| ||\mathbf{B}||$ and the triangle inequality to the above expression, we get

$$||II|| \leq 2||d_i|| \left( \frac{1}{T} \sum_{t=2}^{T} ||\Delta e_{it}(\hat{f}_t - Hf_t)|| \right)$$

$$+ 2||d_i|| ||H|| \left( \frac{1}{T} \sum_{t=2}^{T} ||\Delta e_{it} f_t|| \right) + O_p \left( \frac{1}{C_{NT}^2} \right),$$

which, by applying the Cauchy-Schwarz inequality to the first term on the right-hand side, reduces to

$$||II|| \leq 2||d_i|| \left( \frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it})^2 \right)^{1/2} \left( \frac{1}{T} \sum_{t=2}^{T} ||\hat{f}_t - Hf_t||^2 \right)^{1/2}$$

$$+ 2||d_i|| ||H|| \left( \frac{1}{T} \sum_{t=2}^{T} ||\Delta e_{it} f_t|| \right) + O_p \left( \frac{1}{C_{NT}^2} \right)$$

$$= O_p \left( \frac{1}{R_{NT}} \right) O_p(1) O_p \left( \frac{1}{C_{NT}^2} \right) + \left( \frac{1}{\sqrt{T} R_{NT}} \right) O_p(1) + O_p \left( \frac{1}{C_{NT}^2} \right),$$

where $||H|| = O_p(1)$ by construction and $||d_i|| = O_p(1/R_{NT})$ by Lemma 1 (c) of Bai and Ng (2004). Also, from Lemma A.1 of Bai (2003), we have

$$\frac{1}{T} \sum_{t=1}^{T} ||\hat{f}_k - Hf_k||^2 = O_p \left( \frac{1}{C_{NT}^2} \right). \quad (A4)$$

This implies that $II$ is $O_p(1/C_{NT}^2)$, which in turn implies

$$\frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it})^2 = \frac{1}{T} \sum_{t=2}^{T} (\Delta e_{it})^2 + O_p \left( \frac{1}{C_{NT}^2} \right).$$

This proves (a).
In order to prove (b) we use that \( \hat{e}^2_{it} \) may be written as 
\[
\hat{e}^2_{it} = (\hat{e}_{it-1} + \Delta \hat{e}_{it})^2 = \hat{e}^2_{it-1} + (\Delta \hat{e}_{it})^2 + 2 \hat{e}_{it-1} \Delta \hat{e}_{it},
\]
from which it follows that
\[
\frac{1}{T} \sum_{t=2}^{T} \hat{e}_{it-1} \Delta \hat{e}_{it} = \frac{1}{2T} \sum_{t=2}^{T} (\hat{e}^2_{it} - \hat{e}^2_{it-1} - (\Delta \hat{e}_{it})^2)
\]
\[
= \frac{1}{2T} \hat{e}^2_{iT} - \frac{1}{2T} \hat{e}^2_{i1} - \frac{1}{2T} \sum_{t=2}^{T} (\Delta \hat{e}_{it})^2. \quad (A5)
\]
Similarly, by applying the same trick to \( e^2_{it} \), we have
\[
\frac{1}{T} \sum_{t=2}^{T} e_{it-1} \Delta e_{it} = \frac{1}{2T} \hat{e}^2_{iT} - \frac{1}{2T} \hat{e}^2_{i1} - \frac{1}{2T} \sum_{t=2}^{T} (\Delta e_{it})^2. \quad (A6)
\]
Now, the terms in the middle of the right-hand side of (A5) and (A6) are clearly \( O_p(1/T) \) as \( \hat{e}_{i1} = 0 \) and \( e_{i1} = O_p(1) \) by assumption. Also, by using (a) the difference between the third terms is \( O_p(1/C_{NT}^2) \). For the first term, let \( \hat{e}_{it} = e_{it} - e_{i1} - A_{it} \), where \( A_{it} \) is the cumulative sum of \( a_{it} \).
\[
\frac{1}{T} \hat{e}^2_{it} = \frac{1}{T} (e_{iT} - e_{i1} - A_{iT})^2
\]
\[
= \frac{1}{T} \hat{e}^2_{iT} + \frac{1}{T} e^2_{i1} + \frac{1}{T} A^2_{iT} - \frac{2}{T} e_{iT} A_{iT} - \frac{2}{T} e_{i1} (e_{iT} + A_{iT})
\]
\[
= \frac{1}{T} e^2_{iT} + II - III - IV, \quad \text{say.} \quad (A7)
\]
By using \( (A + B)^2 \leq 2(A^2 + B^2) \), the triangle inequality, \( ||AB|| \leq ||A|| ||B|| \) and then (A4), part II can be written as
\[
II = \frac{1}{T} (\lambda'H^{-1}V_T - d_t \hat{F}_T)^2
\]
\[
\leq 2 ||\lambda'H^{-1}||^2 \left( \frac{1}{T} \sum_{t=2}^{T} ||v_t||^2 \right) - 2 ||d_t||^2 \left( \frac{1}{T} \sum_{t=2}^{T} ||\hat{f}_t||^2 \right)
\]
\[
= O_p \left( \frac{1}{C_{NT}^2} \right) + O_p \left( \frac{1}{R_{NT}^2} \right) O_p(1).
\]
Hence, II is \( O_p(1/C_{NT}^2) \).
Part III is simply
\[
III = \frac{2}{T} e_{iT} (\lambda'H^{-1}V_T - d_t \hat{F}_T)
\]
\[
= 2 \left( \frac{1}{\sqrt{T}} e_{iT} \right) \lambda'H^{-1} \left( \frac{1}{\sqrt{T}} \sum_{t=2}^{T} v_t \right) - \left( \frac{1}{\sqrt{T}} e_{iT} \right) d_t \left( \frac{1}{\sqrt{T}} \sum_{t=2}^{T} \hat{f}_t \right)
\]
\[
= O_p(1)O_p \left( \frac{1}{C_{NT}} \right) + O_p(1)O_p \left( \frac{1}{R_{NT}} \right) O_p(1),
\]
where we have used equation (A.3) of Bai and Ng (2004), which says that
\[
\frac{1}{\sqrt{T}} \sum_{j=2}^{T} v_j = O_p \left( \frac{1}{CN_T} \right).
\]
Thus, III is $O_p(1/C_{NT})$. Part IV is dominated by $e_{iT}/T$, which is $O_p(1/\sqrt{T})$. Therefore, by adding the terms, (A7) simplifies to
\[
\frac{1}{T} e_{iT}^2 = \frac{1}{T} e_{iT}^2 - 2 \frac{1}{T} e_{iT} A_{it} + O_p \left( \frac{1}{R_{NT}} \right),
\]
which it turn implies that
\[
\frac{1}{T} \sum_{t=2}^{T} \tilde{e}_{it-1} \Delta \tilde{e}_{it} = \frac{1}{T} \sum_{t=2}^{T} \tilde{e}_{it-1} \Delta \tilde{e}_{it} - \frac{1}{T} e_{iT} A_{it} + O_p \left( \frac{1}{R_{NT}} \right).
\]
This establishes part (b).

Finally, consider (c). By using that $\tilde{e}_{it} = e_{it} - e_{i1} - A_{it}$, this part may be written as
\[
\frac{1}{T^2} \sum_{t=2}^{T} e_{it}^2 = \frac{1}{T^2} \sum_{t=2}^{T} (e_{it} - e_{i1} - A_{it})^2
= \frac{1}{T^2} \sum_{t=2}^{T} e_{it}^2 + \frac{1}{T^2} e_{i1}^2 + \frac{1}{T^2} \sum_{t=2}^{T} A_{it}^2 - \frac{2}{T^2} \sum_{t=2}^{T} e_{it} A_{it}
= 2 e_{i1} \left( \frac{1}{T^2} \sum_{t=2}^{T} e_{it} + \frac{1}{T^2} \sum_{t=2}^{T} A_{it} \right)
= \frac{1}{T^2} \sum_{t=2}^{T} e_{it}^2 + I + II - III - IV, \text{ say. (A8)}
\]
Now, I is obviously $O_p(1/T^2)$. The next step is to show that II is $O_p(1/C_{NT}^2)$. In so doing, by first applying the triangle inequality and then $(A + B)^2 \leq 2(A^2 + B^2)$, we obtain
\[
|II| = \frac{1}{T^2} \left\| \sum_{t=2}^{T} (\lambda_t H^{-1} V_t - d_t \tilde{F}_t) \right\|^2
\leq 2 \left\| \lambda_t H^{-1} \right\|^2 \left( \frac{1}{T^2} \sum_{t=2}^{T} ||V_t||^2 \right) + 2 \left\| d_t \right\|^2 \left( \frac{1}{T^2} \sum_{t=2}^{T} ||\tilde{F}_t||^2 \right)
= O_p(1/N) + O_p \left( \frac{1}{R_{NT}^2} \right) O_p(1),
\]
where we have used (A4), from which it follows that
\[
\frac{1}{T^2} \sum_{t=2}^{T} ||V_t||^2 = O_p \left( \frac{1}{C_{NT}^2} \right). \quad (A9)
\]
Part III can be rewritten as
\[
III = 2\lambda_i H^{-1} \frac{1}{T^2} \sum_{t=2}^{T} e_{it} V_t - 2d_i' \frac{1}{T^2} \sum_{t=2}^{T} e_{it} \hat{F}_t \\
= 2\lambda_i H^{-1} \frac{1}{T^2} \sum_{t=2}^{T} e_{it} V_t - 2d_i' \frac{1}{T^2} \sum_{t=2}^{T} e_{it} (\hat{F}_t - HF_t) \\
+ 2d_i' \left( \frac{1}{T^2} \sum_{t=2}^{T} e_{it} F_t \right) \\
= O_p \left( \frac{1}{C_{NT}} \right) + O_p \left( \frac{1}{R_{NT}} \right) O_p \left( \frac{1}{C_{NT}} \right) + O_p \left( \frac{1}{R_{NT}} \right) O_p(1),
\]
where the order of the first two terms on the right-hand follows from first using Cauchy-Schwarz inequality and then (A9), as seen by writing
\[
\frac{1}{T^2} \sum_{t=2}^{T} e_{it} V_t \leq \left( \frac{1}{T^2} \sum_{t=2}^{T} e_{it}^2 \right)^{1/2} \left( \frac{1}{T^2} \sum_{t=2}^{T} ||V_t||^2 \right)^{1/2} = O_p(1) O_p \left( \frac{1}{C_{NT}} \right).
\]
If follows that III is $O_p(1/C_{NT})$.

Finally, consider part V. The first term within the parenthesis is $O_p(1/\sqrt{T})$.

For the second term, we have
\[
\frac{1}{T^2} \sum_{t=2}^{T} A_{it} = \lambda_i H^{-1} \left( \frac{1}{T^2} \sum_{t=2}^{T} V_t \right) + d_i' \left( \frac{1}{T^2} \sum_{t=2}^{T} F_t \right) \\
- d_i' \left( \frac{1}{T^2} \sum_{t=2}^{T} (\hat{F}_t - HF_t) \right) \\
= \left( \frac{1}{\sqrt{T C_{NT}}} \right) + \left( \frac{1}{\sqrt{T R_{NT}}} \right) O_p(1) + \left( \frac{1}{\sqrt{T R_{NT}}} \right) O_p \left( \frac{1}{C_{NT}} \right).
\]

Thus, by collecting all the terms, we can show that (A8) reduces to
\[
\frac{1}{T^2} \sum_{t=2}^{T} e_{it}^2 = \frac{1}{T^2} \sum_{t=2}^{T} e_{it}^2 - \frac{2}{T^2} \sum_{t=2}^{T} e_{it} A_{it} + O_p \left( \frac{1}{R_{NT}} \right).
\]
This establishes (c) and thus the proof of Lemma A.1 is complete. 
\[\blacksquare\]
Proof of Theorem 1.

By definition

\[ DF^c_c(i) = \left( \hat{\sigma}_i^2 \frac{1}{T^2} \sum_{t=2}^T c_{it}^2 \right)^{-1/2} \frac{1}{T} \sum_{t=2}^T \hat{c}_{it-1} \Delta \hat{c}_{it}, \]

where \( \hat{\sigma}_i^2 = \frac{1}{T} \sum_{t=1}^T c_{it}^2 \) and \( \hat{c}_{it} = \hat{c}_{it} - \hat{\rho}_i \hat{c}_{i,t-1} = \Delta \hat{c}_{it} - (\hat{\rho}_i - 1) \hat{c}_{i,t-1} \). Thus, given Lemma A.1 (a) and the null that \( \rho_i = 1 \) for all \( i \), then

\[ \hat{\sigma}_i^2 = \frac{1}{T} \sum_{t=2}^T (\Delta \hat{c}_{it} - (\hat{\rho}_i - 1) \hat{c}_{i,t-1})^2 \]

\[ = \frac{1}{T} \sum_{t=2}^T (\Delta \hat{c}_{it})^2 - 2(\hat{\rho}_i - 1) \left( \frac{1}{T} \sum_{t=2}^T \hat{c}_{i,t-1} \Delta \hat{c}_{it} \right) \]

\[ + T(\hat{\rho}_i - 1)^2 \left( \frac{1}{T^2} \sum_{t=2}^T \hat{c}_{it}^2 \right) \]

\[ = \frac{1}{T} \sum_{t=2}^T (\Delta \hat{c}_{it})^2 + O_p(1/T)O_p(1) + TO_p(1/T^2)O_p(1) \]

\[ = \frac{1}{T} \sum_{t=2}^T (\Delta \hat{c}_{it})^2 + O_p \left( \frac{1}{\sqrt{NT}} \right) \rightarrow_p \sigma_i^2. \] (A10)

This result, together with Lemma A.1 (c), implies that

\[ \frac{\hat{\sigma}_i^2}{T^2} \sum_{t=2}^T \hat{c}_{it-1}^2 = \sigma_i^2 \frac{1}{T^2} \sum_{t=2}^T c_{it-1}^2 - 2\sigma_i^2 \frac{1}{T^2} \sum_{t=2}^T e_{it-1} A_{it-1} + O_p \left( \frac{1}{RNT} \right), \]

which, by a Taylor expansion of the inverse square root, yields

\[ \left( \frac{\hat{\sigma}_i^2}{T^2} \sum_{t=2}^T \hat{c}_{it-1}^2 \right)^{-1/2} = \left( \sigma_i^2 \frac{1}{T^2} \sum_{t=2}^T e_{it-1}^2 \right)^{-1/2} \]

\[ + \frac{1}{\sigma_i} \left( \frac{1}{T^2} \sum_{t=2}^T e_{it-1}^2 \right)^{-3/2} \frac{1}{T^2} \sum_{t=2}^T e_{it-1} A_{it-1} + O_p \left( \frac{1}{RNT} \right). \]

Another application of Lemma A.1 gives

\[ DF^c_c(i) = DF^c_c(i) - \frac{1}{\sigma_i} \left( \frac{1}{T^2} \sum_{t=2}^T c_{it-1}^2 \right)^{-1/2} \frac{1}{T} e_{i,T} A_{iT} \]

\[ - DF^c_c(i) \frac{1}{\sigma_i} \left( \frac{1}{T^2} \sum_{t=2}^T c_{it-1}^2 \right)^{-1} \frac{1}{T^2} \sum_{t=2}^T e_{it-1} A_{it-1} + O_p \left( \frac{1}{RNT} \right) \]

\[ = DF^c_c(i) + R_i, \] (A11)
where $R_i = O_p(1/\sqrt{NT})$. Thus, because $DF_c^e(i) \Rightarrow B_i$ as $N, T \to \infty$ and $B_i$ is independent across $i$, we can appeal to Theorem 1 of Phillips and Moon (1999) from which it follows that

$$DF_c^e(N) = \frac{1}{N} \sum_{i=1}^N DF_c^e(i) = \frac{1}{N} \sum_{i=1}^N \left( DF_c^e(i) + R_i \right) = DF_c^e(N) + R_N$$

This establishes (a).

To prove (b) just write

$$\sqrt{N} (DF_c^e(N) - E(B_i)) = \sqrt{N} \left( \frac{1}{N} \sum_{i=1}^N DF_c^e(i) - E(B_i) \right) = \sqrt{N} \left( \frac{1}{N} \sum_{i=1}^N DF_c^e(i) + R_N - E(B_i) \right)$$

where $\sqrt{N} (DF_c^e(N) - E(B_i)) \Rightarrow N(0, \text{var}(B_i))$ by Theorem 3 of Phillips and Moon (1999) and $R_N \to_p R_\infty$.

**Proof of Theorem 2.**

Part (a) follows from Theorem 1 (a) while part (b) is an immediate consequence of (7).
Table 1: Simulation results.

<table>
<thead>
<tr>
<th>$b$</th>
<th>$\phi$</th>
<th>$T$</th>
<th>$N$</th>
<th>Test size</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\hat{e}_N$</td>
<td>$e_N$</td>
<td>$\hat{e}_i$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td>3.6</td>
<td>4.2</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td>3.0</td>
<td>4.3</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>50</td>
<td>5.4</td>
<td>4.6</td>
<td>4.7</td>
</tr>
<tr>
<td>0.5</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>4.3</td>
<td>4.5</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td>2.9</td>
<td>3.7</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>50</td>
<td>5.4</td>
<td>4.5</td>
<td>4.8</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>6.1</td>
<td>3.6</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td>5.2</td>
<td>3.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>50</td>
<td>6.7</td>
<td>4.6</td>
<td>5.0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td>22.7</td>
<td>4.8</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td>12.5</td>
<td>4.3</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>50</td>
<td>20.8</td>
<td>4.7</td>
<td>7.1</td>
</tr>
<tr>
<td>0.5</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>24.9</td>
<td>4.6</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td>19.9</td>
<td>3.8</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>50</td>
<td>29.3</td>
<td>4.4</td>
<td>8.3</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>7.3</td>
<td>4.5</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td>8.4</td>
<td>3.9</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>50</td>
<td>7.7</td>
<td>4.5</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>7</td>
<td>4.0</td>
<td>4.1</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Notes: Let $\hat{e}_N$ and $e_N$ denote the standardized pooled tests based on $\hat{e}_i$ and $e_i$, respectively, and let $\hat{R}$ denote the remainder, then $\hat{e}_N = e_N + \hat{R}$. Also, $\hat{e}_i$ refers to the individual test based on $\hat{e}_i$. $b$ refers to upper support for the variance of $e_i$ and $\phi$ refers to the autoregressive parameter of $F_i$. The leftmost three columns report the size at the nominal 5% level, while the middle two columns report the average of $\hat{R}$ and its absolute value. The rightmost three columns report the percentage of the total variance in $\hat{e}_N$ that is due to variance in $e_N$, $\hat{R}$ and their covariance, respectively.
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