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Abstract 

The aim of the thesis work is the further development of practical engine simulation tools 
based on Stochastic Reactor Models, SRMs. Novel and efficient implementations were 
made of a variety of SRMs adapted to different engine types. The models in question are the 
HCCI-SRM, the TwoZone SI-SRM and the DI-SRM. The specific models developed were 
incorporated into two different interfaces: DARS-ESSA, which is a stand-alone tool, and 
DARS-ESM through which all the models can be operated in a simple and effective manner 
with use of several commercial 1-D engine simulation tools. The tools and couplings to 
commercial 1-D codes were successfully developed and employed to simulate such complex 
combustion processes as of HCCI engines with NVO combustion.  
 
SRMs are able to model cyclic variations, but these may be overpredicted if discretization is 
too coarse. It was found that for studies of cyclic variations in HCCI engines, by using the 
HCCI-SRM, discretization needs to have a level of resolution of 500 particles and of 0.5 
CAD time steps, to provide the correct range of the cyclic variations. To get correct predic-
tions of average values, of for example the pressure,  temperature and species mass fractions, 
as few as 10 cycles are usually required, even when employing as coarse discretization of 100 
particles and time steps of 0.5 CAD.  
 
Investigations to study the effects of turbulence and heat transfer in HCCI combustion were 
performed. In the case of high levels of turbulence and evenly distributed heat transfer, the 
in-cylinder conditions become homogeneous more quickly. The results indicate that in 
HCCI engines, inhomogeneties tend to promote earlier ignition and lower pressure rates as 
well as more stable operating conditions with lesser cyclic variations. Turbulence and the 
heat transfer distribution had little impact on the duration of combustion or on the amount 
of HC and NO at EVO. 
 
The calculated concentrations of hydroxyl radicals and formaldehyde were compared with 
LIF-measurements made in an optically accessed iso-octane / n-heptane fuelled HCCI en-
gine. The averaged and distributed concentrations of CH2O and OH could be predicted 
with quite high accuracy by the SRM. This clearly proves the validity of the stochastic reac-
tor model.  
 
The formation of exothermic centers was modeled with the SRM to investigate their impact 
on HCCI combustion. By varying the exhaust valve temperature, and thus assigning more 
realistic wall temperatures, the formation of exothermic centers and the ignition timing was 
shifted in time. It was shown that promoting exothermic centers provide more inhomoge-
neous conditions before ignition, and lead to earlier ignition. This in turn leads to more 
homogeneous conditions after combustion, counteracting emissions of hydrocarbons and 
CO which are a problem in HCCI engines. 
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Studies involving the use of a novel approach with adaptive chemistry, POSM, were per-
formed. Incorporated into the Two-Zone SI-SRM code, calculations showed almost no 
accuracy to be lost, while there was a decrease in calculation time by a factor of 3. For a 
further gain in calculation speed of a factor of 12, clear losses in accuracy were experienced, 
although the global conditions were well captured. 
 
Simulations of diesel engine combustion, DICI, using the newly developed DI-SRM 
coupled with a 1-D full engine simulation tool were found to agree well with the results of 
experiments that were conducted. Parametric studies were performed to indicate the sensi-
tivity of the modeling parameters. The DI-SRM behaved as predicted, and even with use of 
coarse discretization the results were comparable to those of the experiments.  
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Nomenclature 

1. Symbols 
a  Area [m2] 
B  Cylinder bore [m] 
cp  Specific heat at constant pressure [J kg-1 K-1] 
Cd  Valve flow discharge coefficient - 
E  Energy transported into a zone [J] 
F/A  Fuel-air ratio - 
H Mass specific enthalpy [J kg-1] 
hc  Heat transfer coefficient [Wm-2 K-1] 
H  Molar specific enthalpy [J kmole-1] 
k  Constant in the Woschni equation - 
M  Molar weight [kg kmole-1] 
m  Mass [kg] 
N  Crankshaft rotational speed [rev s-1] 
nm  Number of soot moments - 
p  Pressure [Pa] 
Pr  Prandtl number - 
QLHV  Lower heating value [J kg-1] 
Qloss  Heat loss [J] 
Qi  Source/ sink term for the variable i 
Ψ [kmole s-1] 
rc  Compression ratio - 
Sp Mean piston speed [m s-1] 
T Temperature [K] 
t  Time [s] 
u  Velocity field vector [m s-1] 
Ueff  Effective velocity outside boundary layer [m s-1] 
V  Cylinder volume [m3] 
W  Work [J] 
x  Vector of spatial coordinate [m] 
xb  Burned mass fraction - 
Y  Mass fraction - 
 
2. Greek Symbols 
α  Heat transfer coefficient [W K-1 m-2] 
c α Convection heat transfer coefficient [W K-1 m-2] 
P α  Plank radiation coefficient [m-1] 
γ  Specific heat ratio - 
ε  Emissivity coefficient - 
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η  Efficiency of engine - 
v η  Volumetric efficiency - 
θ  Crank angle [degree] 
λ  Air-fuel equivalence ratio - 
ρ  Density [kg m-3] 
σ  Stefan – Boltzmann constant [W m-2 K-4] 
υ  Net stoichiometric coefficient - 
ψ  Realization (sample space) variable - 
φ  Vector of random variable - 
ω  Global reaction rate [kmole m-3 s-1] 
τ  Characteristic time for mixing [s] 
 
3. Subscripts 
amb  Ambient conditions 
b  Burned gas 
f  Flame 
fg  Fresh gas conditions 
I Species 
loss  Heat loss 
r  Chemical reactions 
total  Total 
u  Unburned 
v  Valve 
ve  Valve exiting flow 
vi  Valve inflow 
w  Wall 
z  Zone (used if an expression is valid for both burned and unburned zone) 
1  High pressure side 
2  Low pressure side 
 
4. Abbreviations 
CAD  Crank Angle Degree 
C/D  Coalescence dispersal 
CFD  Computational Fluid Dynamics 
EGR  Exhaust Gas Recycling 
EVC  Exhaust Valve Closure 
EVO  Exhaust Valve Opening 
EST  Engine Simulation Tool 
HCCI  Homogeneous Charge Compression Ignition 
IEM Interaction by exchange with the mean 
IVC  Inlet Valve Closure 
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IVO  Inlet Valve Opening 
LHV  Lower Heating Value 
NTC  Negative Temperature Coefficient 
ODE  Ordinary Differential Equation 
PaSPFR  Partially Stirred Plug Flow Reactor 
PDF  Probability Density Function 
MDF  Mass Density Function 
PFR  Plug Flow Reactor 
PSR  Perfectly Stirred Reactor 
RPM  Revolutions Per Minute 
SI  Spark Ignition 
SRM  Stochastic Reactor Model 
TDC  Top Dead Center 
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1 Introduction 

Stochastic reactor models for engine simulations, what does that mean? If one consults 
Wikipedia, one finds the following: Stochastic, comes from the Greek word stocos which 
means “a guess”.  A reactor is a device which uses atomic energy to produce heat. A model is 
an abstraction or a simplification of a real object. An engine is something that produces an 
output effect from a given input, and a simulation is an imitation of a real thing, state of 
affairs or process. 
 
So a stochastic reactor model for engine simulation is merely a simple guess of atomic heat 
produced with an imitated output? 
 
And one guess is as good as any? 
 
Probably not, an educated guess is surely a better one…as will be shown… 

1.1 Background 
In a perfect world, one would have an endless amount of energy without any costs, pollu-
tion or other setbacks. This is not reality, however. Still, the majority of our energy needs 
are fulfilled by hydrocarbon combustion, involving mainly use of fossil fuels. Combustion is 
one of the most important keys to the enormous progress and development of humankind. 
But there are not only positive consequences.  
 
Although on a day to day basis, most people are probably more concerned with the direct 
impact of costs related to the heating of their homes, to transportation and to cooking, than 
with more far-ranging energy problems that are far more serious. With the use of combus-
tion come the problem of emissions that result in pollution, poisoning and global warming, 
as well as erosion and the creation of wastelands through the extracting and harvesting of 
fuels, and even wars.  
 
Important steps must be taken to counteract this, no doubt, and should include measures to 
increase the efficiency of combustion and to find alternative energy sources. Research in the 
fields of combustion and of engines is clearly very important here, particularly since there is 
a lack of practical and for most people economically sound alternatives.  
 
Today, the focus is very much on the issue of global warming (Figure 1.1). According to 
most scientists, the greenhouse gases (GHG), generate this phenomenon, CO2 having been 
pointed out as being a key species involved. 
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Figure 1.1 Temperature variations the last millennium [1] 

 
GHG attributed from human activity come from a variety of sources, such as land use, 
agriculture and above all energy production. Combustion is the major contributor to “hu-
man” GHG, combustion engines producing some 14 % of them [2]. The dominant GHG 
species contributing to global warming is actually water vapor, H2O, but since its concentra-
tion is controlled directly by the temperature of the atmosphere rather than by human activ-
ity, it will not be taken up here further. The other major GHGs in order of importance are 
carbon dioxide (CO2), methane (CH4) and nitrous oxide (N2O). 
 
The consequences of higher global levels of CO2 and the global warming it contributes to 
are discussed in the Stern Report [3]. There is no doubt that actions need to be taken to 
counteract such a scenario. 
 
CO2, carbon dioxide, is produced by combustion when a fuel that contains carbon is in-
volved. For combustion in engines a simplified and general combustion formula can be 
used, where the hydrocarbon fuel can be gasoline, diesel, kerosene, methane, and ethanol 
and so on. The fuel is burned with air constituting of mainly O2 and N2. This results in 
work, but also in exhaust gases as CO2, H2O and N2 being produced. The amount of CO2 
produced is related to the amount of carbon atoms the fuel contains. The more efficiently 
the fuel burns, the higher the amount of CO2 is produced, until complete combustion is 
reached. However, in relation to the work produced, efficient combustion reduces the 
amounts of CO2 produced. 
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This fundamental formula applies to log fires, as well as to any other combustion of hydro-
carbon fuels with air. Since combustion is so closely related to human activities one can 
easily follow human development by looking at the levels of CO2 found in the atmosphere 
(Figure 1.2). 

 

 
Figure 1.2 Levels of CO2 in the atmosphere the last 1000 years [4]. 

 
So, what can be done to reduce CO2? 
 
Since the production of CO2 is a direct and basically proportional consequence of the com-
bustion of fossil fuels, one option would be to limit combustion of this type and to rely on 
other sources of energy. But since fossil fuels are so cheap and will probably still be available 
for another 50 years in the case of oil and for hundreds of years in the case of coal, the alter-
natives are either too expensive or too unpractical that, energy production through combus-
tion of fossil fuels will probably continue to play a major role for many decades to come. In 
fact, in the emerging economies in the world, new coal power plants are opened every week. 
Since the combustion of fossil fuels is likely to continue for many years, strong efforts need 
to be made to achieve much more efficient energy production and energy usage and also 
possibly combined with active aftertreatment to reduce the emissions that are produced. 
 
Energy conversion efficiency is generally very low (Figure 1.3). It is possibly here where the 
greatest potential for improvement is found. Nevertheless, the efficiency of combustion itself 
and the energy production systems, also have the potential for being improved considerably. 
The efficiency of combustion engines, which is of more direct interest in the present work, 
is in practical use in the range of 10 - 55%, where the main losses can be attributed to heat 
losses (Figure 1.4). 
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Figure 1.3 Energy conversion efficiencies in USA, 1900-1998 [3]. 

 
Another way of decreasing the CO2 produced by combustion is to use biofuels or hydrogen 
as fuels. In the case of biofuels, CO2 is still produced, but the idea is that it is supposed to be 
“neutral” in the sense that the CO2 is all consumed to create the biomass used as fuel. How-
ever the reduction of CO2 when using biofuels or hydrogen has still to be realized due to the 
amount of energy needed for the production of these fuels. 
 

 
Figure 1.4 Typical energy diagram for a Gasoline Internal Combustion Engine. 

GHGs are not the only problem related to combustion. The reduction of emissions like 
NOx, soot, hydrocarbons and sulfur oxides and many others has for long been on the agen-
da of engineers and researchers of combustion devices.  
 
NOx is poisonous and contributes to the smog problem. NOx is a group of species (NO, 
NO2, NO3 and N2O) emitted in practical combustion. 
NOx has quite successfully been treated by aftertreatment. 
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Released Chemical
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Combustion 
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Soot is a particulate matter (PM) that consists mainly of coal (C) covered with hydrocar-
bons. The particles are cancerogenic. The treatment consists mainly of combustion strategies 
minimizing the production of soot or by aftertreatment with for example particulate filters. 
 
Hydrocarbons is a term referring to a collective (>100) of species which are not completely 
oxidized to CO2 and H2O during combustion. These species can be poisonous and do also 
contribute to acidification. The production and presence of hydrocarbons is a sign of ineffi-
cient combustion, and is mostly dealt with, with more efficient engines and through after-
treatment by use of catalytic converters. 
 
Sulfur oxides contribute markedly to acidification by forming sulfuric acid when reacting 
with atmospheric water and oxygen. It has for long been regulated by minimizing the 
amount of sulfur in the fuel for land going vehicles. In shipping and energy production rules 
are not as strict. 
  
For land going vehicles with combustion engines, regulations have been enforced for more 
than 40 years. In some countries and regions earlier and more stringent, while in others later 
or to a lesser extent. Today there is a plethora of rules applying to different regions and 
countries and to different engine types as well as to different vehicle types, not to mention 
related to emissions of different species as well. Figures 1.5-1.6 show the evolution of regula-
tions for NOx and PM emissions for petrol and diesel fuelled passenger cars respectively, 
within the European Union.    

 
Figure 1.5 NOx and PM emission standards for petrol cars, within EU [5]. 
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Figure 1.6 NOx and PM emission standards for diesel cars, within EU [5]. 

For trucks, often referred to as heavy duty vehicles (HD), as well as buses, tractors and other 
vehicles, other rules apply. Fortunately enough, most of these rules develop towards similar 
levels so that the manufacturers still can produce vehicles that comply with most of them at 
the same time. The differences in rules reflect partly the conscientiousness and ambitions 
and the level of development of the societies. It is good to see that evolving economies, such 
as India have higher ambitions in this respect than some of the more traditional economies 
do.   
 
Most emissions can be minimized by optimizing the combustion systems, and indeed there 
has been much work and research done in this area. If one compares the performance of a 
present-day engine with that of one manufactured 20 years ago, the improvement is mas-
sive. Yet there is still very much that can be done. Development tends to follow paths of 
either known or guessed ways of improvement, in a steady fashion with the available allo-
cated resources. I have always been amazed by the powers of man to manage to solve diffi-
cult and complex problems. The downside of our beings, in this respect, is that when think-
ing that things are working well enough, they are often left as they are, or when others say 
there is problem one rather fight against those than work together to solve the problem. It 
seems, in fact, that the saying “Crises is the mother of all inventions” is very true. If there is 
political will to put harsher rules I am perfectly convinced that we would manage to solve 
the technical issues needed to reach them.  
 
Since real emissions come from real engines, research has always used real experiments for 
testing and development purposes. For sure there has always been an element of thinking 
and calculating along the development process. However, modern simulations capture cen-
turies of knowledge into models and with the advances in knowledge and development of 
highly effective computers this can be used very efficiently indeed. Instead of doing real tests 
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which can be complicated, time consuming, expensive and sometimes dangerous, it is possi-
ble to carry out the experiments with computers. Simulations are a powerful complement to 
experiments using real engines. In fact with the increasing understanding of the underlying 
physics and chemistry and with the use of increasingly powerful computers to support the 
investigations, simulations are becoming more and more a part of the regular development 
of engines. In addition, many questions that cannot be investigated experimentally can be 
answered with reasonable accuracy by simulations. 
 
Research on combustion engines is both very important and very active today. The automo-
tive sector has a major contribution to the emissions produced, and since the number of 
vehicles is increasing, thanks to the better conditions of life for people generally and the 
growth of the newer economies in the world, emissions can be expected to increase unless 
engine development is able to counteract this. It also appears that engine development in 
the automotive sector has a leading role, possible because the exhaust pipes (and the ex-
hausts effects) being so close to people compared to the high chimneys of energy production 
or the chimneys of the ships on the oceans (a Swedish writer once suggested half jokingly 
that the exhaust pipes of vehicles should be placed at the front, so as to speed up develop-
ment). It is important that research in this sector continues to be a priority and also that the 
scientific advances achieved be transferred rapidly to the energy production sector, where 
global gains can be realized much more effectively (Figure 1.7). Transfer of technology and 
knowledge transfer in the combustion community is vital, but need also to be encouraged 
by efficient political decisions. 

 
Figure 1.7 Cost versus CO2 avoidance potential [4]. According to the figure reduc-

tion of CO2 is almost 10 times more expensive in the automotive sector 
compared with the energy sector.  
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1.2 Motivation 
Engines and vehicles which I have always had a deep devotion and interest in, are a personal 
matter for me. I am at times reminded by my father that the first word I could speak was 
not “pappa” or “mamma” but “bil” (car) and that long before that I imitated the sound of 
engines. During childhood I learned how to disassemble (and eventually to assemble) en-
gines. The latter evolved to the point of where I would build my own racing engines and 
racing cars and manufacture myself most of the parts that were needed. The practical issues 
were increasingly matched and prepared by reading all available theory. Knowing the theory 
and driven towards optimization of the physical problems, lead to the development of whole 
suite of simulation programs to analyze and optimize as various things as; crankshafts sys-
tems, camshaft and valvetrain, coil- rocker and damper systems, chassis and suspension 
systems (used for example by the Lund University Formula Student team). Whenever 
needed for the manufacturing and the design of something complex it would usually start by 
the creation of optimizing software. The most advanced of these programs is a 1-D full 
engine simulation tool [6], which was the result of my master thesis work at Lund Universi-
ty. During these studies I came in contact with the Division of Combustion Physics and 
with Professor Fabian Mauss there. When the possibility was given, it felt natural at specia-
lizing in the combustion modeling of engines. For me the love of engines as well as the love 
for life is the strongest motivators. 
 
The work presented here is about the modeling of combustion in engines. It relates to the 
latest Stochastic Reactor Models, SRMs, their development and their ability and perfor-
mance in modeling combustion in a wide range of engine types. The work presented in the 
thesis is also about how to make such tools practical to use and the development of coupling 
to commercial tools. 
 
The SRM’s are a balance between detailed calculations for engine performance and emis-
sions, and the time needed for the calculations. So perhaps they are one of the most impor-
tant tools of today for the development of clean and efficient engines. 
 

1.3 Objectives 
Ideally, computer models should be able to answer all possible questions and show all the 
properties for an engines performance already during its development, and helping in de-
signing the perfect engine. This is not the case though. There are limitations to the physical 
understanding of engine processes (especially of the combustion process) as well as to the 
ability of computers in terms of their calculating power and memory resources. This has 
limited investigators and developers to the use of simplified models. The limitations in-
volved also mean that there is a tradeoff between the complexity of a computer model and 
its execution time. For engine developers, there is the choice of either running many cases 
with use of simpler models, or running fewer cases with more complex models. The choices 
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also relates to the possibility to validate the calculation with experiments because no models 
yet are good enough to be fully predictive.  The available models of today range from very 
simple deterministic ones to complex multidimensional full engine models. 
 
For the developer and researcher of engine simulation tools the objectives are to develop 
models that have the ability to provide the engine developers with vital information which is 
predictive, accurate and easy to understand and correlate. To be of practical use, the models 
also need to be easy to use and fast in their execution so that exhaustive studies can be made 
to predict all possible operating conditions of an engine.  
 
The SRMs have emerged as an attractive approach to engine simulations, attractive in the 
sense that they have promise of providing useful predictions of the combustion processes in 
an engine, with high levels of detail and accuracy, at the same time as they are fast and easy 
to use. The objectives of the present work were as follows: 
 

• The further development of practical engine simulation models based on SRMs for 
HCCI, SI and DICI engines. 

• The development of couplings for the SRMs to commercial 1-D engine simulation 
tools. 

• Investigation of the performance of a novel direct injection model for the SRMs. 

• The development of the SRMs to be applied to modeling NVO engines with or 
without coupling to commercial 1-D engine simulation tools. 

• Studying the validity of the SRMs to simulate different engine types as HCCI, SI, 
and DICI. 

• Studying the effects of the assumptions and modeling parameters contained in the 
SRMs. 

• Determining the execution times and investigating an alternative approach to 
speed up the calculations. 
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1.4 Outline of the work 
The different models, tools and interfaces developed and reported in the thesis are all inte-
grated in commercial tools the author has developed. DARS-ESSA is a self sustained inter-
face through which different reactor models can be operated (Figure 1.7). DARS-ESM 
contains DARS-ESSA but has the additional capability of being coupled to a number of 
other commercial codes.  
 

 
Figure 1.7 Outline of the thesis. The gray boxes represent developments by the au-

thor. 
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The subject of modeling engine combustion involves many different scientific fields as che-
mistry, physics, mathematics, informatics and engineering. All these fields needed to be 
covered by the research group where this work was performed. The different fields are all 
covered in this thesis although some more in depth.  
 
The thesis can be divided into three parts. 
 

– Introduction:   Chapter 1. 
– Theory:    Chapters 2, 3 and 4. 
– Investigations and results:  Chapter 5 to 9. 

 
Since the work relates to the simulation of engines, an account of the basic principles of the 
modern internal combustion engines is provided in Chapter 2. 
 
Chapter 3 is an overview of chemical modeling and how chemical kinetics is employed in 
Stochastic Reactor Models. It also demonstrates common techniques that are used to simpli-
fy chemical models to make them practical for use in engine simulations. This is of particu-
lar interest in a novel approach involving adaptive chemistry used and demonstrated later in 
the thesis.  
 
Chapter 4 describes the theory behind the Stochastic Reactor Models and their practical 
implementation.  
 
Comprehensive studies of the practical implementation of the HCCI-SRM, demonstrating 
its ability to predict individual species and temperature distributions, and also the effect of 
the modeling parameters based on the SRMs simplifications, can be found in Chapter 5. 
 
Chapter 6 demonstrates how adaptive chemistry can be used to speed up the calculations in 
a specifically implemented two zone SRM applicable to SI engines. 
 
A novel direct injection model is studied in Chapter 7 and issues related to the modeling of 
NVO engines are discussed in Chapter 8. 
 
Chapter 9 presents the conclusions from this work.   
 
Figure 1.7, contains a picture of the connection of all the described models, and in which 
chapters and sections the detailed descriptions can be found. 
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2 Different Engine Types and Their Principles 

This work relates to the simulation of engines. Or more precisely, the simulation of the 
combustion process in the most common piston engines with internal combustion. This 
means that this work does not include engines like gasturbines and Wankel type engines (no 
piston) nor Stirling and steam engines (external combustion) or other types of combustion 
engines. Many of the approaches described would be perfectly valid for those engines as 
well, though, with some minor changes and additions. 
 
Why are there different engine types? 
 
People might not think of it, but one very important reason why there are both SI and CI 
engines is the fact that when oil is cracked several different fractions are produced. The 
largest fraction is in general diesel, and then comes gasoline and the smallest fraction is 
kerosene. If one could produce diesel at the expense of gasoline, possibly, there would only 
be CI engines in use. But since gasoline is produced, it is a pretty strong motivator to also 
have SI engines and use it.  
 
Early US refineries processed crude oil to recover the kerosene. Other products (like gasoline) were 
considered wastes and were often dumped directly into the nearest river [7]. 
 
One important thing to remember, and being the sole reason for the kind of work in this 
theses is: 
 
A combustion engine is a device that converts chemical energy into motion.  

 

2.1 The SI engine 
The engine that most people think of in connection with the word “engine” is most likely 
the SI engine. SI stands for “Spark Ignition” and is more a group of engines rather than one 
single engine type. For instance the common gasoline or petrol engine that one have in cars, 
motorcycles, mopeds, chainsaws and gardening equipment are SI engines. It is a group of 
engines that in relative terms are simple, lightweight, cheap to produce and very simple to 
use and regulate. Indeed a very flexible engine. The main disadvantage of SI engines is a 
relatively lower efficiency which limits their use to consumer products where price and 
flexibility has high priority. 
 
The nomination SI or Spark Ignition relates to the combustion in the engine and says very 
little about the engines other properties. It has been presented in many different shapes and 
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principles during history and a wide variety still exist. For instance, the 2-stroke SI engine, 
which is the simplest SI engine and the most produced combustion engine of any kind. 
Simple, with high power too weight ratio and extremely low price it is commonly used for 
mopeds, chainsaws and other small engine applications. Its rather low efficiency and high 
HC-emissions has limited its use to that category of small engines. 
 
The 4-stroke SI engine, also known as the Otto engine, has for many years been the favorite 
for regular passenger cars, small aircraft, boats, motorcycles, lawnmowers and more. Being 
the master of compromise, it has reasonable efficiency, power to weight ratio and level of 
complexity combined with an attractive production cost and options for very low emissions. 
 
As mentioned, the term SI relates to the combustion principle of the engine. Inside the 
combustion chamber, when the conditions for combustion are met, meaning that fuel, 
oxidizer and residual gases ratios, as well as pressure and temperature are favorable, combus-
tion is started by the spark from the spark plug. The combustion commences through a 
flame front moving through the combustion chamber until all the fuel or the oxidizer is 
consumed or the flame front is quenched, typically by the cooler combustion chamber walls. 
 

2.2 The CI engine 
For more professional use in terms of continues running and heavy loads, fuel costs or in 
other words engine efficiency, becomes a more critical issue. For these applications the CI 
engine or the “Compression Ignition” engine, and typically what is often referred to the 
diesel engine is used. Just as for the SI engine the name CI engine relates to the combustion 
process of the engine and similarly there are several different types of CI engines. Most 
common is the 4-stroke CI engine used in trucks, busses, cars, boats, ships, trains, power 
stations and so on. 
 
Often described as diesel engines from the fuel they are often used with, and ultimately 
from the name of the inventor of the CI engines, Rudolf Diesel, they can in fact be used 
with a number of liquid and gaseous fuels.  High in efficiency, flexible, durable but also 
quite expensive has meant that these engines has been the choice for semiprofessional or 
professional use. In the extreme end of professional use and demand for efficiency comes the 
range of big 2-stroke CI engines which are used in large ships and power stations. The pecu-
liarities of their applications with steady state running, energy recovering systems but also 
from their sheer size and complicated production, makes almost every single engine of this 
kind a type in themselves. As for all CI engines they share the drawbacks and concerns for 
emissions like soot and NOx. 
 
The CI engine combustion does not use any external source, like spark plugs, for initiating 
the combustion. The typical CI process is to compress the oxidizer within the combustion 
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chamber to reach a suitable pressure and temperature and then inject the fuel which will 
start to burn as soon as it has mixed with the oxidizer to reach an ignitable mixture. The 
combustion continues as long as there is fuel injected. For the CI engine, mixing processes 
and fuel spray formation (for liquid fuels) are very much the heart of the matter. 
 

2.3 The HCCI engine 
Although the process of HCCI has been around for as long as internal combustion engines, 
as both a wanted and unwanted effect, and also partly understood for long, it was more 
clearly explained by Onishi 1979 and has been considered as a future option the latest 10 or 
so years. The name HCCI, “Homogeneous Charge Compression Ignition” relates to the 
ambition of creating an engine using this principle. Just as for SI and CI engines the name 
relates to the combustion process and just the same the HCCI engine can be of several types 
and configurations, such as 2-stroke and 4-stroke. 
 
The basic idea behind the HCCI engine is that the ignitable mixture of fuel and oxidizer is 
prepared and mixed in advance as in the SI engine but that the combustion starts as a con-
sequence of temperature and pressure rise created by compression, reminding about the CI 
engine. Strictly speaking, it is quite far from the CI engine, and the ignition process is de-
termined by what is known as chemical kinetics. Since the charge is homogenous the com-
bustion takes place everywhere simultaneously within the combustion chamber. It does not 
contain any flame front, but the fuel rather goes through a low temperature oxidation. This 
is the key to the advantage of the HCCI. Low temperature combustion leads to lower emis-
sions of NOx (nitrous oxides) and lower amounts of heat losses, which lead to high efficien-
cy.  The reasons that pure HCCI engines are not commonplace are mainly twofold: they are 
not as flexible as the SI and CI engines in terms of regulation when one wants to change the 
speed or the load; and they are not that easy to run with the high loads reached by similar 
sized SI or CI engines.  The reason for these drawbacks is related to the combustion process. 
Since all the fuel is present in the combustion chamber and supposed to burn simultaneous-
ly, there is a limitation to how much fuel there can be, or the combustion becomes too fast 
and violent. Too fast and violent in this case means noisy, which is unacceptable in com-
mercial applications, or destructive which is even worse and certainly unacceptable in com-
mercial applications.  Issues of HC emissions have also been a concern. 
 
Fundamentally the concept of HCCI has many advantages and it is also used already in 
several applications combining it with either SI or CI approaches. Those approached will be 
discussed later on. 
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2.4 DI engines 
First it should be made clear that a DI engine is not an alternative to a SI, CI or HCCI 
engine. It is merely an addition. In fact DI or “Direct Injection” relates to the means of 
providing fuel to the combustion chamber. So there can be SI engines with DI (DISI) or 
without DI, although traditionally SI engines would seldom be direct injected. Direct injec-
tion in SI engines should not be confused with injected SI engines which actually refers to 
indirect injection and is very common for SI engines. 
 
Modern CI engines are almost always DI engines, although some prechamber designs still 
exist. Although not referred to as DI the prechamber designs pretty much work as DI en-
gines. For HCCI engines the basic principle of “homogenous charge” implies that 
fuel/oxidizer mixture is prepared and mixed outside the combustion chamber. This means 
that pure HCCI engines are usually not of the DI type. 
 

2.5 HCCIDISIDICI engine 
The rules are changing and the development is towards engines that are capable of multiple 
combustion strategies or modes of operation. One of the early approaches around the HCCI 
engine is the pHCCI, “partial HCCI”, engine that has both indirect injection (normal 
HCCI) and early direct injection (pHCCI). The word early here has great significance, since 
the timing of the injection decides whether the combustion will be of HCCI or CI type. 
 
Very early DI means that the fuel and oxidizer has a relatively long time to mix and create a 
homogeneous mixture needed for pure HCCI combustion. Medium early DI means that 
the fuel and oxidizer has a short time to mix and create a homogeneous mixture needed for 
pure HCCI combustion, but has the advantage of realizing a local island of mixture that is 
not in contact with the combustion chamber walls. This minimizes quenching and HC 
emissions. The later the injection becomes, the more CI like the combustion becomes, with 
its advantages and disadvantages. In effect, with precise DI strategies one can have both 
HCCI and CI in the same engine. 
 
The current research is focused on investigating the combination of different approaches to 
be able to create efficient, clean and practical engines. Some of the approaches are PPC 
(Partially Premixed Combustion) [8] and SACI (Spark Assisted Compression Ignition) [9] 
both in the borderland of HCCI, SI and CI (and using DI of course). 
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3 Chemical Modeling 

Chemical kinetics is the study of reaction rates of different species in chemical processes. It 
is one of the fundaments behind and necessary for this work and the provider to determine 
and describe the factors important not only in combustion, but also in food decomposition, 
the hardening of dental materials, the reproduction of micro-organisms, the speed at which 
stratospheric ozone is destroyed, and how the enzymes influence chemical processes in bio-
logical systems. 
 
Combined with thermodynamics the reaction rates from chemical kinetics can be used to 
determine the extent to which reactions occur. According to the collision theory of chemical 
reaction, concentration plays an important role since molecules must collide in order to 
react and form new species. The collision theory is straight forward: as the concentration of 
the reactants increases, the frequency of reactions increases as well. The main factors that 
influence the reaction rate include: the physical state of the reactants, the concentrations of 
the reactants, the temperature at which the reaction occurs, and whether or not any catalysts 
are present in the reaction. 
 

 

Figure 3.1 Collision theory. 

The chemical model can be thought of as a map, describing the different reaction rates 
between the different species. For a typical reaction between atomic or molecular species 
ܣ ൅ ܤ ՜  :is given in its simplest form by ݎ the rate ܥ

ݎ ൌ ݇ሺܶሻሾܣሿ௠ሾܤሿ௡                         (3.1) 

where ݉ and ݊ are the stoichiometric coefficients, representing the degree of consumption 
or formation for each species involved in the reaction. For each reaction the reaction rate 
coefficient ݇ is given by the Arrhenius equation:  
 

݇ ൌ ܣ · ݁ିா ሺோ்ሻ⁄          (3.2) 
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The preexponential factor ܣ is related to the physical properties of the reaction: molecular 
sizes, angular effects, average molecular speeds, etc. ܧ is the activation energy, the energy 
needed to break up the molecular bonds. ܴ is the gas constant and ܶ the temperature. Often 
the temperature dependence of the preexponential factor in Equation 3.2 is expressed indi-
vidually with the modified Arrhenius equation. In the present work and for a system of 
reactions ݎ this can be written as: 
 

݇௥ ൌ ௥ܶ௡ೝܣ · ݁ିாೝ ሺோ்ሻ⁄           (3.3) 
 
The temperature dependency of the specific reaction is defined by ݊௥ a dimensionless pow-
er. For a system of species ݅ and reactions ݎ, Equation 3.1 can be written: 
 

௥ݎ ൌ ∏ ܿ௜
௩೔,ೝ݇௥

ே೔
௜          (3.4) 

 
The stoichiometric coefficient ݒ௜,௥ is defined for each of the species ݅ with concentration ܿ௜ 
participating in reaction ݎ. Leading to the expression of production or consumption ߱௜ of 
all species in the closed system: 
 

߱௜ ൌ ∑ ௥ݎ௜,௥ݒ
ேೝ
௥          (3.5) 

 
 

 

Figure 3.2 Representation of the problem to solve in simulating engine combustion.  

In the simulation of combustion in engines, by use of chemical kinetics, the results are 
strongly affected by the quality of the chemical model. The problem to solve is how the 
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initial conditions of fuel, oxidizer, pressure and temperature and so on, translates over time 
to work and also to the products of combustion (Figure 3.2). The description of the inter-
mediate reactions and their release of heat are clearly important but also difficult to define. 
 
Each chemical model is based on the fuel and oxidizer it is developed for. Typically the 
more complex the fuel, the more complex the chemical model will be. For example, a small 
fuel species like hydrogen has a chemical model of less than 10 species, while more complex 
fuel species like isooctane can have several hundreds of species included in the chemical 
model. Not only the fuel itself decides the size, but features as NOx and soot emission cal-
culations need a chemical model that includes those specific species and reactions. 
 

3.1 Reduced Chemical Models 
In the interest of reducing the size and thus the computing time, reduced chemical models 
are developed for complex fuels. The problem is to reduce the size of the chemical model 
without losing its ability to correctly calculate the chemical process under the conditions 
specified. DARS-ESM is constructed in such a manner that the chemical model can be 
exchanged. Of course, this applies to when the engine simulation models different fuels, but 
also depending on the purpose of the simulation for any given fuel. Typically, an increase in 
the size of the chemical model results in an exponential increase of computing time. 
 
Although stochastic reactor models are lightweight compared with CFD models regarding 
the physical properties, this advantage is often used to employ heavier and more detailed 
chemical models. Generally speaking, there is always a tradeoff in how much information or 
quality you can obtain from a simulation in relation to how long it takes to perform the 
calculations. Nevertheless there is a constant development towards faster and often at the 
same time more detailed simulations. This reflects not only there being a constant develop-
ment of faster computers, but also considerable effort is also invested in methods to simplify 
the calculations without losing accuracy or other properties. Modern solver solution is a 
research area of its own [10], and several of the novel approaches can be used for stochastic 
models. 
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Figure 3.3 Detailed chemical model of n-heptane [11].  

 
From the standpoint of computers, DARS-ESM is not in itself to complex or time consum-
ing to solve. What is really demanding for the computer is the solving of the chemistry. 
Generally speaking an increase of the size of chemical model will lead to an exponential 
increase of the computational time.  This is the case, since solving the chemistry at a specific 
moment normally requires the use of numerical methods and in general, the size of the 
numerical matrix to solve is the number of species, together with any other unknown you 
like to solve, like temperature, to the power of 2. In addition, when increasing the number 
of species, typically, less important species or species with extremely low concentrations are 
included. In practice, with a larger number of species the differences in the concentrations 
of the species are extended, with the effect from a numerical point of view, that the differ-
ences of the size of the numbers is extended. 
 
Let me give a practical example: 
A simple chemical model contains O2 and N2 (air) and a hydrocarbon fuel, let’s say Ethanol 
in these bio fuel days C2H5OH, and other species like CO, CO2, H2O,OH, NO, N, O,H, 
less than 20 species altogether. Actually this is typically the species accounted for in com-
mercial engine simulation tools in their standard combustion models. For many types of 
engine simulations, this is no problem. 
 
But, to cover the entire regime of what happens in, for example, a diesel fuelled combustion 
one would need to include hundreds of species. In the simplified model above, intermediate 
species like CH2O, CH3 and hundreds of others are not included, and thus hidden in the 
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fuel and combustion products, for example CO2. In the simplified model the mass fraction 
of C2H6O can be 0.01870, while in the detailed model it would be 0.01869 mass fractions 
of C2H6O together with the 0.1*10-13 mass fractions of each of 99 other species. To be of 
any relevance it is still needed to solve those extremely small numbers with accuracy. The 
differences in massfractions are not the only differences to consider while solving the chemi-
stry. The evolution of the massfractions over time is solved within discrete and finite time-
steps, and since the lifetimes of different species are of extremely different magnitude, yet 
another difference is introduced. 
 
In a numerical solver it is needed to solve both the smallest numbers and largest numbers 
simultaneous and all with some accuracy on the significant digits. When introducing large 
differences in the size of the numbers, the system to solve is known to be stiff. And with 
increased stiffness, the longer the calculation will take to perform. In fact to solve chemistry 
in combustion is known to be very stiff problems. 
 
It is obvious that it is possible to save computing time and also memory space by using 
smaller chemical models. General reduction of chemical models is one approach, but to be 
able to have high levels of detail and accuracy combined with fast calculations is more diffi-
cult. More information on the subject can be found in [11,22].  
 

3.1.1 Lumping 

If certain species have similar properties, they may be lumped together into one single spe-
cies representing them all (Figure 3.4). This is a very general and efficient way of reducing 
the size of the chemical model. One should be careful, of course, not to lump together any 
species of particular interest to analyze. 

 
Figure 3.4 The lumping procedure. 

The result of the lumping procedure can be seen in Figure 3.5. The original mechanism of 
233 species and 2019 reactions in Figure 3.3 has been reduced to a mechanism of 143 spe-
cies and 1374 species. Roughly a division of 2 in size but the gain in calculation time is 
rather in the order of a factor of 4. The lumped mechanism should in principle be applica-
ble for all the conditions as for the original mechanism and of very minor deviation. 
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Figure 3.5 Lumped chemical model of n-heptane after the lumping procedure has 
been applied to the base chemical model shown in Figure 3.3.  

 

3.1.2 Skeletal Mechanism 

If the problem to solve is within a limited range of conditions, of for instance pressure and 
temperature, some of the species may be of little or no consequence. If this is the case, then 
these species can be removed altogether. One should remember though that the skeletal 
mechanism loses the generality of the detailed model it was based on, and is only applicable 
under the conditions it was created for. 
 

 
Figure 3.6 Principle of the skeletal mechanism. 

Figure 3.7 demonstrates a skeletal chemical model that has undergone both skeletizing and 
lumping from the base mechanism in Figure 3.3. The size is a reduction from 233 species 
and 2019 reactions down to 64 species and 482 species, in effect a reduction in size of al-
most 4 times, but a computational speedup in the range of a factor of 20. Still the produced 

 
Products (Lumped mechanism) 
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skeletal model should for the applicable conditions be able to predict emissions and engine 
performance to a high level of accuracy. 

 

Figure 3.7 Skeletal chemical model of n-heptane after the skeletal procedure has 
been applied to the lumped chemical model in Figure 3.5.  

3.1.3 The QSSA 

Under certain conditions, certain species may be so short lived, or rather consumed and 
formed so fast that their concentration remains almost unchanged so that they can be 
thought of being in steady state. In this case it is generally beneficial to relax the numerical 
system by removing these species, that with their short lifetime would impose significant 
stiffness, and solve them outside algebraic. The approach is known as the Quasi Steady State 
Assumption. 
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Figure 3.8 Representation of the QSSA.  
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4 Physical Modeling 

In simulating engines the models used can be divided into two categories, physical and chemical 
modeling. This chapter describes physical modeling and details of chemical modeling have been 
considered in the previous chapter.  
 
When referring to physical modeling it is meant a model that has physical properties like vo-
lume, size, time, temperature, pressure and so forth. The physical model contains a solver for the 
temporal evolution of the chemistry based on the information from the attached chemical mod-
el. The physical models used here are known as reactors and are in the present work restricted to 
only be used for calculations of the closed cycles of an engine. For four-stroke engines, closed 
cycles appears usually every fourth stroke as the main combustion period, but more recent with 
specific valve timing strategies, a second so called Negative Valve Overlap (NVO) period closed 
cycle may be applied as well. 
 
3-dimensional, detailed engine simulations using Computational Fluid Dynamics (CFD) are 
amazing in the detailed results they provide, results that are useful to give insight in the pheno-
menon of engine combustion [12-16]. CFD calculations are however very demanding on com-
putational powers and also quite complex to set up, run and post process. For simulations in 
which computational time or memory needs are restricted, Homogeneous Reactor Models 
(HRM) and Stochastic Reactor Models (SRM) are attractive alternatives and complements to 
CFD. Typically, HRM and SRM can be used for simulations where large chemical models are 
employed or when transient effects need to be studied or when fluid mechanics or turbulence is 
of little consequence. Both HRM and SRM are 0-D and there is no spatial information to be 
gained from calculations of the combustion within the cylinder. The SRM is known as a quasi-
0-D tool where the spatial description is replaced with by a statistical description of the distribu-
tions. 
 
In full engine simulation tools, like 1-D codes, that are perfectly capable of determining the flow 
conditions in an engine, combustion modeling is most often performed either with deterministic 
or empirical models [17,18]. Replacing those simplistic combustion models, these 1-D tools can 
be coupled to the SRM and thus create a computational efficient and predictive full engine 
simulation tool. The coupled 1-D SRM is useful for parametric studies of engine emissions and 
performance for the full operating range and transients of different engines. If the flow condi-
tions in the engines are known, the SRM can also be used on its own.  
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4.1 The Homogeneous Reactor Model (HRM)  
The fastest way to calculate engine combustion with a solver for detailed chemistry would be to 
employ a homogenous reactor model. The model is based on the PFR (Plug flow Reactor) with 
the assumption that conditions within the cylinder are homogenous at all times. The model uses 
the Woschni-correlation [19] for calculation of heat transfer and has successfully been applied to 
calculate the combustion process of HCCI engines [20, 21].  
 
The numerical model is basically a set of zero-dimensional time dependent differential equa-
tions, solving the energy conservation and species balances [22]. The matrix system of balance 
equations is solved using Newton’s method and the time is resolved with higher order backward 
differential functions. The pressure is calculated as a function of the piston movement and of the 
pressure increase due to chemical reactions. The pressure is then calculated from the equation of 
state: 
 

݌ ൌ ߩ ோ்
ெ

                                                                          (4.1) 

 
Since combustion in the engines modeled here, occur during the closed period, inflow and out-
flow calculations are omitted and a closed system assumed. The conservation equation for the 
chemical species is then given by: 
 

ௗ௒ೕ
ௗ௧

ൌ
ெೕ

ఘ
∑ ௞ݎ௝,௞ݒ
ேೝ
௞ୀଵ                                            (4.2) 

 
and the energy conservation equation is given by: 
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ௗ௧
൅ ௩ܥ݉

ௗ்
ௗ௧
ൌ 0ேೄ

௝ୀଵ     (4.3) 

  
For both these balance equations, ݒ௝,௞ is the stoichiometric coefficient for species ݆ in reaction ݇ 

and ݎ௞ is the reaction rate of reaction ݇.  ௝ܻ, ݑ௝ and ܯ௝ are the mass fraction, specific internal 

energy and the mole mass respectively, of species ݆. ܣ௪௔௟௟ is the in-cylinder wall area and ݄௚ is 
the heat transfer coefficient which is obtained with the Woschni correlation [19] and  from the 
engine geometry with and additional factor to account for the clearance volume. ܸ, ݌, ܶ, ௪ܶ௔௟௟ 
and ݐ are cylinder pressure, instantaneous volume, in-cylinder temperature, cylinder wall-
temperature and time. 
 

݄௚ ൌ  ଴.଼                                                                      (4.4)ݓ଴.଼ܶ଴.ହହ݌଴.ଶିܤ3.26
 
The instantaneous volume is calculated following the expression [23]: 
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ܸ ൌ ௖ܸ ൅
గ஻మ

ସ
ቆܮ௖௥ ൅ ܴ௖௧ െ ௖௥ܮ cosሺߠሻ ൅ ටܮ௖௥ଶ െ ܴ௖௧ଶsinଶሺߠሻቇ              (4.5) 

 
where ௖ܸ is the clearance volume, ܤ the engine bore, ܮ௖௥ the connecting rod length, and ܴ௖௧ 
crank throw radius.  
 
The calculation approach is similar to that of an ideal constant volume process, with the excep-
tions that the volume is changed from one time-step to another, and that heat is transferred to 
and from the system through the cylinder wall. 
 

 
Figure 4.1 Comparison of experimental results (solid) and HRM calculations (dotted). 

 
The HRM is a fast and efficient tool that provides considerable useful information and trends in 
emissions and engine performance, but with limitations. Figure 4.1 exemplifies the difference 
between a calculation with the HRM and an experiment. Since the HRM only contains one 
single volume, everything happens at once. This is evident in the pressure peak which for the 
HRM is sharp. The result is that the maximum pressure, maximum pressure rate and maximum 
temperature are overpredicted. From this follows that hydrocarbon and CO emissions are un-
derpredicted but that NOx emissions are overpredicted. Further, the combustion duration can-
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not be determined although both the total amount of heat release and the ignition timing are 
predicted quite reasonable. To be able to get better predictions of emissions and engine perfor-
mance, the SRM for engine simulations was developed. 

 

4.2 The Stochastic Reactor Model (SRM) 
The SRM or stochastic reactor model is the model inside DARS-ESM, developed for this inves-
tigation. The SRM is based on the partially stirred reactor model (PaSPFR) developed by Kraft 
[24] which has been presented in several publications for use in combustion modeling of HCCI 
engines[25-28]. The model developed for the present study contains the same PDF based Monte 
Carlo type simulation assumption with a MDF and an operator splitting loop.  
 
The strength of the SRM is that it provides means to include effects of inhomogeneties and 
turbulence. The idea behind the SRM is that the assumption of homogeneity within the com-
bustion chamber is replaced by the one of statistical homogeneity, with physical quantities de-
scribed by PDF distributions. This is realized by dividing the mass within the cylinder into an 
arbitrary number of virtual packages called particles. Each of these particles has a chemical com-
position, a temperature and a mass and is able to mix with other particles and exchange heat 
with the cylinder walls. Since the SRM is 0-dimensional no information is provided on the posi-
tion of the particles. 
 
The PDF and the MDF 
In a real engine or in a CFD model the chemical composition, temperature and mass, have dis-
tributions in space, but in the space dimensionless SRM the distributions of the particles va-
riables can be described with probability density functions (PDFs), with one PDF for each varia-
ble. The PDF can be compared with the distributions from CFD calculations or from measure-
ments in real engines.   
 
Figure 4.2 shows a theoretical bell-shaped PDF for temperature, where the largest number of 
particles having temperatures of 1010 – 1040 K, and no particles having temperatures below 
950 K or above 1100 K. In reality most PDFs have shapes that are skewed and with several 
peaks. During a calculation with the SRM the shape of the PDFs as well as their range of the 
variables changes with each time step. 
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Figure 4.2 Example of a bell-shaped PDF for temperature. 

   
Since the models implemented in the present work all contain equiweighted particles, the mass 
density functions (MDF) are always equal to the PDFs. 
 
The MDF can be written as ܨఃሺ߰ଵ,… , ߰ௌାଵ,   ሻ, whereݐ
 

ሻݐሺߔ ൌ   ሺߔଵ,… ,ௌߔ, ;ௌାଵߔ ሻݐ ൌ ሺ ଵܻ, … , ௌܻ, ܶ;  ሻ                                          (4.6)ݐ
 
denotes the vector that contains the random variables, mass fractions, ௜ܻሺݐሻ, ݅ ൌ 1,… , ܵ, and 
temperature, ܶሺݐሻ represented in the MDF. ߰ଵ,… , ߰ௌାଵ are the realizations (sample space va-
riables) of the corresponding random variables ߔଵ,… ,ௌߔ,  ௌାଵ . ܵ is the number of species andߔ
 is the time. The MDF particles are assumed to follow the same physical laws as a gas cluster ݐ
and the time evolution of the MDF, assuming statistical homogeneity as proposed in the 
PaSPFR model is given by: 
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The differential Equation 4.7 is derived from the conservation equations for mass and energy as 
for the Navier-Stokes equations for reactive flows [29]. The initial conditions are set to 
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,ఃሺ߰ܨ 0ሻ ൌ  ஍଴ሺ߰ሻ, and ܳ௜ denotes the source term for variable ߰ which give the changes ofܨ 
the MDFs due to chemical reactions, heat transfer and volume work: 
 

ܳ௜ሺ߰ሻ ൌ
ெ೔
ఘ
߱௜ሺ߰ሻ, ݅ ൌ 1,… , ܵ                          (4.8) 
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where h is the Woschni heat transfer coefficient. To include the stochastic heat transfer step [27] 
the original Equation 4.7 is modified to: 
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                        (4.10) 
 
where: 
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ሺܶ െ ௪ܶሻ                         (4.11) 
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To introduce the fluctuation, the third term in the L.H.S., Equation 4.10 is replaced by a finite 
difference scheme: 
 

ଵ
௛
൤ ܷሺߖௌାଵሻܨሺߖ, ሻݐ െ
ܷሺߖௌାଵ െ ݄ሻܨሺߖଵ,… ,ௌߖ, ௌାଵߖ െ ݄, ሻ൨ݐ ,   ݂݅ ܷሺΨௌାଵሻ ൏ 0                 (4.14) 

 
and 

 
ଵ
௛
൤ ܷሺߖௌାଵሻܨሺߖ, ሻݐ െ
ܷሺߖௌାଵ ൅ ݄ሻܨሺߖଵ,… ,ௌߖ, ௌାଵߖ ൅ ݄, ሻ൨ݐ ,   ݂݅ ܷሺΨௌାଵሻ ൐ 0                 (4.15) 

 
The fluctuation in temperature ݄ is in this work a modeling parameter, and is described in more 
detail in section 4.2.5. The mixing term of scalars by turbulent diffusion depends on the used 
mixing model and is given explicitly in section 4.2.4. The Ideal gas law is assumed to always be 
valid: 
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ܸ݌ ൌ ܴ݊ܶ                          (4.16) 

 

4.2.1 Operator splitting and numerical solution 

To simplify the solving of the partial differential equation (Equation 4.10), at each time step an 
operator splitting loop approach is employed [30]. The differential operator is decomposed and 
parts of the differential operator describing different physical processes are solved sequentially. 
The resulting PDE can be seen in Equation 4.17.  
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The MDFs are updated at each step under the assumption of constant pressure. This approach 
introduces a small error compared to solving Equation 4.10 directly, so to assure that the ther-
modynamic conditions are valid for the next operator a pressure correction calculation is per-
formed after each operator. The operator splitting approach has been proved to be first order 
accurate [31].  
 

 
 

Figure 4.3 The steps in the operator splitting algorithm. 

 
The basic functionality is represented in Figure 4.3. The initial state or starting conditions are 
applied at the closing of the intake valve. The starting conditions include global pressure, tem-
perature, air/fuel ratio, EGR amount, cylinder wall temperature, etc. At the initialization the 
mass within the cylinder is divided to an arbitrary pre-set number of particles. Residual gas and 
EGR can be handled in two ways. EGR or Exhaust Gas Recirculation is in a real engine an ac-
tive measure where residual gas is being fed back into the induction system. In the model it is 
assumed that the EGR is perfectly mixed with the incoming air, and thus the EGR mass is 
spread equally over the existing particles. Residual gas is the gas remaining in the cylinder from 
the last cycle and that was not expelled during the open valve periods. The assumption in the 
model is that residual gas is not mixed with the incoming gas at all and thus a number of EGR 
particles are introduced. 

 
At each time step, the volume work of the piston movement, the mixing of the particles scalars, 
the chemical reaction (with sub cycling), and heat transfer are solved one after each other. After 
each of the steps a pressure correction is performed. The pressure correction is described below.  
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Model for the pressure correction 
Since the different steps in the operator loop in fact are supposed to be solved simultaneously 
and during constant pressure, a small error is introduced while solving the different steps indivi-
dually. For this reason after each single event in the operator split loop the pressure of the par-
ticles are recalculated, so that they all have exactly the same pressure. Especially for zonal models, 
as the TwoZone SI SRM in chapter 5, where the conditions may be quite different such a pro-
cedure is necessary. 
 
In relation to Eq. (4.10) this means that the term corresponding to the pressure change: 
 

െܸ ଵ
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has to be accordingly divided in subterms for each split event (piston movement, mixing, chemi-
stry, and heat transfer): 
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                                              (4.19) 
 
These subterms are solved with the pressure correction. 
For introducing the procedure consider a system of particles ݅, ሺ݅ ൌ 1, ݊ሻ, each particle having its 
own species composition and temperature, giving individual specific heat ratios ߛ௜, and own 
pressure ݌௜. The pressure ݌௜ is calculated based on the equation of state, written with the par-
ticles properties. The model equalizes the pressure of all the particles in the system, by consider-
ing they perform an isentropic compression or expansion to a value. 
 

௜݌ ௜ܸ
ఊ೔ ൌ റሺ݌ ௜ܸ ൅ Δ ௜ܸሻఊ೔                          (4.20) 

 
The adiabatic exponents of the particles are assumed to be constant, but even so the system 
cannot be solved analytically. In order to solve the system (for ݌റ) one additional constraint is 
needed. This is obtained from the condition that the sum of the volume of all the particles is 
equal to the total cylinder volume: 
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Equation 4.21 is solved using Newton iteration. After the pressure correction, the temperature 
and the density of all of the particles are updated accordingly. Further details can be found in 
[32]. 
 

4.2.2 Piston movement 

A piston engine can be seen as a pump that draws in air and fuel, compress and combust the gas 
mixture, use the expansion to convert the heat into work, and then pump out the exhaust gases. 
The SRM codes in the present work are employed to model the closed cycles. The gas filling and 
emptying through pumping is left to be modeled by 1-D codes which are specific tools for this 
kind of problems. Coupling of the SRMs to such tools are described in sections 5.4 and 7.3.  
 
In the closed cycle the piston movement works against a closed cylinder, decreasing the volume 
and thus increasing the pressure. This is a fundamental step to be modeled in a piston engine for 
predicting the compression, combustion and expansion. In this work the equation for the cy-
linder volume due to piston position was extended to include the effects of piston pin offset. 
Piston pin offset, which is the offsetting of the cylinder axis in relation to the crank center, is 
quite often used to reduce the mechanical stresses on the cylinder walls, friction and noise. The 
equation for the instantaneous cylinder volume from crank angle degree CAD ߠ can thus be 
expressed as: 
 

ܸ ൌ ௖ܸ ൅
గ஻మ

ସ
ቆට൫ܮ௖௥ଶ ൅ ܴ௖௧ଶ൯ െ ܱ ௣݂௜௡

ଶ െ ටܮ௖௥ଶ െ ሺܴ௖௧ଶsin ሺߠሻ െ ܱ ௣݂௜௡ሻଶ െ

௖௥ଶܮ cosሺߠሻ൰                                                                                              (4.22) 

 
where ௖ܸ  is the clearance volume, ܤ the cylinder bore, ܮ௖௥ the length of the connecting rod, ܴ௖௧ 
the radius of the crank throw and ܱ ௣݂௜௡ the piston pin offset. 

 

4.2.3 Mixing 

Turbulence is modeled with mixing models. The main function of turbulence is to spread and 
disperse inhomogenities. Turbulence is one of the essential processes for the combustion process 
in engines, and one necessary for engines in which the incoming charge is not prepared and 
mixed in advance. Turbulence is also important to reach sufficiently fast flame speed in SI en-
gines as well as for the mixing of fuel and cylinder gas in direct injection engines. This is espe-
cially true of DICI engines, in which the combustion is to a great extent decided by the turbu-
lent mixing [23, 33].  
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Mixing and turbulence phenomena are themselves stochastic processes that are not easily mod-
elled [34], although the flow fields can be determined with DNS [35].  
 
Several models that can be used for the mixing of the particles within an SRM have been devel-
oped earlier. The IEM [36,37] and the Binomial Langevine  [38] as well as the multi weighted 
C/D (Coalescence/dispersal) model  [39,40] and the modified C/D model as presented by Ja-
nicka [39,41] were used in the present work. All of the SRM results presented in the thesis were 
calculated either with the IEM or the multi weighted C/D mixing model. For this reason, only 
these two models are presented here. 
 
The mentioned mixing models have in common that the turbulence is modeled with simplified 
models where typically the turbulence mixing time needs to be provided by the user. Ideally the 
turbulence mixing time can be provided from experiments or from CFD calculations, for in-
stance as the prescribed Favre mean of the global ݇ ⁄ߝ  ratio [42]: 
 

߬ ൌ ܿ ௞
෨

ఌ෤
                            (4.23) 

 
Usually, this information is not obtainable. This means that user usually is left with the necessity 
to tune the SRM code with the turbulence mixing time. 
 
The turbulence mixing time ߬ is defined [23] as the ratio between the integral length scale ݈ூ and 

the mean velocity in the gas ഥܷ :  

߬ ൌ ௟಺
௎ഥ

                           (4.24) 

where the integral length scale, ݈ூ, is the measure of the largest scale structure of the flow field, 
defined according to the formula:  
 

݈ூ ൌ ׬ ܴ௫݀ݔ
ஶ
଴                                                    (4.25) 

 
with ܴ௫ the autocorrelation coefficient of the fluctuating velocity. For engines with little charge 
motion, the mean flow is the same order of magnitude as the fluctuation of velocity ݑ, the tur-
bulence mixing time is sometimes expressed as: 
 

߬ ൌ ௟಺
௨ᇱ

                                                                             (4.26) 

 
where ݑԢ the turbulence intensity is defined as:  
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ᇱݑ ൌ lim௧՜ஶ ቀ
ଵ
௧ ׬ ௧బା௧ݐଶ݀ݑ

௧బ
ቁ
ଵ ଶ⁄

                         (4.27) 

 
The level of turbulence changes in general with the engine geometry, but also with engine speed. 
Turbulence is also a function of the time in the cycle and thus very time dependent.  
 
The IEM mixing model 
The interaction by exchange with the mean model [36, 37], even though still deterministic, is a 
simple and computationally efficient model. The model works on the principle that the scalar 
value of each particle approaches the mean scalar value of all the particles with a decay that is 
controlled by a characteristic time, which is a fraction of the mixing time ߬: 
 

߬஍ ൌ ఛ
஼ಅ

                          (4.28) 

 
 ஍ is a constant of the model which was set to 1.0 throughout this work. The expression for theܥ
mixing term is: 

݉ݎ݁ݐ ݃݊݅ݔ݅݉ ൌ  ∑ డ
డഗ೔

൬ଵ
ଶ
஼ಅ
ఛ
ሺ߰௜ െ ,஍ሺ߰ܨሻۄΦ௜ۃ ሻ൰ௌݐ

௜ୀଵ ൅ డ
డഗೄశ೔

൬ଵ
ଶ
஼ಅ
ఛ
൫݄௜ െ

,஍ሺ߰ܨሻۄh௜,஍ۃ  ሻ൰                          (4.29)ݐ

 
where ܥ஍ ߬⁄  is the mixing scalar intensity and h௜,஍ is the cylinder specific species enthalpy. Since 
the temperature is not an extensive variable, the enthalpy is used instead. For a MDF particle 
this gives for the species massfractions and enthalpy respectively: 
 

ௗ௒೔
ೕሺ௧ሻ
ௗ௧

ൌ െ ଵ
ଶ
஍൫ܥ ௜ܻ

௝ሺݐሻ െ ۃ ௜ܻ
௝ۄሺݐሻ൯                         (4.30) 

 

ௗ௛೔
ೕሺ௧ሻ
ௗ௧

ൌ െ ଵ
ଶ
஍൫݄௜ܥ

௝ሺݐሻ െ ௜݄ۃ
௝ۄሺݐሻ൯                         (4.31) 

 
The result is an exponential change of the particle properties towards the mean. Since the mean 
value is constant during the operation, this can be written as: 
 

௜ܻ
௝ሺݐ ൅ ሻݐ∆ ൌ ௜ܻ

௝ሺݐሻ݁ି
భ
మ஼ಅ୼௧ ൅ ቂ1 െ ݁ି

భ
మ஼ಅ୼௧ቃ ۃ ௜ܻ

௝(4.32)                         ۄ 

 

݄௜ሺݐ ൅ ሻݐ∆ ൌ ݄௜ሺݐሻ݁ି
భ
మ஼ಅ୼௧ ൅ ቂ1 െ ݁ି

భ
మ஼ಅ୼௧ቃ ௜݄ۃ

௝(4.33)                         ۄ 
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Figure 4.4 Schematic representation of the time evolution of two particles moving to-
wards the mean according to the IEM model. 

All of the MDF particles are moved towards the global mean proportionally at each timestep, so 
that the evolution of the PDF is rather smooth (Figure 4.4). One disadvantage is that the MDF 
shape does not relax to a Gaussian. 
 
C/D mixing model 
The coalescence/ dispersal (C/D) model, also known as the Curl model, was originally suggested 
by Curl [39] and later further developed by Janicka [41]. The implementation in this work is 
based on the development by Janicka, but with the additional consideration of the particle 
weights. The expression for the mixing term in this model is: 
 

݉ݎ݁ݐ ݃݊݅ݔ݅݉ ൌ ߚΦܥ

߬
׬ൣ Φሺψܨ െ Δψ, Φሺψܨሻݐ ൅ Δψሻ݀ሺΔψሻ െ ,Φሺψܨ ሻΔΦݐ ൧    (4.34) 

 
The idea is that out of the N particles, n random selected particle pairs mix and “take” their 
mutual mean. The resulting PDF with this model is not continuous, but rather consists of an 
ensemble of delta functions. The mixing process modeled with this approach does not affect the 
mean value of the properties. The C/D model is relatively simple to implement and has been 
reported to perform better for multiple reacting scalars [27, 40] compared to the deterministic 
IEM. Also this model gives results closer to the Gaussian distribution than the IEM model. The 
implemented C/D algorithm is presented below. 
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Figure 4.5 Schematic representation of the CURL mixing model. A pair of particles 
mixes, both particles receiving their mean properties after mixing.  

 
 
In each global time step ݐ ൅ Δݐ the C/D model is implemented as follow: 

1. Calculate a time jump parameter.  

௝௣ݐ  ן
ଵ
ఛ
                          (4.35) 

2. Advance a randomly calculated sub time step.  

௦௨௕ݐ  ൌ ௦௨௕ݐ  ൅ Δݐ െ ଵ
 ௧ೕ೛

ܴ݃݋݈ ଴ܰ
ଵ                         (4.36) 

3. Select two distinct particles randomly. 
 

4. Perform the mixing step:  

௜ܻ
௝ሺݐ ൅ ሻܾݑݏݐ  ൌ ௜ܻ

௞ሺݐ ൅ ሻܾݑݏݐ  ൌ
௪ೕY೔

ೕሺ௧ሻା௪ೖY೔
ೖሺ௧ሻ

௪ೕା௪ೖ                         (4.37) 

݄௝ሺݐ ൅ ሻܾݑݏݐ  ൌ ݄௞ሺݐ ൅ ሻܾݑݏݐ  ൌ
௪ೕ௛ೕሺ௧ሻା௪ೖ௛ೖሺ௧ሻ

௪ೕା௪ೖ                         (4.38) 

 
5. If ݐ௦௨௕ ൏  .then go to step 2 ,ݐ߂

 
 
For zonal models such as the two-zone SI engine model, mixing occurs only within each zone.  
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4.2.4 Chemical reaction 

In the chemistry solver the PDE 4.39 is solved. For each particle a set of instationary equations 
that is equivalent to the set of equations describing a regular plug flow reactor (PFR) is solved. 
This step needs subcycling since the governing equations are highly nonlinear. A standard back-
ward differential function (BDF) method combined with a Newton algorithm that is used to 
solve this system of equations. The result is the new chemical composition for the particle at the 
new timestep. 
 
డ
డ௧
஍ܨ ൌ డ

డటೄశభ
൬ ଵ
஼೛
∑ ݄௜

ெ೔
ఘ
߱ሺΦሻܨ஍ሺψ, ሻௌݐ

௜ୀଵ ൰ െ ∑ డ
డట೔

ቆெ೔
ఘ
߱ሺΦሻܨ஍ሺψ, ሻቇௌݐ

௜ୀଵ      (4.39) 

4.2.5 Heat transfer 

A particular strength of the SRM code is its ability to realistically model the inhomogenities 
inside a cylinder of a real engine. These inhomogenities have their source for SI engines in the 
flame movement and for DI engines through the fuel injection. In all engines, inhomogenities 
may also come from that the incoming gas not being homogeneous, and in all cases inhomogeni-
ties are created through heat transfer with the cylinder walls. In fact for HCCI engines heat 
transfer may be the only source of inhomogenity in the cylinder gas. Accordingly, the heat trans-
fer model is of central importance to the SRM code.  
 
The stochastic heat transfer model [27] was extended in the present work to be able to take 
account of an arbitrary number of surfaces inside the combustion chamber. Since the ratio of the 
different surfaces inside the cylinder varies during the piston motion, the probability of interac-
tion between the particles and the exhaust valve surface varies accordingly. This model uses the 
Woschni heat transfer model to determine the total amount of heat transfer [19], but a stochas-
tic approach [27] to decide the distribution of the heat transfer over the particles. A stochastic 
constant Ch can be set to decide the ratio of the distribution.  
 
A low Ch leads to a larger amount of heat transfer for each particle and to fewer particles partici-
pating, while a large Ch lead to less heat transfer for each particle and consequently to a larger 
number of particles participating to fulfill the total amount of heat transfer according to the 
Woschni model. With Ch going towards infinity the deterministic Woschni model as in the 
homogeneous reactor model is reproduced. 
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For each time step, ݐ ൅  ݐ∆

1. Calculate the area ܣ௜ of each surface that has an attributed temperature ௪ܶ௔௟௟
௜  according 

to the current piston position. 
2. For each surface ݅ repeat 3 to 7: 

3. Calculate the total heat transfer ܳ௧௜ for surface ݅ and the time step ∆ݐ according to the 
Woschni correlation. 

4. Calculate a time jump parameter ݐ௝௣: 

௝௣ݐ ן
஼೓ே೛ೌೝ೟

ொ೟
೔                (4.40) 

6. Advance a randomly calculated sub time step.  

௦௨௕ݐ  ൌ ௦௨௕ݐ  ൅ Δݐ െ ଵ
 ௧ೕ೛

ܴ݃݋݈ ଴ܰ
ଵ             (4.41) 

5. Choose a random particle, ݊, and calculate the heat transfer through the fluctuation in 
heat between the particle and the wall, and give particle ݊ the new energy: 

݄௡ ൌ ೙்ି்ೢ ೌ೗೗
೔

஼೓
              (4.42) 

and 

௡ܶ ൌ ௪ܶ௔௟௟
௜ െ ݄௡              (4.43) 

6. If ݐ௦௨௕ ൏  .then go back to step 2 ݐ∆ 
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5 The HCCI-SRM 

This chapter contains several studies demonstrating the capabilities of the HCCI-SRM that was 
implemented here. The implementation described in the previous chapter is in fact the imple-
mentation used for the HCCI-SRM described in this chapter. 
 

5.1 Effects of modeling parameters and discretization on the 
HCCI-SRM 
In the SRM codes implemented here, both the heat transfer model and the mixing model are 
stochastic. Both models contain processes that randomly select particles to participate in the heat 
transfer and mixing. It is obvious that these processes become more sensitive with a decreasing 
number of particles. If one studies the models as described in Chapter 4 one can understand that 
the distribution over the particles is to be maintained regardless of the number of particles. This 
gives as a result that with fewer particles each particle has a greater importance on the global 
conditions.  
 
With an infinite number of particles, sufficiently many will be selected at each time step for the 
heat transfer and mixing processes that the range of the stochastic variations from Cycle-to-cycle 
will be the same regardless of the order of the random numbers generated (the order particles are 
selected). This is perfectly fine since the heat transfer and turbulence in real engines are stochas-
tic and part of the reasons for the cyclic variations in real engines. But with a decreasing number 
of particles, fewer particles will be selected with the result that the evolution of the PDF over 
time is increasingly coarser and at some level of discretization the model starts to be increasingly 
more sensitive to the order of the random numbers generated. The effect is that with decreasing 
number of particles, at some point the cyclic variations due to insufficient discretization are 
introduced.  
 
To be able to run the calculations as fast as possible, the number of particles employed is usually 
kept as small as possible. To overcome the cyclic variations and only obtain one representative 
result, the random number generator can be locked to produce the same sequence of random 
numbers at each calculation, in fact the same sequence of heat transfer and mixing processes. 
This is useful for instance when the effects of parametric variations are to be studied. Of course 
parameters that affect the random number generation should not be varied, without considera-
tion. Such parameters are for instance particle number and time step size but also mixing time, 
tau, and heat transfer ratio, stocon.  
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Figure 5.1 Cycle-to-cycle variations based on 10 SRM calculations, with the same ini-
tial conditions. Decreasing number of particles increases the cyclic varia-
tions. 

 
In the interest to minimize the calculation times and since the calculation time is basically linear-
ly dependent on the number of particles but also on the time step size, a small number of par-
ticles and large time steps might be favored. 
 
The number of particles, the timestep size and modeling parameters for heat transfer and mixing 
and their intrinsic effect on the calculations are important to understand when for instance vali-
dating an SRM to experiments and then use it for parametric and design studies.  
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Figure 5.2 Effects of the stochastic heat transfer parameter, Stocon, and of the stochastic 

turbulence time Tau on pressure. Both parameters do also affect the cyclic 
variations. 

In validation work and parametric studies it is good practice to routinely conduct controls of the 
variations introduced by the stochastic models. Typical observations of the stochastic variations 
from particle numbers, stocon and tau can be seen in Figures 5.1-5.2 coming from one of the 
earlier controls done on a routine basis.  
 
To quantify the effects of stochastic variations and to serve as guidelines for future validation 
work and parametric studies it was decided to set up a comprehensive study [43]. The results are 
intended for publication during 2008. 
 
Section 5.1.1 contains a study of how well the range of cycle-to-cycle variations is captured by 
10 and 100 cycle calculations. Section 5.1.2 contains investigations on the major result parame-
ters dependencies from Stocon and Tau, using Pearson Correlations. Section 5.1.3 is an exhaus-
tive study of results from the simultaneous variation of Stocon, Tau, number of particles and 
time step size.  
 
Although in this particular study the HCCI-SRM is used, the findings are relevant to some 
extent as well to the TwoZone-SI-SRM and the DI-SRM, described in the chapters 6 and 7. In 
opposition to the real cyclic variations, the TwoZone-SI-SRM is less sensitive to cyclic variations 
originating from insufficient discretization since the combustion process is described by the 
Wiebe function, while the DI-SRM is more sensitive. This sensitivity is a direct consequence of 
the direct injection leading to a heterogeneous condition in the cylinder that needs to be mixed 
to suitable conditions for combustion. This issue becomes more critical the closer the injection 
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gets to the combustion and for DICI combustion it is supercritical. In fact, DICI combustion is 
known to be mixing controlled (see more in chapter 7).    
 
The engine and modeling settings as in Table 5.1 were used unless otherwise mentioned. 
   
 

Table 5.1 Engine and modeling settings. 

Type 
Four-valve HCCI 
engine 

Engine speed 1200 rpm
Displacement (1 cylinder) 0.5 l
Bore 78 mm
Stroke 83.6 mm
Compression ratio 17.4:1

Fuel 
91% isooctane
9% n-heptane 

Phi 0.421
EGR 3.68 %
Wall temperature 383 K
IVC 136 BTDC
Pressure at IVC 1.172*105 N/m2

Temperature at IVC 367 K
Number of particles 200
Time step size 0.5 CAD
Tau 0.002
Stocon Ch 20
Woschni C1/APO 2.28/1.2

 
 
5.1.1 The range of cycle-to-cycle variations in HCCI-SRM 

Cycle-to-cycle variation is a phenomenon present in all engines to a greater or lesser degree. The 
cycle-to cycle variation has its origins in the variations concerning the in-cylinder gas motion 
and heat transfer interaction, the mixture preparation, the pressure fluctuations in the gas ex-
change processes. The cyclic variations are more pronounced in SI and HCCI engines than in 
DICI engines that do not have mixture preparation and is not so sensitive to in-cylinder gas 
motion and heat transfer since they only have basically air in the cylinder during most of these 
processes.  
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One of the major assets of the SRMs is their inherit cycle-to-cycle variation. This is a feature of 
the stochastic heat transfer model, with its random temporal variation and random wall surface 
interaction variation (if several wall temperatures are assigned) which are real physical origins for 
real cyclic variations in engines. It is also a feature of the stochastic mixing model which dis-
perses the variation in accordance with the real stochastic turbulent gas motions in the cylinder. 
 
The ability to model the cyclic variations is very useful to assess the stability of real engines, 
especially in operating ranges close to misfire or close to pressure rates that may be destructive 
for the engine. 
 
Consequently with the SRMs, one single calculation will be somewhere in the range of the cyclic 
variations. Where that single calculation is in that range, is not known, unless a number of calcu-
lations is done to establish the borders of the cyclic variations.  
 
One issue with stochastic models is that when the discretization is getting too coarse due to a too 
small number of particles or too long time steps, the stochastic processes get too violent and the 
range of the cyclic variation too big. This is not a physically correct phenomenon but a conse-
quence of insufficient discretization. What is sufficient discretization depends on the case, where 
in general terms homogeneous cases as SI and HCCI are less demanding, while heterogeneous 
cases as DICI are more demanding. To control that, it is advisable to routinely check the current 
ranges of the cyclic variations to check that the discretization is sufficient. Often this control is 
done by running 10 calculations to define the range of the cyclic variations and to define an 
average cycle. 
  
The present investigation answers the question how well 10 cycles covers the range of cyclic 
variations compared to 100 cycles, and if 10 cycles are enough to ensure that average values from 
10 cycles are useful. 
  
A number of cases with different settings for stocon and tau were set up. For each of the cases, 
10 calculations were performed with the same initial conditions. The number of particles was set 
to 100 and ∆CAD to 0.5. For this investigation one case with large cyclic variations (tau=0.001 
and stocon=10) and one case with small cyclic variations were selected (tau=0.035 and sto-
con=40), (Figure 5.3).  
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Figure 5.3 The two selected cases exhibiting large respectively small cycle-to-cycle varia-

tions, from 10 calculations with the same initial conditions each.  

 
The case with large variations was quite uncharacteristic compared to all other investigated cases 
that were rather similar to the case with small cyclic variations. Nevertheless it was used since tau 
is within its physical bound and such setting may be applied. Stocon which has an empirical 
connection is also within its normal bounds. 
 
For the two selected cases, a total of 100 calculations each were performed so that the cycle-to-
cycle variation ranges and averages could be compared with those of the initial 10 calculations. 
All calculations for each case used the same initial conditions. 
 
The following result parameters were compared for the calculations with 10 and 100 calcula-
tions: 
 

– Maximum pressure 
– CAD of maximum pressure 
– CAD of Ignition 
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Figure 5.4 Left: The pressure curve for the case with the highest maximum pressure and 

the case with the lowest maximum pressure for simulations with 100 cycles 
(solid) and 10 cycles (dashed). Right: The average pressure curve for simu-
lation with 100 cycles (solid) and 10 cycles (dashed). 

As can be seen in the left graph in Figure 5.4, 100 calculations gives a larger spread between 
maximum and minimum pressure than for 10 calculations. This is the case for the other result 
parameters as well and it is as expected. The averages for the 100 calculations and the 10 calcula-
tions are approximately the same. 
 

   
Figure 5.5 Left: The pressure curve for the case with the highest maximum pressure and 

the case with the lowest maximum pressure for simulations with 100 cycles 
(solid) and 10 cycles (dashed). Right: The average pressure curve for simu-
lation with 100 cycles (solid) and 10 cycles (dashed). 
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The results for tau = 0.035 and stocon = 40 are similar to the previous, although the averages are 
even more closely fit (Figure 5.5).  
 

Table 5.2 Results for 100 and 10 calculations for case with Tau = 0.001 and stocon 10. 

 Maximum pressure 
[106 N/m2] 

CAD of maximum 
pressure [CAD] 

CAD of Ignition 
[CAD] 

n Calculations 100 10 100 10 100 10 
Max 10.0 9.89 19.5 13.0 9.5 6.0 
Min 5.92 7.91 5.5 6.0 -1.5 -0.5 
Variation 4.09 1.98 14.0 7.0 11.0 6.5 
Average 8.79 8.89 9.87 9.50 3.51 3.20 
Std deviation 0.71 0.54 2.34 1.90 1.62 1.70 

 

Table 5.3 Results for 100 and 10 calculations for case with Tau = 0.035 and stocon 40. 

 Maximum Pressure 
[106 N/m2] 

CAD of maximum 
pressure [CAD] 

CAD of Ignition 
[CAD] 

n Calculations 100 10 100 10 100 10 
Max 9.66 9.50 12.0 10.5 4.0 3.0 
Min 8.15 8.55 7.0 7.5 0.0 0.5 
Variation 1.51 0.94 5.0 3.0 4.0 2.5 
Average 8.99 9.03 9.07 8.95 1.99 1.90 
Std deviation 0.30 0.28 0.99 0.86 0.76 0.67 
 
 
Conclusions 
This study demonstrates that with 100 particles and a timestep of CAD 0.5 the discretization is 
coarse enough to give quite substantial cyclic variations for certain conditions. For the more 
extreme case it is obvious that one single calculation may differ from another in predicting the 
time of ignition with more than 11 CAD. For a study with a single calculations and using an 
unfortunate combination of tau and stocon the result would be easily misinterpreted. 
 
However, most combinations of stocon-tau do not create such large cyclic variations. Also aver-
age values from as few as 10 calculations are useful to establish the soundness of the results. 
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The engine case simulated in this study is according to my experience, from a physical point of 
view, a medium stable case. Engine operating conditions that is more unstable, verging to mis-
fire, may themselves demonstrate large cyclic variations. In such circumstances the model would 
also experience larger cyclic variations. However the ability to predict cyclic variations is certainly 
useful while studying engine operating regimes. But for the SRM one should remember that this 
is an effect that may origin from the incorrect use of discretization, and thus not a physically 
correct feature. 
 
The remedy for this is to use sufficiently many particles, and to check the cyclic variations from 
calculations on a regular basis. 
 

5.1.2 Effects of modeling parameters that affect mixing and heat transfer 

The aim of this investigation was to study how the HCCI-SRM behaves when tau and stocon 
are altered. At the start of each simulation all particles have the same chemical composition, 
temperature and mass. During the simulations, the properties of the particles will change due to 
heat transfer, mixing and chemical reactions. To model the heat transfer and the turbulent mix-
ing two parameters are used (see chapter 4). 
 

• Tau, the turbulence mixing time describes how fast the differences between the par-
ticles will average out. The definition of tau is the ratio between the length of the flow 
integral and the mean velocity of the gas.  

 

• Stocon, the stochastic constant describes how large portion of the particles participate 
in the heat transfer in each time step. A smaller number gives a larger distribution of 
particle energies 

 
 
For each set of tau and stocon 10 cycle simulations were performed, all starting with the same 
initial conditions and EGR mixture. For each set of 10 cycles the average, min and max cycles of 
the following results were collected to study the magnitude of the stochastic variations.  
 

• variation in maximum pressure (measure of cyclic variations) 

• average maximum derivative of the pressure 

• average CAD of maximum pressure 

• average CAD of maximum derivative of the pressure 

• average CAD when the pressure starts increasing due to effects from the combustion, 
the time of ignition 
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• average duration of the combustion, time of ignition to the CAD of maximum pressure 

• average amount of NO at EVO 

• average amount of hydrocarbons at EVO 
 
Values chosen for the parameters in the investigation were 
 

• Tau=[0.001, 0.015, 0.025, 0.035] 

• Stocon=[10, 20, 30, 40] 
 
The time step size was set to 0.5 CAD and the number of particles to 200.  
 
 
Definitions of the studied result parameters 
 
Variation in maximum pressure is defined as the difference in pressure between the cycle with 
the highest maximum pressure and the cycle with the lowest maximum pressure, see Figure 5.6. 
This measure is in principle a measure for the cyclic variations, discussed in the previous chapter. 
 

 

 
Figure 5.6 Illustration of the difference in pressure between two cycles. 

 
Average maximum derivative of the pressure is the average of the maximum pressure deriva-
tive in each cycle, see Figure 5.7. The derivative of the pressure is calculated using the three point 
formula. 
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Figure 5.7 Comparison between the pressure (dashed) and the derivative of the pressure 

(solid) with the important points and intervals marked. 

 
Average CAD of maximum pressure is calculated by first finding the CAD which gives the 
maximum pressure for each cycle then taking the average. 
 
Average CAD of maximum pressure derivative is found by the same method as the average 
CAD of maximum pressure. 
 
Time of ignition is defined as the point when the pressure starts increasing due to the combus-
tion. This point is found by studying the derivative of the pressure and finding the minimum 
before the maximum pressure, see Figure 5.7. The CAD of this minimum becomes the time of 
ignition. This method will not work for cases where the ignition occur so early that the pressure 
derivate do not change sign. 
 
Duration of combustion is defined as the difference in CAD between the CAD of maximum 
pressure and the time of ignition. 
 
Amount NO and hydrocarbons at EVO is taken as the value of the specific species at the final 
time step. 
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Figure 5.8 Left: The amount of NO (solid) with the pressure (dashed). Center: The 

amount of hydrocarbons (solid) and the pressure (dashed). Right: The mass 
fraction burnt (solid) with the pressure (dashed). 

 
 
Statistical analysis methods 
To characterize the influence from Tau and Stocon respectively on the different results the Pear-
son correlation coefficient was used.  
 
Pearson correlation coefficient gives the linear dependency on the results from the in-parameters. 
The correlation coefficient can have a value between -1 and 1 where -1 is a perfect negative li-
near relation and 1 is perfect positive relation. For a correlation value larger than 0.5 (or smaller 
than -0.5) there is a large positive (negative) correlation. For values between 0.3 and 0.5 there is 
an average correlation, for values between 0.1 and 0.3 there is a small correlation and for values 
smaller than 0.1 there is no linear correlation. The coefficients are calculated by fixing one of the 
parameters and varying the other, giving four different coefficients for each parameter and result. 
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Results 
 
Variation in maximum pressure 
The variations in maximum pressure (Figure 5.9) are in general of the same magnitude, except 
for cycles with low tau where they become 3-4 times as large. The correlation coefficients for 
stocon are inconclusive due to the small change in the variation. For tau they are large negative. 
 

 
Figure 5.9 The variations of the maximum pressure for the different values of tau and 

stocon.  

Studying the ratio between the difference in maximum pressure and the average maximum pres-
sure, a clear relation appears (Figure 5.10). The correlation coefficients are large negative for tau 
and large positive for stocon. 
 

 
Figure 5.10 The variations of the maximum pressure relative to the average maximum 

pressure. 
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CAD of maximum pressure 
The CAD of maximum pressure gets clearly delayed with decreasing tau and increasing stocon 
(Figure 5.11). The correlation coefficients are large positive for tau and large negative for stocon.  
 

 
Figure 5.11 The CAD for the maximum pressure for the different tau and stocon. 

 
Maximum derivative of the pressure 
Clear trends are seen in Figure 5.12. Large stocon and small tau gives a high derivative in the 
pressure. In the other end, small stocon and large tau, gives small pressure derivative. These 
trends are also seen in the correlation coefficients. For tau the correlation is large negative and 
for stocon it is large positive.  
 

 
Figure 5.12 The maximum derivative of the pressure for the different tau and stocon. 
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CAD of maximum derivative of the pressure 
Studying the CAD of the maximum derivative of the pressure in Figure 5.13 the dependence on 
stocon is stronger than on tau. For larger stocon the CAD for maximum derivative of the pres-
sure becomes later. The correlation is large positive for stocon and large negative for tau.  
 

 
Figure 5.13 The CAD for the maximum derivative of the pressure for the different tau 

and stocon. 

 
Time of ignition 
From the time of ignition in Figure 5.14 it is clear that it becomes later for homogenous mixing. 
The correlation coefficients are large positive for stocon and large negative for tau. 
 

 
Figure 5.14 The time of ignition for the different tau and stocon. 
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Duration of combustion 
The dependencies for the duration of combustion are not clear. It is quite chaotic as seen in 
Figure 5.15. The correlation coefficient for tau is average positive and inconclusive for stocon.  
 

 
Figure 5.15 The duration of combustion for the different tau and stocon. 

 
Amount of NO at EVO 
With increasing stocon and decreasing tau the amount of NO in the exhaust decreases. The 
effect from stocon is stronger. For the correlation coefficients it is large positive for tau and large 
negative for stocon.  
 

 
Figure 5.16 The amount of NO for different tau and stocon 
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Amount hydrocarbons at EVO 
The amount of hydrocarbons at EVO is basically insensitive to changes in tau and stocon.   
 
Conclusions  
With low tau the in-cylinder conditions become homogeneous faster. High stocon spreads the 
heat transfer over a larger portion of the in-cylinder gas, leading to less inhomogeneous condi-
tions. The results indicate that inhomogeneties promote earlier ignition and thus a more stable 
operating condition and less cyclic variations (defined as pressure variations). The pressure deriv-
ative is in general terms decreased with inhomogeneous conditions. The value of tau or stocon 
does not have any major impact on the duration of combustion or the amount of hydrocarbons 
and NO at EVO.  
 
The reason to do several cycles for each value of tau and stocon, is to be able to get the average of 
the stochastic variations and also to be able to study range of the stochastic variations. Here one 
assumption was made: 10 cycles will give the statistical distribution of the variations. With the 
combinations of tau and stocon that give large variations 10 cycles may not be enough to give 
the statistical distribution. More cycles may be needed to give the necessary statistics.  
 
In the cases where there was an impact on the result from varying the parameters the correlation 
was large, for stocon often larger than 0.9. For tau it was more in the range of 0.7. The sign of 
the coefficients in all cases were opposite to each other. One interesting note is that even for 
results with little dependence on the value of the parameter, the coefficients become quite large. 
In these cases the variations between each coefficient is also large.  If the simulations would have 
been done with more closely spaced values for the parameters, thus giving a larger amount of 
data to work with, the correlations in these cases would probably have been lower and more 
coherent.  
 
The main disadvantage of the Pearson correlation coefficient is that it only gives information on 
how linear the dependency between the variables is. 
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Correlation coefficients 
 

Table 5.4 Correlation coefficients. 

Stocon 10 Stocon 20 Stocon 30 Stocon 40
Tau 0.035 Tau 0.025 Tau 0.015 Tau 0.001
Variations of maximum pressure
0.67 -0.55 0.10 0.82
-0.94 -0.93 -0.69 -0.84
Variations of maximum pressure relative the average pressure
0.97 1.00 0.96 0.98
-0.78 -0.80 -0.80 -0.85
CAD of maximum pressure
0.81 0.95 0.89 0.98
-0.93 -0.95 -0.81 -0.91
Maximum derivative of the pressure
0.87 0.99 0.91 0.97
-0.76 -0.76 -0.80 -0.84
CAD of the maximum derivative of the pressure
0.84 0.98 0.92 0.97
-0.91 -0.94 -0.80 -0.91
Time of ignition 
0.91 0.99 0.95 0.97
-0.83 -0.89 -0.83 -0.90
Duration of combustion
-0.69 -0.79 0.45 0.97
-0.17 0.11 0.71 0.89
Amount NO at EVO
-0.73 -0.95 -0.78 -0.97
0.93 0.80 0.74 0.72
Amount HC at EVO
0.80 -0.77 0.90 -0.77
0.24 -0.92 -0.82 -0.91

 
How to read the table: 
 
For each upper row stocon is fixed at a value and tau is varied. The first column gives the coeffi-
cient when stocon is set to 10, second column when stocon is 20 and so forth. For each lower 
row tau is fixed and stocon is varied. Each point represents the correlation coefficient of 40 cal-
culations. 
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5.1.3 Effects of discretization; time step size and number of particles 

In the previous section, the effects of different heat transfer and mixing on cyclic variations and 
other important result parameters were examined. Cyclic variation is a natural phenomenon in 
engines which can be assessed with the SRM. But when the discretization is too coarse, the cyclic 
variation in the SRM may be promoted in an unnatural way. To determine the level of sufficient 
discretization the length of the time step and the number of particles are changed. Since both of 
these parameters have a major impact on the calculation time it is desirable to choose these such 
that the calculation time is minimized but still not to lose any accuracy in the model. It has to be 
assumed that a low time step and large number of particles gives higher accuracy in the model.  
 
Method 
When studying the effect of different time steps and number of particles it was chosen to be 
done for 5 pairs, points, of tau and stocon. These were chosen to be the four corners and the 
center (in the tau/stocon parameter investigation): 
 

• Corners (tau, stocon): (0.001, 10); (0.001, 40); (0.035, 10); (0.035,40) 

• Center: (0.020, 25) 
 
The length of the time step (∆CAD) was given the values [0.1, 0.2, 0.5, and 1.0] and the num-
ber of particles was chosen as [100, 200, 500, and 1000]. The time for a run of 10 simulations 
was also studied. 
 
For each choice of ∆CAD and the number of particles, 10 simulations will be run and the results 
presented are the average in that set. So for each point there will be a total of 160 simulations 
and total in this investigation 800 simulations.  
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Results 
 
Variations in maximum pressure 
The variations in maximum pressure have a similar dependence for all 5 points. It increases with 
approximately 106 N/m2 when the number of particles is decreased and is independent on 
∆CAD. The size of the variations is in the order of 106 N/m2 for the points with low tau or 
stocon and in the order of 106 N/m2 for the other 2 (Figure 5.17). 
 
Studying the variations in maximum pressure relative to the average maximum pressure gives 
another uniform behavior. It is slightly dependent on the number of particles, decreases with 
larger number of particles, and decreases slightly with the longer time step. The size of the de-
crease is higher for low tau and high stocon, where it is 0.18(between 0.29 and 0.47), and small-
er for high tau and low stocon, about 0.1 (between 0.14 and 0.24) 
 
Maximum derivative of the pressure 
The maximum derivative of the pressure behaves as the difference in maximum pressure relative 
to the maximum pressure, the main dependence is on the length of the time step. When the 
length of the time step is decreases from 1.0 to 0.1 the maximum derivative of the pressure in-
creases with approximately 10^6 N/(m^2* CAD) 
 
CAD of maximum pressure 
The CAD of maximum pressure is mainly dependent on ∆CAD and the dependence on the 
number of particles is irregular. As ∆CAD decreases the CAD of maximum pressure is delayed 
up to 1.5 CAD for every point, except for tau=0.001 and stocon=10 where there are no depen-
dencies at all.  
 
CAD of maximum derivative of the pressure 
The results are inconclusive, since in every point the CAD for maximum derivative of the pres-
sure behaves differently. However, the variations are sufficiently small, <1 CAD, to be consi-
dered constant.  
 
Time of ignition 
For the lower tau the time of ignition increases with both the number of particles and the time 
step. The increase from ∆CAD is twice as large as the increase from the number of particles. 
Total increase for tau=0.001 is 4CAD. For higher tau the result becomes more irregular and 
should be considered constant. The variations for these points are between 1CAD and 3CAD. 
 
Duration of combustion 
Do to the complex definition of the duration of combustion (CADPmax-CADIgn) the result be-
comes complex as well. For tau=0.001 there is a very small influence on the number of particles, 
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the duration of combustion becomes shorter for larger particle numbers. The dependence on 
∆CAD is far more dominant since for shorter time steps the duration of combustion becomes 
longer. The variation is quite large, 3CAD. When tau increases the behavior shifts. For the time 
step it reverses, being almost independent for tau=0.020, so the duration of combustion increas-
es with larger ∆CAD. The influence from the number of particles becomes larger but the result 
in general more chaotic. For the point tau=0.035 and stocon=10 the variations is again 3CAD 
but for the other two less than 1CAD.  
 
Amount NO at EVO 
The mass fraction of NO decreases by 10^-5 with longer time steps for all points. Changing the 
number of particles alters the result only very slightly. 
  
Amount hydrocarbons at EVO 
The amount of hydrocarbons at EVO is independent of both the length of the time step and the 
number of particles. Only a very slight decrease in hydrocarbons with smaller time step can be 
detected, but it is in the order of 1-2% of the value. With these small values the amount of hy-
drocarbons at EVO will be taken as constant. Also some simulations with abnormal high values 
were found, mostly because the amount of hydrocarbons in one of the cycles became much 
larger due to misfire.  
 
Conclusions 
If one assess the range of cyclic variation in pressure, the variation decreases with the number of 
particles to level out in the range of 500 to 1000 particles. To really decide if this is true a range 
of simulations with 400, 600, 800 and 1200 particles could be needed to perform. Judging from 
the other result parameters it feels safe to say that for this HCCI-SRM configuration a reasona-
ble number of particles should be 500. Regarding the timestep size the results are not so clear. 
For many of the parameters a time step size of 0.5 CAD seem to be sufficient, but for some, 
notably time of ignition and combustion duration, results for 0.2 CAD show slightly different 
results compared to both 0.5 CAD and 0.1 CAD time step size. Still the conclusion is that a 
time step size of 0.5 CAD seems to be a sufficient choice. Nevertheless, studying the average 
values, the variations due to coarse discretization is smaller than the changes of the heat transfer 
and mixing parameters. Thus it feels safe to conclude that even with such coarse discretization 
the trends from the HCCI-SRM are correct. For studies of cyclic variations the discretization 
need to be of higher resolution, 500 particles and 0.5 CAD time step size, to give trustworthy 
results. 
 
The trends observed in the previous section are also confirmed in the section. More homogene-
ous conditions, through lower tau and higher stocon, lead to increasing cyclic variations, delayed 
ignition timing and higher pressure rates. Values of HC and NO are in principle not much 
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affected, except for HC that rocket when individual cycles misfire and affect the mean values 
(Figure 5.24).  
 
All graphs and tables are ordered as in the figure below. 
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Max 1.53 Correlation Max 1.18 Correlation 
Min 0.23 No. Part. -0.78 Min 0.15 No. Part. -0.75 
Mean 0.39 ∆CAD -0.38 Mean 0.38 ∆CAD 0.27 

 
Max 1.11 Correlation
Min 0.19 No. Part. -0.87
Mean 0.58 ∆CAD 0.10

 
Max 2.48 Correlation Max 1.86 Correlation 
Min 0.32 No. Part. -0.81 Min 0.35 No. Part. -0.79 
Mean 0.77 ∆CAD -0.15 Mean 0.64 ∆CAD -0.02 

Figure 5.17 Variations in maximum pressure. Values are in 106 N/m2. 
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Max 0.24 Correlation Max 0.31 Correlation 
Min 0.13 No. Part. -0.46 Min 0.20 No. Part. -0.44 
Mean 0.20 ∆CAD -0.98 Mean 0.23 ∆CAD -0.99 

 
Max 0.29 Correlation
Min 0.20 No. Part. -0.58
Mean 0.25 ∆CAD -0.97

 
Max 0.42 Correlation Max 0.47 Correlation 
Min 0.26 No. Part. -0.32 Min 0.29 No. Part. -0.13 
Mean 0.38 ∆CAD -0.97 Mean 0.45 ∆CAD -0.97 

Figure 5.18 Variations in maximum pressure relative to the average pressure. A Value 
of 1 corresponds to variations in pressure equal to the average maximum 
pressure. Higher than 1 then the variations is larger than the average. 
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Max 2.27 Correlation Max 2.88 Correlation 
Min 1.21 No. Part. -0.48 Min 1.86 No. Part. -0.38 
Mean 1.91 ∆CAD -0.98 Mean 2.61 ∆CAD -0.98 

 
Max 2.71 Correlation
Min 1.78 No. Part. -0.56
Mean 2.32 ∆CAD -0.96

 
Max 3.71 Correlation Max 4.05 Correlation 
Min 2.27 No. Part. -0.30 Min 2.43 No. Part. -0.11 
Mean 3.41 ∆CAD -0.97 Mean 3.84 ∆CAD -0.97 

 

Figure 5.19 Maximum derivative of the pressure. Values are in 106 (N/m2CAD). 
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Max 8.40 Correlation Max 9.40 Correlation 
Min 6.37 No. Part. 0.72 Min 8.35 No. Part. 0.27 
Mean 6.52 ∆CAD 0.76 Mean 8.52 ∆CAD 0.69 

 
Max 8.80 Correlation
Min 7.58 No. Part. 0.19
Mean 7.96 ∆CAD 0.89

 
Max 10.0 Correlation Max 11.9 Correlation 
Min 8.98 No. Part. Min 10.1 No. Part. -0.46 
Mean 9.32 ∆CAD Mean 10.9 ∆CAD 0.83 

Figure 5.20 CAD of the maximum pressure. Values are in CAD, where 0 CAD equals 
TDC. 
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Max 4.95 Correlation Max 8.10 Correlation 
Min 4.31 No. Part. 0.59 Min 7.30 No. Part. 0.24 
Mean 4.60 ∆CAD -0.47 Mean 7.40 ∆CAD -0.33 

 
Max 7.30 Correlation
Min 6.30 No. Part. 0.06
Mean 6.70 ∆CAD -0.33

 
Max 8.76 Correlation Max 10.8 Correlation 
Min 7.90 No. Part. -0.07 Min 9.20 No. Part. -0.45 
Mean 8.36 ∆CAD 0.34 Mean 10.2 ∆CAD -0.39 

Figure 5.21 CAD of the maximum derivative of the pressure. Values are in CAD, 
where 0 CAD equals TDC. 
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Max 1.48 Correlation Max 1.96 Correlation 
Min -1.44 No. Part. 0.64 Min 1.27 No. Part. 0.20 
Mean -0.48 ∆CAD 0.95 Mean 1.52 ∆CAD 0.96 

 
Max 1.50 Correlation
Min 0.70 No. Part. 0.42
Mean 0.72 ∆CAD 0.49

 
Max 4.80 Correlation Max 7.20 Correlation 
Min 1.10 No. Part. 0.57 Min 3.41 No. Part. 0.17 
Mean 2.92 ∆CAD 0.33 Mean 4.68 ∆CAD -0.07 

Figure 5.22 Time of ignition. Values are in CAD, where 0 CAD equals TDC. 
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Max 8.14 Correlation Max 7.80 Correlation 
Min 5.26 No. Part. -0.11 Min 6.85 No. Part. -0.18 
Mean 7.00 ∆CAD -0.91 Mean 7.00 ∆CAD -0.96 

 
Max 7.72 Correlation
Min 6.75 No. Part. -0.47
Mean 7.24 ∆CAD 0.10

 
Max 8.09 Correlation Max 7.17 Correlation 
Min 5.00 No. Part. -0.53 Min 4.30 No. Part. -0.70 
Mean 6.40 ∆CAD 0.23 Mean 6.24 ∆CAD 0.88 

Figure 5.23 Duration of combustion. Values are in CAD, where 0 CAD equals instan-
taneous combustion. 
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Max 163 Correlation Max 3.29 Correlation 
Min 2.96 No. Part. 0.60 Min 3.21 No. Part. 0.26 
Mean 14.1 ∆CAD 0.67 Mean 3.22 ∆CAD 0.44 

 
Max 5.28 Correlation
Min 3.12 No. Part. 0.84
Mean 3.16 ∆CAD 0.71

 
Max 3.40 Correlation Max 3.60 Correlation 
Min 3.30 No. Part. -0.29 Min 3.47 No. Part. -0.54 
Mean 3.34 ∆CAD 0.78 Mean 3.51 ∆CAD 0.76 

Figure 5.24 Amount of hydrocarbons at EVC. Values are in 10-6 mass fractions. Note 
that the scale of the upper left figure has values in 10-4 mass fractions, two 
orders of magnitude greater. 
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Max 9.16 Correlation Max 7.17 Correlation 
Min 6.53 No. Part. -0.79 Min 6.18 No. Part. -0.45 
Mean 8.50 ∆CAD -0.89 Mean 7.09 ∆CAD -0.79 

 
Max 7.77 Correlation
Min 6.58 No. Part. -0.34
Mean 7.39 ∆CAD -0.96

 
Max 7.39 Correlation Max 6.80 Correlation 
Min 6.62 No. Part. -0.08 Min 5.58 No. Part. 0.31 
Mean 7.42 ∆CAD -0.97 Mean 6.56 ∆CAD -0.97 

Figure 5.25 Amount of NO at EVC. Values are in 10-5 mass fractions. 
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Computational times 
The simulations were performed on one of the cores of a Pentium 4 3.2GHz dual core, with 
1GB of RAM running Windows XP Professional.  
 

Table 5.5 Computational times for different number of particles and time step sizes.  

 Time step size CAD
No. particles 0.1 0.2 0.5 1.0
100 28min 16min 7min 4 min
200 54 min 26min 14min 8min
500 1h 54min 51min 21min 12min 
1000 3h 56 min 2h 6min 1h 6 min 41min 
 

 
Figure 5.26 Computational time for different number of particles and different time 

steps using a 3.2GHz Pentium 4 with 1GB RAM running Windows XP 
Professional.  
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5.2 Formaldehyde and hydroxyl in HCCI combustion 
The investigation in this section is important in the sense that it demonstrates the validity of 
SRM codes to make predictions of individual species. Although the study is related to the species 
formaldehyde and hydroxyl, which were the species measured, the conclusions can be extended 
to cover other species related to emissions, as hydrocarbons and nitric oxides. The work de-
scribed in this section is included in [28]. 
 

5.2.1 Introduction 

Formaldehyde (CH2O) and hydroxyl (OH) radicals are known as two key species for tracing the 
occurrence of ignition and combustion development in engines. The knowledge on formalde-
hydes importance for auto-ignition goes back to Withrow and Rassweiler’s engine experiments 
from the 1930’s [44], where several investigations on knocking SI-engines were performed using 
a variety of optical techniques. In one of the papers, absorption spectra were measured in the 
end-gas, and it was concluded that absorption occurred prior to knock in a region where several 
groups of species, such as aldehydes, ketones and olefins absorb. In [44] the absorbing species 
was identified as formaldehyde. In yet another publication it was concluded that formaldehyde is 
seldom seen in the end-gas when no knock occurs, and also that some of the fuel-additives that 
inhibit or promote knock also change the amounts of formaldehyde in the end-gas, while others 
(actually just one, tetraethyl lead) does not. Addition of formaldehyde in the end-gas does not 
encourage knock either [45]. 
 
Today it is well-known that formaldehyde is formed by the decomposition of peroxyalkyls 
formed from slow oxygen-addition reactions at low temperatures. Formaldehyde in itself does 
not promote auto-ignition, rather it is a spin-off from reactions that supply initial heat and a 
radical pool that initiates a further development into faster reactions [46]. A number of publica-
tions cover the chemical kinetic aspects of formaldehyde formation from low-temperature reac-
tions in knocking engines[47-52], others plunge more deeply into optical diagnostics of formal-
dehyde in the end-gas of knocking engines [53,54], while yet other papers describe the occur-
rence of hot-spots in the end-gas and aim at developing an understanding for the development 
of engine knock [55,57].  
 
Currently there are not many publications yet that deal with formaldehyde and its relation to 
auto ignition in HCCI engines [58,59]. Conditions for auto ignition of methane in HCCI en-
gine by adding improvers (DME or Hydrogen), have been recently investigated experimentally 
and by using detailed chemical mechanisms in [60] and [61] thus providing useful information 
about formaldehyde and hydroxyl. 
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Hydroxyl radicals are formed during combustion of all hydrocarbons species. The most impor-
tant reaction pathways for hydroxyl formation differ with fuel, fuel-air ratio and temperature 
regime. For fuel species containing an OH-group, such as alcohols, some of the hydroxyl is 
formed directly through decomposition, but for most hydrocarbon species hydroxyl is formed 
from reactions in the H2-O2 regime. As such, the OH can be used as indicator of the radical 
pool, which is by itself influenced by chain branching and chain determining reactions. This, 
and of course the fact that OH for some time exists in rather large concentrations, combined 
with beneficial spectroscopic properties, has led to that the OH radical is an often used tracer for 
combustion in SI-engines, when detecting the development of the flame front [62-65], as well as 
for gain information on the flame zones in the fuel sprays of CI-engines [66]. 
 

5.2.2 Engine configuration and experimental procedures 

Experimental setup 
The engine used in the experiments is a 0.5 l single-cylinder optical HCCI engine. The engine 
was equipped with a port-fuel injection system, which generates a mainly homogeneous charge. 
The fuel used was a blend of equal mass percentages of iso-octane and n-heptane, and the air-
fuel ratio for all engine runs was roughly ߣ ൌ 3.0-3.1. 
 

 
Figure 5.27 The optical engine used for the experiment. 
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A wide-band lambda sensor was used to measure the air/fuel ratio. In order to maintain 50% 
heat released at 5-6 CAD ATDC, the inlet air temperature was governed. This temperature was 
120°C at startup and was decreased to 80-90°C at the end of the measurement, as more and 
more heat was accumulated in engine inlet and cylinder walls. 
 

Table 5.6 Engine specifications. 

Type 
Four-valve one-cylinder 
optical HCCI 

Engine speed 1200 rpm 

Displacement (1 cylinder) 0.5 l 

Bore 81 mm 

Stroke 93 mm 

Compression ratio 12:1 

Fuel 
50% isooctane 
50% n-heptane 

 
To provide optical access from below, the piston was elongated, equipped with a quarts window, 
and a 45° mirror was mounted beneath the transparent piston. Horizontal access to the upper 
part of the cylinder liner was provided through a quartz cylinder liner. Thus, the laser sheet was 
sent horizontally through the quartz cylinder liner, and the measured signal was detected from 
below through the window in the piston. The path of the laser sheet through the cylinder is as 
shown in Figure 5.28. 
 

 
 

Figure 5.28 The path of the laser beam through the cylinder. 

 
Two laser sources, firing in sequence with a pulse separation of 1 micro-second, are used for the 
two LIF measurements. The laser used for OH-LIF is working at 283 nm wavelength with 30 

1 cm
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mJ pulse energy. The laser used for formaldehyde LIF is working at 355 nm with 75 mJ pulse 
energy. The two laser pulses are superimposed on top of each other and formed to horizontal 
laser sheets with a width of 40 mm covering half the cylinder bore. The LIF signals from the two 
probed species are separated before they are collected on two ICCD camera systems equipped 
with filters appropriate for formaldehyde- and OH LIF signal, respectively. The optical set-up of 
the LIF system and the engine are presented in detail in an earlier paper [67]. In that work and 
in references there-in additional information about the formaldehyde- and OH LIF technique 
can also be found. 
 
Experimental procedures and results 
LIF measurements were performed in a time range starting well before the onset of low-
temperature reactions and continuing beyond the major, high temperature heat release 
(HTHR). For every measured crank angle position 20 image-pair of LIF signals from formalde-
hyde and hydroxyl radicals were collected, and the corresponding pressure trace was recorded. 

Figure 5.29 Superpositioned LIF-images from start of low-temperature combustion till 
the end of high temperature regime. Formaldehyde is shown in green and 
hydroxyl in red.  The images were digitized in order to clearly show the in-
stantaneous structure of each species. 

 
In order to compensate for background signals, e.g. from lubricant oil and scattered light, back-
ground images were obtained from motored cycles. This background was then subtracted from 
the measured signal before the data was evaluated. For clarity, the presented image-pairs of hy-
droxyl and formaldehyde signals were color-coded and superimposed to one single image show-
ing the simultaneous signals of both OH and CH2O. This allows gaining knowledge on the 
spatial structures of the combustion progress. In these combined images, LIF signals correspond-
ing to formaldehyde are colored green (light-grey) while OH signals are colored red (dark-grey). 

 

– 17 CAD – 12 CAD – 7 CAD +2 CAD 

+6 CAD +10 CAD +21CAD+15 CAD 
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Examples of superimposed LIF images are found in Figure 5.29 and of averaged cycle resolved 
signals in Figure 5.30. 
 

 
Figure 5.30 Averaged experimental formaldehyde and hydroxyl signals, and heat release.  

Formaldehyde and hydroxyl signals are normalized (a.u. = arbitrary units). 

 
Conditional filtering of LIF-images 
The maximum peaks in the measurement noise are well above 10 % of the maximum measured 
signal at any measurement, whereas the average noise levels are below that. A large portion of the 
noise found in these images origin from the CCD and amplifier in the camera used in the mea-
surements. This noise is white noise, meaning that it is non-periodical; no specific frequency can 
be associated with it. 
 
In order to generate joint probability density plots (PDP) (see “Calculation results – relative 
distributions of hydroxyl radicals and formaldehyde from SRM calculations” and “Calculations 
results – comparison of particle/pixel distributions” for more information about joint PDPs) 
from the LIF data, it was necessary to remove noise from the raw images. Otherwise the joint 
PDPs would contain information that is not useful, and the joint PDPs would display stochastic 
variations in the noise rather than demonstrating systematic changes in the combustion process. 
 
Since substantial parts of the noise is white, no periodicity could be associated with it and thus 
signal processing through Fourier transformation is not an adequate method. Instead conditional 
filtering was used, a straight-forward method that could easily be implemented in Matlab. If 
correctly implemented there are with this method only minor and less critical distortions for 
these images of the remaining signal. Caution must be taken however that the threshold levels 
are carefully distributed and set, otherwise the filtering will give substantial impact on the PDPs. 
The best way to determine whether the filtering was correctly implemented is to compare fil-
tered PDPs with unfiltered. 
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In this method, a number of preset threshold levels for OH-signal and CH2O-signal were set up. 
The threshold levels were investigated in descending order. The pixels in the LIF-images were 
systematically investigated and compared to surrounding pixels 2 positions away. If a pixel ex-
ceeding a certain threshold level was surrounded by two pixels in either direction also exceeding 
the same threshold, it was considered a signal and left retaining in the image. Otherwise the pixel 
signal was cropped down to the nearest lower threshold level and then again compared to its 
surrounding pixels. 
 

 

 
 
Figure 5.31 Left: Remaining signal from valves in CH2O-signal at -27 CAD TDC af-

ter filtering. Right: Signal (after filtering) in the OH frequency area during 
the growth phase of CH2O (-14 CAD) and thus long before the occurrence 
of the major heat release. Shown is a trace that was not possible to filter, 
remaining throughout most parts of the combustion. This signal is believed 
to origin from broadband dispersing ketones. 

 
A lowest threshold level was also set, below which no signals were considered. This lowest thre-
shold level supposedly filters the background noise, not really related to the act of measuring but 
rather to the signal independent noise in the measurement equipment; CCD thermal noise, 
CCD on-chip electronic noise, and amplifier noise. In this case the cut-off level was set to 4% of 
the maximum concentration of either species. 
 
The conditional filtering method is quite efficient, and what are only partially filtered are reflec-
tions from the contour of the valves as seen in Figure 5.31. Luckily this contribution does not 
affect to any noticeable degree the joint PDPs. Moreover there was also found some faint but 
clearly visible signal in the OH frequencies when the presence of OH was not expected (Figure 
5.31). This signal occurs in the region crossed by the laser beam and starts almost where the first 
signs of low-temperature oxidation is found, and disappears during the main heat release. It is 
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believed that this signal comes from broad dispersing ketones. This signal could not be filtered 
away, and a visible imprint from this signal was found in the joint PDPs. 
 

5.2.3 Chemical model used 

The chemical kinetic model used in this work was the PLANET 2.2 kinetic mechanism [68, 69], 
consisting of 240 species and 2403 reactions including NOx reactions [70]. This is a semi-
detailed mechanism initially designed as a decently accurate and calculation efficient kinetic 
model, specially developed with HCCI engine calculations in mind [71]. The mechanism uses 
an updated version [72] of the well-known Chevalier mechanism as a base up to the C4 regime 
[73] whereas the C5-C8 chemistry is in-house developed according to a method described by 
Curran et al. [74], though frequent lumping limited the total number of reactions [75]. 
 

5.2.4 Results and discussion 

Results LIF-measurements 
In Figure 5.29, a series of single-shot image-pairs obtained from different crank-angle positions 
are shown to exemplify the formation and consumption of formaldehyde and OH. In Figure 
5.34 the average rate of heat-release for the case shown in figure 5.29 is presented together with 
the averaged and normalized LIF signals from formaldehyde and OH. It can be seen that for-
maldehyde is formed rapidly during the low temperature heat release (LTHR) regime. After 
LTHR formaldehyde signal is uniformly distributed and remains so until HTHR starts. At this 
point formaldehyde is consumed and holes with no signal start to appear. In places from where 
formaldehyde has disappeared OH start to form and as the averaged formaldehyde signal de-
creases, the average OH signal increases. 
 
The formaldehyde signal was spectrally investigated in order to confirm that the detected signal 
originated from formaldehyde. The result from this investigation is presented in Figure 5.32 
where spectrally resolved formaldehyde signal, recorded between LTHR and HTHR, is shown. 
The peaks that build the spectra strongly indicate that the signal originates from formaldehyde. 
However the spectrum has a broad structure compared to other spectra obtained at lower pres-
sures and temperatures. This can be explained by conventional pressure broadening in combina-
tion with a temperature effect, where more energy levels get populated at higher temperatures, 
which lead to the broadened structure [76]. The broadened structure can also originate from the 
possible existence of other fluorescent species. Plausible species in this case are other aldehydes 
and ketones. 
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Figure 5.32 Spectrally resolved formaldehyde signal from the HCCI cycle. 

Calculations (see Figure 5.33) show that the concentrations of ketones and aldehydes are fairly 
low but far from negligible compared to that of formaldehyde, except for one species, acetalde-
hyde, whose concentration approaches that of formaldehyde. Therefore the broad structure, seen 
in Figure 5.32 can be explained by the pressure and temperature broadening in combination 
with the existence of aldehydes other than formaldehyde. However, formaldehyde is used as a 
tracer for intermediate species, formed from low temperature reactions in the HCCI process. 
Since the other acetaldehydes are also intermediate species, formed in the same process, their 
possible mix-up is not a problem for the investigation of the low-temperature combustion 
processes. 

 
Figure 5.33 SRM Calculated concentrations of various aldehydes and di-methyl-ketone 

in comparison with formaldehyde. 
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Calculation results – comparison of averaged LIF-signals and calculated concentrations 
Initial conditions and calculation parameters were set as in Table 5.7 unless otherwise men-
tioned. 
 

Table 5.7 Initial conditions and calculation parameters 

Initial CAD -140 CAD 

Initial pressure 0.97 bar 

Initial temperature 380 K 

Total number of particles 200 

EGR 0 % 

Mixing time τ 0.015 s 

Stochastic Heat Transfer Const. Ch 12 

Compression Ratio 12.0 

Twall 475 K 

Time step size  1 CAD 

 
 
A direct comparison of calculation results from the stochastic reactor model calculations and 
measurements (see Figure 5.34) show that the calculations are correct in their general description 
of the combustion process and that formaldehyde and hydroxyl radical profile are in resemblance 
of the measurements. 
 
Here it must be noted that in order to gain a good agreement to experiment, it was quite impor-
tant to make sure that the calculations really resembles the experiments. It was found throughout 
the work that the better the calculations agreed to the heat release trace (Figure 5.34) the better 
they agreed to the averaged LIF signals. 
 
Regarding the actual concentrations, a direct comparison is not possible to make, since the mea-
surements are not quantified. Assuming the concentrations to be in direct proportion to the LIF 
signal of both species, there appears to be an error in the calculations of formaldehyde, since the 
shapes of the calculations and the LIF signals do not conform. Although LIF is a linear tech-
nique, the relation between signal and concentration is not necessarily linearly proportional. 
Temperature and pressure broadening in combination with quenching introduce deviations 
from the linear relation, especially at higher pressures.  This together with a possible structural 
error in the kinetic mechanism gives an unavoidable discrepancy between the LIF measurements 



Stochastic Reactor Models for Engine Simulations 
 

82 
 

and the calculations. The error in the kinetic mechanism is not easily dealt with, since experi-
ments to which to correlate the formaldehyde profile for heptane-isooctane mixtures scarcely 
exist. 
 

 
Figure 5.34 Experimental LIF-signals of formaldehyde and hydroxyl compared to SRM 

calculated concentration. Heat release profiles to the right. 

 
Further, in Figure 5.34, a discrepancy is visible also for the hydroxyl radical peak. We suspect 
this difference is mainly dependent on physical modeling, a suspicion that is partly confirmed by 
a comparison of formaldehyde and hydroxyl profiles using different mixing parameters and inlet 
temperature. 
 
As seen in Figures 5.35 and 5.36, the levels of hydroxyl are very sensitive both to mixing intensi-
ty as well as inlet temperature. The formaldehyde peak on the other hand is hardly altered with 
these parameter changes. 
 
As for all the SRM calculations in this work, the initial temperature distribution is set uniformly. 
In lack of turbulence data from the experiments the mixing intensity is adjusted. The best fit 
with the experimental heat release was achieved with a mixing level of 0.015 s, corresponding to 
full mixing in 108 CAD. The mixing intensity is sensitive, as can be seen in Figure 5.35, where 
the more intense mixing corresponds to 0.01 s and 72 CAD.   
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Figure 5.35 SRM calculated formaldehyde and hydroxyl profiles for two cases using dif-

ferent mixing intensities. Intense mixing (380:2) leads to lower levels of 
hydroxyl. 

 
Figure 5.36 SRM calculated formaldehyde and hydroxyl profiles for three cases using 

different inlet temperatures. Apparently temperature has some effect on con-
sumption rate of formaldehyde, and a huge effect on both formation and 
consumption of hydroxyl. Pressure and heat release profiles for the three cas-
es are shown to the right. 
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Alternative contributors to the formaldehyde LIF signal were also investigated, namely other 
species containing a carboxyl group (C=O). This group of species includes different ketones and 
aldehydes, and a comparison of the species concentrations profiles of aldehydes are shown in 
Figure 5.33. It is found here that a highly probable contributor to the formaldehyde LIF is ace-
taldehyde, but since both species occur simultaneously in the combustion process, it will not 
change the outcome of attempts to characterize combustion through formaldehyde LIF. 
 
Calculation results – temperature dependence of species profiles 
Figure 5.37 shows a series of calculations performed using the homogeneous reactor model code. 
Here the same set of inlet data are used for each calculations, except the calculation inlet temper-
ature at 60 CAD before TDC, which was varied in the range 400-470 K. All three plots here 
represent the same data but plotted from different angles. Studied carefully, these plots show 
some interesting characteristics, giving valuable information of the self ignition processes in 
HCCI engines. 
 

 
Figure 5.37 HRM calculated concentrations of formaldehyde (dark) and hydroxyl radi-

cals (light) plotted as function of CAD and different inlet temperatures. 
The spiky hydroxyl profile is a feature from the image processing, in reality 
this should be continuous. 

First, it is noticed that the formaldehyde concentration drops meanwhile the hydroxyl radical 
concentration rises. If the OH-concentration curve never rises (which, of course, is the same 
thing as that no high temperature ignition ever occurs, and subsequently the cylinder never 
reaches the stage of full combustion), the formaldehyde concentrations never really drops till the 
temperature has decreased enough for the equilibrium concentration of the semi-unstable for-
maldehyde to be substantially decreased. Seen from above, the OH-concentration forms a half 
half-moon shape, as the ignition timing advances with start temperature. Visible is also that the 
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maximum concentration of OH-radicals increases substantially with raising starting temperature, 
whereas the concentrations of CH2O show only minor increases with temperature.  
 
Another interesting feature is that the rate of combustion is speeded up as the inlet temperature 
increases. This is expected for the OH-curve; the high-temperature ignition and the heat release 
from CO to CO2 conversion is known to increase with temperature, but given the negative 
temperature regime for low-temperature oxidation, this not obvious for the formaldehyde curve. 
However, Figure 5.37 clearly shows that the curve is narrowed as the inlet temperature increases. 
Most possibly this is due to a combined effect from low-temperature and high-temperature 
oxidation; the formation of formaldehyde may in some cases be punished by an increased tem-
perature, but the consumption of formaldehyde will always be faster as the temperature rises, 
and thus the overall effect will be that the formaldehyde curve is narrowed with temperature. 
 
Calculation results – relative distributions of hydroxyl radicals and formaldehyde from 
SRM calculations 
Figure 5.38 visualizes how the joint PDP of formaldehyde and hydroxyl works.  
 

 
Figure 5.38 Joint PDPs of formaldehyde concentration on the x-axis and hydroxyl con-

centration on the y-axis. The lighter the color of the cell relates to a higher 
number of particles or pixels within a specific range of concentrations of the 
two species.  

 
A 14x14 array for sorting the output data from each particle is constructed, where the cells re-
flect the particle’s distribution of OH and CH2O, arranged in order of increasing concentration: 
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The cell closest to 0 holds the particles of near zero concentration of OH and CH2O. On the 
right of the x-axis we find the particles with increasing formaldehyde concentrations, and up-
wards on the y-axis we find cells holding particles with increasing hydroxyl concentrations. The 
cell limits CS,cl are determined by: 

max,, max2.1
2.1

SN

n

clS CC ⋅=
 

 
Here S is any of the two species considered, Nmax is the array size, n is the cell number and CS,max is 
the maximum concentration of species S found in any cell during any time during the ignition. 
 

 
Figure 5.39 Joint PDPs of LIF measurements on the left hand side pictures and SRM 

calculations on the right hand side pictures.  

The resulting PDPs from the SRM calculations are showed on the right hand side of Figure 
5.39. These images show how the combustion evolves over time, how the formaldehyde gradual-
ly builds up and reaches a maximum. Further we see how, during a couple of time steps, a transi-
tion stage is reached where some particles have virtually no formaldehyde at all but substantial 
amounts of OH, whereas other particles remain with substantial amounts of formaldehyde but 
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no hydroxyl radicals. We can see throughout the calculations some particles will continue having 
CH2O but no OH; most likely we have partial misfire in these particles, with resulting emissions 
of CO and hydrocarbons. It should also be noted that the images do not show any example 
particles having concentrations of both OH and CH2O beyond the lowest interval cell. This is in 
accordance with previous experimental findings [67]. If a more detailed mesh is used for sorting 
the particles, thus giving lower lowest threshold values, we will actually find a certain overlap in 
the lowest concentration regions. 
 
Calculations results – comparison of particle/pixel distributions 
Joint PDPs of formaldehyde LIF and hydroxyl LIF pixel distributions were created in a similar 
way as the joint PDPs of SRM-calculations, after the image processing method described in 
’Conditional filtering of LIF-images‘ was applied. These joint PDPs are shown in Figure 5.39, 
left hand side pictures. 
 
Considering the delicate and sensitive nature of the joint PDPs, the respective PDPs show a very 
good resemblance, if compared step by step in the combustion build up and excluding the con-
tribution from the broad dispersing ketones. This proves not just the validity of the SRM calcu-
lations, and also that any conclusions from joint-PDPs of SRM-calculations will be in quite 
good accordance with reality as long as the kinetic model used is valid and the physical modeling 
is carefully considered. This is important since calculation joint PDPs does not contain any noise 
and thus the conclusions are possible to extend beyond detection level of images. Further this is 
important since the approach may also be extended to other species pairs, species pairs that may 
be difficult to measure through optical techniques. 
 
Calculations results – Temporal maximum joint PDPs 
In calculated joint PDPs in Figure 5.39 there is not one single example of a particle in the calcu-
lations with both CH2O and OH concentrations above the lowest interval. The same holds for 
the measured joint PDPs where there is not one example of an image containing a detectable 
number of pixels with both OH and CH2O signals above the lowest interval. 
 
This is however a matter of PDP resolution limits. In Figure 5.34 it is clear that the intersection 
point between CH2O and OH in both the measurements and the calculations contain reasona-
ble amounts of both species. Since the average value is used from both calculations and mea-
surements we cannot conclude from this that these high amounts are present at the same time 
and place; merely that they are present at the same time. The homogeneous calculations in Fig-
ure 5.37 show that the concentrations in the intersection point are lower than Figure 5.34 would 
indicate. 
 



Stochastic Reactor Models for Engine Simulations 
 

88 
 

Since we have proven that the calculated joint PDPs give the same results as PDPs attained 
through LIF measurements, it is interesting to raise the resolution of these PDPs by using tem-
poral maximum concentrations rather than global. This investigation was made in order to study 
in detail the nature of this overlap. These images are shown in Figure 5.40. 
 
If we start at the very onset of ignition, at the growth phase of CH2O, we find that the particles 
having the highest concentrations of CH2O also have the highest concentrations of OH. This 
pattern becomes less clear as the peak of the low-temperature heat release approaches, since par-
ticles having these (for the stage of ignition) relatively high concentrations of OH become fewer, 
and just beyond that peak, the highest levels of OH seem to disappear. 
 
During the following stage, the transition stage between low-temperature and high-temperature 
ignition, characterized by high levels of formaldehyde, seemingly all particles have the same high 
levels of CH2O, whereas the OH-levels are low but the concentration proportions unevenly 
distributed. The distribution patterns vary over time, but reveal little over the nature of the 
combustion evolution. 
 

 
Figure 5.40 SRM calculated joint PDPs using total maximum concentration as maxi-

mum plot value, at various CADs during the ignition process 
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A logarithmic averaged concentration plot helps us understand what we see. As seen in Figure 
5.41 the average concentration of OH drops after the peak of low-temperature heat release. 
Slightly beyond top dead center the heat release starts raising again, and with that the OH con-
centrations. It is right where the heat release begins to rise that we find again (for the ignition 
phase relative) high peak concentrations of OH and CH2O situated in the same particles. 
Slightly beyond, where the absolute concentrations of OH are substantially higher, the connec-
tion that high concentrations of CH2O are connected to high concentrations of OH is no longer 
valid. At that point we can say that the high-temperature ignition has begun. 

 
Figure 5.41 SRM calculated OH and CH2O concentrations on a logarithmic scale and 

the heat release curve on a linear scale, also showing the detection level of 
the LIF measurements. Apparently well verified SRM calculations can be 
used to extend the analyzed region below the signal-to-noise threshold level 
in the calculations 

5.2.5 Conclusions 

Concentrations of hydroxyl radicals and formaldehyde were calculated using homogeneous 
(HRM) and stochastic reactor models (SRM), and the result was compared to LIF-
measurements from an optically accessed iso-octane / n-heptane fuelled homogeneous charge 
compression ignition (HCCI) engine.  
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The main heat release was well predicted, but the low temperature heat release in the cool flame 
region was less well predicted. 
 
The profiles of averaged concentrations of CH2O and OH were quite well predicted by the 
SRM, when compared to averaged LIF-signals of the respective species. A moderate deviation in 
CH2O was attributed to the chemical model, giving a too slow growth of formaldehyde in the 
low-temperature regime. A minor deviation in hydroxyl radicals were most likely due to a minor 
deviation in the physical model, a belief that was supported by investigations using different 
mixing times, and thus resulting in different rates of heat release, a property that gave direct 
impact on the shape of the hydroxyl radical concentration profile. 
The good agreement between SRM and LIF PDPs clearly proves the validity of the stochastic 
reactor model. Further it shows that a well-performed SRM calculation using a good detailed 
kinetic model is a valid method of gaining insight into the ignition characteristics for homoge-
neous ignition. Further the method is possible to extend to other species, species that are diffi-
cult to measure but still give important information on the combustion and the information 
sought. 
 
Of significance is also that the SRM may be used to extend the concentration range of the inves-
tigated species to go far beyond the LIF detection limit. 
 
The interrelation between OH and CH2O during HCCI combustion was investigated. It was 
found that at the very onset of ignition, during the growth phase of CH2O, the particles having 
the highest concentrations of CH2O also have the highest concentrations of OH. At the peak of 
the low-temperature heat release particles having the (for the stage of ignition) relatively high 
concentrations of OH becomes fewer, and just beyond that peak the highest OH levels disap-
pears and that during the transition stage between low-temperature and high-temperature igni-
tion, seemingly all particles have the same high levels of CH2O, while the OH-concentrations 
are low but unevenly distributed. It was also observed that during the growth phase of CH2O 
there is a temporal peak of OH, coinciding with the first heat release peak. 
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5.3 Modeling and investigation of Exothermic Centers in HCCI-
combustion 
Whereas in section 5.2 the ability of the SRM codes to simulate and track individual species was 
demonstrated, the investigation in this section shows how the SRM code can be used to study 
the effects of the temperature inhomogenities and distribution. Parts of the results were pre-
sented at the Competence Center for Combustion Processes (KCFP) in Lund in 2004, although 
experimental data that could confirm the findings were not available at that time. Recent and 
planned experiments at the department of Combustion Engines at Lund University can be use-
ful for an extended investigation and to confirm the findings in this work.  
 

5.3.1 Introduction 

Exothermic centers are described as small hot kernels of reactive gas that begin to burn earlier 
than the surrounding mixture. In SI-engines exothermic centers can lead to pre-ignition or 
knock [77] and consequently to impaired engine efficiency and even engine damage [78]. Exo-
thermic centers are thus unwanted phenomena in SI combustion where the ignition is supposed 
to be controlled by the timing of the ignition spark. Exothermic centers may nevertheless be 
formed if particular surfaces inside the combustion chamber reach temperature a high enough to 
affect the ignition process. The surfaces often involved are the exhaust valves and the sharp cor-
ners on the upper surface of the piston. This problem is generally solved by appropriate design, 
by seeing to that there are no sharp corners on the top of the piston, that the exhaust valves are 
sodium cooled, and that the valves only have short parts of the stems exposed in the exhaust 
port. Another measure is to use camshaft profiles that are sufficiently quick lifting to avoid exces-
sive heating of the exhaust valves. 
 
In the HCCI engines, however, exothermic centers are part of the combustion and in fact the 
process that initiates the combustion and thus a needed phenomenon [79]. Since HCCI engines 
are difficult to regulate due to the fact that they do not have a physical process that starts the 
combustion, like the occurrence of a spark (SI engine) or the injection of fuel (CI engine), the 
formation of exothermic centers are interesting to investigate. Since the combustion process in 
an HCCI engine is supposed to commence simultaneously throughout the combustion cham-
ber, variations within the chamber are also of interest to investigate. 
 
The idea behind the present investigation is to take what is a problem in an SI engine and ex-
amine the effect it has on combustion in the HCCI engine, namely the temperature of the hot 
exhaust valves. In order to be able to calculate the formation of exothermic centers, one cannot 
regard the combustion chamber as a single entity as with the Homogeneous Reactor Model 
(HRM). In this investigation a Stochastic Reactor Model (SRM) with 200 particles is used, were 
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each particle can be considered as a small homogeneous reactor interacting with any other par-
ticle or any in cylinder surface. 
 
Since there are no experiments performed, involving variation of the surface temperatures inside 
the combustion chamber, the model was validated only for a single case. The validation was 
performed to ensure that the physical model was correct. 
 
The Chemical Model 
The chemical kinetic mechanism employed is an in-house developed n-heptane mechanism [80]. 
The complete mechanism is reduced, and contains 151 species and 1402 reactions. 
 

5.3.2 Experiment 

A Scania DSC12 DI diesel engine converted to HCCI operation was used for the experiment, 
performed by the Department of Combustion Engines at Lund University. The engine is an in-
line six-cylinder 12 liter turbocharged, one normally used as a heavy-duty truck engine. In con-
verting it to HCCI, the injectors in the engine head were replaced by pressure transducers, and 
low-pressure injectors were placed in the intake instead. Major mechanical parts of the engine, 
such as pistons, cylinder heads and camshafts, were left unchanged.  
 

 
Figure 5.42 The six cylinder HCCI engine used for the experiment. 
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The original turbocharger turbine, however, was replaced by a smaller one, since otherwise the 
turbocharger would have obstructed the gas flows rather than supplying over-charge, due to the 
low temperatures of the exhaust gas and the consequently low energy content of the exhausts. 
The most important engine parameters are presented in Table 5.8. 
 

Table 5.8 Basic engine parameters. 
 

Total displacement [cm3] 11,705 

Compression ratio 11,5:1 

Bore [mm] 126.6 

Stroke [mm] 154 

Connecting rod [mm] 255 

Engine Speed 1000 rpm 

Intake Valve Opening 54° BTDC 

Intake Valve Closing 78° ABDC 

Exhaust Valve Opening 96° BBDC 

Exhaust Valve Closing 52° ATDC 

 
 
The engine has 4 valves per cylinder with the two intake ports characterized by different geome-
tries: the first one goes straight into the cylinder in order to have low fluid-dynamic losses; the 
second is designed with a helicoidally shape to enhance the in-cylinder swirl. One injector for 
each intake port permits bi-fuel operation, using one injector for n-heptane and one for iso-
octane. The mixtures for each cylinder can be individually tested and adjusted from a controlling 
computer. An electrical heater was placed between the compressor and the inlet manifold in 
order to be able to adjust the engine inlet temperature, which contributes to controlling the 
ignition timing. In the experiment carried out the fuel was 100 % n-heptane with mixture 
strength of ߣ ൌ 3.49. 
 

5.3.3 Calculation and results 

Validation 
First, calculations were made to validate the model. The basic engine parameters were set as 
indicated in Table 5.8. The experimental data was provided from -90 CAD BTDC to 90 CAD 
ATDC, so the calculation was set to the same timing as used for the initial pressure and temper-
ature in the experiment. The fuel employed, its mixture strength and the EGR rate was set as in 
the experiment. Since no data was available regarding wall temperatures and turbulence, these 
parameters were set to typical values (Table 5.9). 



Stochastic Reactor Models for Engine Simulations 
 

94 
 

 
Table 5.9 Initial conditions and calculation parameters 

Initial CAD -90 CAD 

Initial pressure 1.75 bar 

Initial temperature 493 K 

Total number of particles 200 

EGR 0 % 

Mixing time τ 0.02 s 

Stochastic Heat Transfer Const. Ch 35 

Compression Ratio 12.1 (tuned) 

Fuel n-heptane 

Twall 502 K 

Time step size  1 CAD 

 

The compression ratio, which was rated to 11.5:1, was adjusted to 12.1:1 to provide a closer fit 
with the experimental maximum and the expansion cycle pressure. Since the mixing and heat 
transfer processes vary stochastically from calculation to calculation, ten consecutive calculations 
under the same initial conditions were performed. The mean pressure obtained in these calcula-
tions was compared with the measured pressure (Figure 5.43).  

 
Figure 5.43 Measured pressure (left) and temperatures (right) compared to the mean of 

10 calculated pressures and temperatures. 
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Reasonable agreement was obtained, except for certain slight deviations in the cool-flame region 
and a somewhat greater deviation in the main ignition region. The main ignition timing was 
underpredicted, by some 2-3 CAD in the calculations. The maximum pressure as well as the 
expansion pressure were almost perfectly matched. 
 
Assigning wall temperatures 
A second case was set up in order to investigate the impact of assigning different temperatures, to 
different parts of the combustion chamber walls. The base case was the one used for validation, 
in which a single wall temperature of 502 K was assigned to all the surfaces. For the second case, 
the surface temperature of the exhaust valves was raised to 875 K, whereas the temperature of the 
remaining surfaces was lowered to 475 K. The average wall temperature in both cases was the 
same. 
 
For this second case ten calculations were performed, the results of these being compared with 
those of the calculations used for the earlier validation. 
 

 
Figure 5.44 Mean pressures for the two cases considered, showing there to be only neglig-

ible differences in timing. 

 
In studying Figure 5.44 one can note that the difference in timing between the two cases is only 
negligible, less than 1 CAD. This is a difference that was smaller than expected. 
 
Since only very small differences between results of any of the 20 separate calculations were 
noticed, it was concluded that the running conditions were very stable. At the same time, the 
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experimental running conditions did not represent a typical HCCI case, since the combustion 
phasing would normally come much (approx. 10 or so CAD) later. Thus it was decided to lower 
the initial temperature to 468 K, so as to create an HCCI case with a later and thus more typical 
combustion phasing (Figures 5.45-5.46). 
 

 
Figure 5.45 Mean pressures for the two cases with obvious differences in timing and also 

in maximum pressure. The thin lines show the maximum and minimum of 
the 10 calculations for each of the two cases. 

 

 
Figure 5.46 Mean temperatures for the two cases with obvious differences in timing and 

also on maximum temperature. The thin lines show the maximum and 
minimum of the 10 calculations for each of the two cases. 
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With use of this later combustion phasing, the difference in timing becomes more obvious, in 
the order of 2-3 CAD. The variation between the calculations also becomes greater, implying the 
combustion to be less stable. 

 
Not only has the timing changed, but also, as can be seen in Figure 5.45 the differences in max-
imum pressure are quite obvious. The mean pressures for the two cases differ by slightly more 
than 1 bar, while for each of the two single cases, the variation between the minimum and the 
maximum of the 10 calculations is nearly 3 bar. 
 
The same trends, regarding the temperature, can be observed in Figure 5.46. The mean tempera-
tures differ by 15 K, while for each of the single cases the variation between the minimum and 
the maximum of the 10 calculations is nearly 80 K. 

 
Figure 5.47 Scatter plots of individual particle temperatures in the SRM during com-

pression phase in the case of uniform wall temperature (circles) and of a cy-
linder wall area containing hotter regions (triangles). 

 
The individual particle temperatures can be studied in Figure 5.47. At -50 CAD a number of 
particles have a quite much higher temperature than most of the others. These hotter particles 
shown in the figures as triangles are the ones from the calculations in which the walls are as-
signed two temperatures. In the case of this more realistic wall temperature distribution, particles 
that exchange heat with the hotter walls will get a higher temperature than that of the mean 
particles (or mass) in the cylinder, since some portions of the wall surface are higher in tempera-
ture. For the case of a uniform wall temperature, the wall temperature is almost all of the time, 
during compression, combustion and expansion, lower than that of the gas temperature in the 
cylinder, meaning that no heating of the particles occurs. Since the SRM do not contain any 
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spatial information concerning the position of the particles, the plots in Figure 5.47 have the 
particles spread in their modeling number, effectively a random distribution. Although the Scat-
ter Plots do provide some information concerning the process they do not give a good measure 
of the differences in the distribution of the particles or a measure of the effect these differences 
have. The standard deviation (Figure 5.48) provides at a quick glance a reasonably good idea of 
the distribution of the particles and the inhomogeneties present, over time.   

 
Figure 5.48 Standard deviations of the particle temperatures in the 2 cases. 

 
It is very interesting to see how the standard deviation captures periods of high chemical activity 
such as the cool flame period or the main combustion period, in which the temperature distribu-
tion shows a greater spread. Up to the point where the main combustion period begins, the 
standard deviation was found to be about of the same magnitude, a result that was not in line 
with initial expectations. The expectations initially were to find earlier and larger standard devia-
tions of the temperature, for the case with distributed wall temperatures. In fact, just the oppo-
site appears after the main combustion period, where the case with homogeneous wall tempera-
ture contains larger variations in temperature. This might suggest that combustion for this case is 
not as complete and that the variations of species mass fractions are larger as well. If this is the 
case than it would most likely show itself in higher amounts of different emissions.  
 

Table 5.10 Emissions of CO and HC for the two cases calculated. 

 Hot valve Cold valve 

CO ppm 2870 3380 

HC ppm 2340 2860 
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Since the chemical model used in the investigation does not contain any NOx chemistry, only 
CO and HC emissions were studied. It was found that in the case of a homogenous wall tem-
perature the emissions of CO and HC were 20% higher, as can be seen in Table 5.10. The stan-
dard deviation of the temperature does provide some additional insight to what is happening. 
Yet adequate conclusions cannot be drawn on the basis of only the standard deviation. The case 
with homogenous wall temperatures had higher amount of emissions and higher spread of the 
particles, but in fact a lower mean temperature. Further the standard deviation can have the 
same value from several different sets of data. So the standard deviation is good in giving a rough 
assumption of the results but less useful for a detailed study. 
 
Investigating the PDF directly provides certain insight into the complexity of the combustion 
process. For each of the variables associated with the particles, the PDF can be studied. These 
variables are for instance the temperature, but also all of the species mass fractions defined by the 
chemical model that was employed in the calculation. Apart from the detailed information the 
PDFs provide, they have the useful characteristic that they can be constructed either on the basis 
of measurements made in real engines or through CFD calculations, where the spatial distribu-
tion of some property can be transformed into a PDF which can then be readily compared with 
a PDF based on a calculation of a SRM. Figure 5.40, in the previous investigation, for example, 
allows a comparison to be made of a joint PDF based on pixel counts from a camera with calcu-
lations performed using the SRM.  
 
Figures 5.49-5.52 contains PDFs of the temperatures found at -50 CAD, -10 CAD, 10 CAD 
and 50 CAD in the two cases that were calculated. Note that the temperature range is quite 
different for each of the figures.  
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At the start of the calculations, at -90 CAD, all the particles have the same temperature, with the 
result that the PDF is only a single line. As the calculation evolves over time, heat transfer induc-
es inhomogeneties in temperature, the mixing model (turbulence) spreading and diffusing them.  
 
Already at -50 CAD, the two PDF’s look different. Although their general shape is rather simi-
lar, the hot case has a marked bump in which a number of hotter particles are evident. So far, all 
particles have temperatures within the range of 30 K.  
 
At -10 CAD the range of temperatures has expanded to almost 250 K, but the same trend is still 
visible, the general shape of the PDFs being similar and there being a clear group of hotter par-
ticles in the hot case. The hot surface has a temperature of 875 K, so at this point the hot par-
ticles have all a higher temperature and can only be cooled by the surface, and are thus only 
being maintained here through compression work and chemical reactions. At this point, they are 
very close to igniting. This small and clearly visible group of particles (Figure 5.49 and 5.50) can 
be described as exothermic centers and do contribute to earlier ignition in the hot case. 
 
At 10 CAD the main combustion is well developed, and the shapes of the PDFs are now differ-
ent with a shift towards the hot region in the hot case, and a more even temperature distribution 
in the cold case. The range of temperatures at that point is around 700 K, which implies that the 
particles are in several different stages of combustion. This is confirmed by the standard devia-
tion of the temperature as shown in Figure 5.48. The small group of hotter particles that can be 
noted at -10 CAD has now disappeared and is part of the main bulk.  
 
After combustion, during expansion the PDFs relax to create more coherent distributions, yet 
the differences persist until the exhaust valve opens, and results in different emission levels (Fig-
ure 5.52 and Table 5.10).  

 
Figure 5.49 PDF of the particle temperatures at -50 CAD. 
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Figure 5.50 PDF of the particle temperatures at -10 CAD. 

 

Figure 5.51 PDF of the particle temperatures at 10 CAD. 

 

Figure 5.52 PDF of the particle temperatures at 50 CAD. 
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5.3.4 Conclusions 

The formation of exothermic centers was modeled with the SRM to investigate their impact on 
HCCI combustion. By varying the exhaust valve temperature, and thus assigning more realistic 
wall temperatures, the formation of exothermic centers and the ignition timing was shifted in 
time.  
 
To be able to study the exothermic centers, their formation and their distribution, Scatter plots, 
standard deviation plots and PDF plots were constructed on the basis of the data the SRM calcu-
lations provided. The standard deviation for the particle temperatures was found to be an excel-
lent indicator of the degree of homogeneity within the combustion chamber, and thus of how 
efficient the combustion process was. It was observed that when the standard deviation of the 
temperature was higher, the emissions of CO and of hydrocarbons present at the end of the 
closed cycle were higher. It was thus concluded that the standard deviation of the temperature, 
provided some indication of such emissions as those of hydrocarbons and CO. Since no NOx 
model was used for the calculations, no conclusions can be made on the relation of NOx forma-
tion and the standard deviation of temperature. 
 
The standard deviation does not provide any absolute levels concerning the parameter in ques-
tion. PDF plots do just this, while at the same time providing a detailed picture of the spread of 
the parameters being studied. According to the PDF results obtained, higher absolute tempera-
ture implies more NOx to be present in the “hot” case. Still, the temperatures were so low that 
the typically very low levels of NOx in HCCI engines could be expected to be maintained.  
 
It was shown that promoting exothermic centers could be one way of counteracting emissions of 
hydrocarbons and CO which are a problem in HCCI engines. 
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5.4 Coupling to GT-Power 
Part of the thesis work included the construction of a new interface between the newly devel-
oped HCCI-SRM code and the 1-D-EST, GT-Power [81]. The new coupled model, although 
having extended capabilities, has substantial better performance compared to older interfaces 
[82,83]. Calculation times were reduced 80-95 % thanks to better implementation of chemistry 
routines and a new solver. At the same time memory allocation/usage was reduced with 90% due 
to stricter handling of parameters and new fundamental structure of the SRM code. The Inter-
face which is termed DARS-ESM is continuously developed and includes today several SRMs 
for HCCI, SI, DI and CI engines. For more information on different models and simulation 
strategies, consult the DARS-ESM/GT-Power manual [84]. 
 

 
Figure 5.53 Temporal representation of the Coupling between HCCI-SRM (DARS-

ESM) and GT-Power. 

 
Figure 5.53 describes the temporal coupling between the 1-D-EST and DARS-ESM. The 1-D-
EST, which contains the full engine model (Figure 5.54-5.55), calculates the flow dynamics in 
each location of the engine, all the basic engine parameters as well as the engine performance, 
while DARS–ESM predicts the in-cylinder combustion.  
 
The fundament of the coupling is that the 1-D-EST provides information about the initial con-
ditions at IVC as cylinder temperature, pressure and amount of residual gases. DARS-ESM 
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returns a cumulative mass fraction burned (MFB) curve that the 1-D-EST then uses to evaluate 
the cylinder properties during combustion. 
 
If we look closer at Figure 5.53, the steps of the coupling are: 
1. Initial cycles are calculated to obtain flow convergence in the 1-D-EST model. For each 1-
D-EST time step the 1-D-EST interrogates DARS-ESM regarding the cumulative MFB. 
Since the combustion event has an immediate effect on the flow conditions in the engine a pre-
calculated and for the conditions appropriate MFB should be used. 

 

Figure 5.54 Representation of a Scania truck engine GT-Power model with the coupled 
cylinder marked.  

2. The first calculated DARS-ESM cycle take as initial conditions the cylinder temperature, 
pressure and amount of residual gases from the 1-D-EST. The information of the species mass 

fraction of the residual gases is limited in the 1-D-EST. This information can be used, but to 
obtain faster convergence for both the flow and the combustion calculations a detailed species 
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mass fraction list for the residual gases may be provided by the user. DARS-ESM will perform 
the complete calculation while the 1-D-EST waits. DARS-ESM updates the MFB and outputs 

result data for this cycle. The 1-D-EST continues its calculations and collects the updated 
MFB data.    

 

Figure 5.55 Data needed for the coupling of DARS-ESM with GT-Power can be in-
cluded in the user object.  

3. All following calculated DARS-ESM cycles take as initial conditions the cylinder temperature, 
pressure and amount of residual gases from the 1-D-EST. But for all these cycles DARS-ESM 
uses the final species mass fractions from the previous calculated DARS-ESM cycle as residual 
gas species. As before DARS-ESM will perform the complete calculation while the 1-D-EST 

waits. DARS-ESM will update the MFB and output result data for each individual cycle. The 
1-D-EST continues its calculations and collects the updated MFB data. When all cycles are 

completed the 1-D-EST results data can be accessed. 
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Calculation of MFB in DARS-ESM 
For the 1-D-EST to establish the heat release from the combustion and thereby the cylinder 
pressure, temperature and species properties, the main parameter containing the key for this 
information is the mass fraction burned (MFB). In DARS-ESM the MFB is calculated by using 
the change of the molar specific enthalpy ܪ. 
 
At the start of the combustion calculation with DARS-ESM the enthalpy ܪሺ0ݐሻfor the initial 
condition of the species, including the fuel to be injected, is calculated. For the same conditions 
the adiabatic or burned enthalpy ܪ௔ௗሺ0ݐሻ is calculated. For each following time step the current 
enthalpy ܪሺݐሻ is calculated, considering any fuel still to be injected, giving a MFB between 0 to 
1 in the relative borders of ܪሺ0ݐሻ and ܪ௔ௗሺ0ݐሻ. 
 
The expression for the MFB in this model is: 
 

ܤܨܯ ൌ ுሺ௧ሻିுሺ௧଴ሻ
ுೌ೏ሺ௧଴ሻିுሺ௧଴ሻ

 

 

ሻݐሺܪ ൌ
௠೎೤೗௒೔,೎೤೗ା௠೟್೔௒೔,೟್೔

௠೎೤೗ା௠೟್೔
ሺݐሻ݄௜ሺ298.0ሻ 

 

0ሻݐሺܪ ൌ
௠೎೤೗௒೔,೎೤೗ା௠೟್೔௒೔,೟್೔

௠೎೤೗ା௠೟್೔
ሺ0ݐሻ݄௜ሺ298.0ሻ 

 

0ሻݐ௔ௗሺܪ ൌ
݉௖௬௟ ௜ܻ,௖௬௟,௔ௗ ൅ ݉௧௕௜ ௜ܻ,௧௕௜,௔ௗ

݉௖௬௟ ൅ ݉௧௕௜
ሺ0ݐሻ݄௜ሺ298.0ሻ 

 
The denotation tbi stands for “to be injected”. 
 
 
 

   

(5.10) 

(5.11) 

(5.12) 

(5.13) 
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6 The Two Zone SI-SRM 

The investigation reported in this chapter concerns the important question of how detailed 
kinetics calculations can be performed faster. A two-zone detailed kinetic code involving use of 
adaptive chemistry was developed to investigate this. Implementation of the code follows the 
basic idea proposed in [32] but with use of a more efficient chemistry solver that reduces the 
calculation times 80-90 %. Further gains are achieved through use of the adaptive chemistry 
described in this chapter. Part of the work described here is included in [85]. 
 

6.1 Flame propagation model 
The SI-SRM TwoZone is based on the PaSPFR, just as the HCCI-SRM described in chapter 4, 
but with the extension of having two zones in the classical Wiebe approach, the one an un-
burned and the other a burned zone[17]. There is no interaction between the zones except for 
the transfer of mass from the unburned to the burned zone, as dictated by the Wiebe function, 
yet particles within each zone are free to mix with each other and to transfer heat to the walls. In 
effect, the model is deterministic on the basis of the Wiebe function, but pre-ignition and knock 
are solved by means of kinetics. It has been shown that the SI-SRM TwoZone can be used to 
predict knock and emissions when correctly tuned parameters are employed [32].  
 
The SI-SRM TwoZone is an extension of Equation 4.17. The operator split loop in Figure 6.1 
contains an added flame propagation step. For each zone in the TwoZone model, the mixing, 
chemistry and heat transfer steps are solved separately. This means that the zones are effectively 
sealed off from each other, except for the transfer of mass in terms of the Wiebe function. 
 
Flame propagation 
The effect of flame propagation is modeled by the Wiebe function [17], which specifies the 
relation between the mass fraction which is burned and the crank angle degree: 
 

݉௕ ൌ ݉௧௢௧௔௟ ൬1 െ ݌ݔ݁ ൤െܾ ቀఏିఏబ
୼ఏ

ቁ
௡ାଵ

൨൰               (6.1) 

 
In Equation 6.1, ߠ is the current crank angle, ߠ଴ the crank angle at the start of combustion and 
Δߠ the duration of the combustion period where the mass fraction burned varies from 0.0 to 
0.9. The Wiebe parameters ܾ and ݊ have adjustable values. The values, if unknown, can be 
found by fitting the calculated pressure trace to the experimental pressure, yet the values only 
apply under these conditions. An advantage of the Wiebe model is its simplicity in modeling and 
the short time required for the determination of the fitting parameters. 
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At the start of the calculations a preset number of particles are given the initial conditions of 
fuel, oxidizer and residual gases masses, temperature and pressure. During combustion a new 
particle is created in the burned zone from the mass determined by the Wiebe function at each 
time step. This mass is taken equally from the particles in the unburned zone.  
 

 

Figure 6.1 The operator split loop in the SI-SRM TwoZone model 
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6.2 Phase Optimized Skeletal Models 
Several investigations were carried out to demonstrate a novel approach to reducing calculation 
times without a loss in accuracy. Although the investigations involved use of the TwoZone-SI-
SRM, the POSM approach can also be used with any of the reactors described here.  
 

6.2.1 Introduction 

For use in engine simulations, chemical models can only be reduced to a certain point since the 
combustion processes takes place under quite an extensive range of pressure and temperature. A 
decrease in computation time is not always guaranteed. In solving the system numerically, use of 
a reduced chemical model can lead under some conditions to "stiff" problems that can result in 
computational times being still higher than the use of a detailed model would require. 

 
Figure 6.2 The engine combustion process intuitively divided up into phases. 
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Although use of skeletal mechanisms generally provides faster calculations, one can do even 
better yet than “simply” using a skeletal mechanism. It is known that the combustion process 
can be divided up into several distinct events or phases (Figure 6.2). In engines, combustion 
calculations typically start with the fuel and the oxidizer and certain residual gases, and eventual-
ly end with only residual gases, which mean that in the course of the calculations certain species 
are more important than others at particular phases. If one can effectively divide the combustion 
process into phases, then for each phase one can use a skeletal mechanism that is smaller than a 
mechanism applying to the combustion process in its entirety. Instead of simply using one’s 
intuitive knowledge, one can also use statistical and machine learning techniques to find the 
optimal phases. For each phase, a specific, reduced and optimized chemical model (POSM) can 
be employed. 
 
The skeletal mechanism 
There are a number of techniques that can be employed for the reduction of chemical models as 
was demonstrated in chapter 3. The technique used in the present investigation is that of 
'skeletal mechanisms'. The approach to create skeletal mechanisms is to omit species that play no 
significant role in the chemistry under the conditions that apply. The species that are omitted 
can thus be said to be unnecessary. The 'necessity' of a species, meaning that it should be re-
tained in the mechanism is a single parameter based on a combination of reaction flow analysis 
and sensitivity analysis [86]. Sensitivity analysis determines which species need to be calculated 
accurately for the complete mechanism to provide the accuracy desired. Species of high sensitivi-
ty need to be retained in the combustion process, whereas species of low sensitivity can be omit-
ted. Sensitivity analysis only indicates the necessity of a given species on the basis of its local 
reactive properties, however. Species of low sensitivity, which thus are candidates for being omit-
ted, may nevertheless be important for the formation of highly sensitive species. The addition of 
reaction flow analysis includes species that are necessary for the formation of sensitive species. 
 
The basis for producing a skeletal mechanism is typically a set of zero-dimensional constant 
volume calculations over a set of such physical conditions as starting temperatures, pressures and 
species concentrations [86]. During these calculations sensitivity analysis and reaction-flow anal-
ysis are conducted simultaneously so as to provide a ranked list of the species in terms of their 
necessity. Species with a degree of necessity below some cutoff value are eliminated, while the 
species that remain form the new skeletal mechanism. The skeletal mechanism produced is com-
pared finally with the original detailed mechanism that has been validated. 
 

6.2.2 The POSM strategy 

If the set of conditions is relaxed, meaning that it is only for a reduced set of conditions that a 
given species is required to have a high necessity value, then a smaller and more reduced me-
chanism can be constructed. Only species having a high degree of necessity at some point in the 
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mechanism are included in the base mechanism then, whereas if under a given set of conditions 
there is no point at which a particular species has a high degree of necessity, the species can be 
eliminated. One way to relax the set of conditions that necessity involves is to only consider a 
small part of the combustion process, meaning a particular phase of it. For example, one can say 
that the presence of some set of species is only necessary in the pre-ignition phase.  This means 
for example, that all of the species that are necessary during the ignition phase might perfectly 
well be unnecessary in the pre-ignition phase. In this smaller phase considered, a smaller skeletal 
mechanism could be made use of. 
 
If a mechanism is divided up into several submechanisms, each representing a particular phase, 
then within each phase the conditions for necessity can be relaxed.  A given species needs only to 
be unnecessary in the smaller region which is considered in order for it to be eliminated there. 
From this point of view, any division into phases would result in a smaller overall mechanism.  
Wherever the divisions may be located, the necessity conditions are relaxed, providing the possi-
bility for the elimination of a given species. If the phases are chosen such that they mimic the 
phases of the known chemistry, however, a more optimal reduction can be achieved. The intui-
tive notion is that the best phase choices are made when each phase reflects a similar type of 
chemistry. What is considered similar chemistry, however, is a matter of interpretation.  In the 
determination of POSM phases, useful criteria for similarity of this sort should include the con-
cept of necessity. Necessity not only reflects the type of similar chemistry, but is also the criteria 
for producing the phase skeletal mechanism.  Thus, the phases produced would have a similar 
set of necessary and unnecessary species. 
 
Clustering is an automated way of detecting a set of similar objects [87,88]. If the objects are the 
individual time steps in an ignition process, then phases of similar chemistry translate to sets of 
consecutive time steps.  For clustering a set of objects, a description of each of the objects is 
needed.  These descriptions determine which objects are to be considered similar and which are 
not. In earlier studies [87,88], clustering was used to determine the phases of zero-dimensional 
constant volume processes.  In those studies, a description of the process was given as a vector of 
the parameters applying to each time step. The process can be described in terms of the matrix 
of time steps versus parameters. Similar time steps were clustered together to form the phases of 
the process. These phases were shown to be physically justifiable. In addition, the phase descrip-
tions were extrapolated to predict the phases in other processes having similar, but somewhat 
different starting conditions. 
 
If the set of time step descriptions used in combustion calculations is the relative necessity para-
meter of the species, then the clustered time steps represent phases in which the set of necessary 
and of unnecessary species involved are similar. Thus, each phase represents a distinct skeletal 
mechanism. Since the same parameter is used for both clustering and reduction, an optimal 
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skeletal phase mechanism is created. To produce the skeletal mechanism from the necessity 
measure, a cutoff value is used to determine whether a species is unnecessary and can thus be 
eliminated.  All species below this cutoff value for the phase considered are candidates for being 
eliminated.  Thus, if the time step description reflects whether the necessity value of a given 
species is above or is below the cutoff, then the phases created reflect still more the optimal phas-
es for the phase skeletal mechanisms. The set of species remaining in the skeletal mechanism of a 
given phase all have a necessity value above a given cutoff value for each of the time steps within 
that phase. 
 
In order to use the phases that have been established and the skeletal mechanisms they represent 
at a given time step in ignition calculations, the algorithm must be able to determine which 
phase skeletal mechanism should be employed at any given point. This is important since the 
phase optimized mechanisms in question are only valid for their specific phase and could intro-
duce large errors if used elsewhere.  In principle, the descriptions used in determining the cluster 
descriptions themselves could be used for determining the phase. However, if a given description 
is not available, as can be the case in POSM because of necessity measures being too expensive to 
calculate, some other description must be found. In ignition calculations the mass fraction of the 
species is information that is readily available. Using the concentration of each species, a func-
tion must be found then giving as output the phase that the set of mass fractions represents. 
 
There is another machine learning method that can accomplish this task, that of 'decision tree' 
production.  This method takes as its input a set of objects and their descriptions. In this case, 
the set of time steps and the mass fractions of each species at any given time step, is employed.  
In addition, for each time step, the phase that the time step is in (as determined by a clustering 
procedure) is needed. The output of this method is a decision tree, one that is similar to a set of 
nested IF-THEN-ELSE statements. The conditions of the IF statement are questions concerning 
the mass fractions.  At the end of the chain of IF's is the decision as to which phase to select.  
The method aims at finding the most efficient set of questions for determining the phases to be 
employed. This translates to automatically finding a minimal set of progress variables that effec-
tively determine the phases. In the final POSM module, the decision tree is coded so as to de-
termine which skeletal mechanism to employ. From the user’s point of view, for example the 
CFD code, the input is the same as if the call was to the full mechanism. The use of the different 
mechanisms is transparent. 
 
Creating a POSM mechanism 
 
The process of producing the POSM consists of five parts: 
 
Tabulation: A set of zero-dimensional combustion process calculations representing a range of 
physical parameters, usually temperature, pressure and stoichiometry, are run. The necessity 
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measure is calculated for each time step of each of the runs. The result is a tabulation of time 
step vectors of the necessity values and of the concentration values of the different species. 
 
Discovery: The entire set of time step vectors is used then as input to the clustering algorithm so 
as to determine the phases of the ignition processes. This results in a set of time step vectors, 
each of which is supplemented by its phase assignment. 
 
Recognition: The set of time step vectors together with the species concentration values and the 
phase assignments is employed here. A decision algorithm in the form of a decision tree is 
created using these vectors.  The resulting algorithm takes as input the set of species concentra-
tions and provides as output the combination it belongs to. 
 
Reduction: The phase identification algorithm is used to identify the time step a given phase 
belongs to. The maximum necessity value of each species within each phase is then determined.  
If the maximum necessity value for a particular species falls below a predetermined cutoff point 
within a given phase, that species can be eliminated from the mechanism in that phase. The 
result is a set of phase optimized skeletal mechanisms. 
 
Implementation: Each phase optimized skeletal mechanism is converted then to a FORTRAN 
module and the phase recognition algorithm (the FORTRAN code is generated by the analysis 
procedure) is designed so as to call the appropriate phase optimized skeletal mechanism module. 
 
The set of POSM FORTRAN modules representing the set of skeletal mechanisms selected is 
formed in the preprocessing stages outlined above. These modules are then incorporated into 
codes requiring the calculation of the chemical source terms. The input to this process (Tabula-
tion) is a set of calculations spanning the chemical space needed. Earlier studies [87] have shown 
that, due to the consistency of the ignition process, relatively few starting conditions are needed 
in order to encompass a relatively large set of conditions. The output of this preprocessing is a 
set of FORTRAN modules that can be incorporated into the external model, in this case the 
SRM engine model. The preprocessing steps are relatively automatic, meaning that minimal user 
interaction is required.  Automation of these preprocessing steps facilitates further optimization 
of the set of skeletal mechanisms. Once created, the POSM mechanisms can replace the standard 
mechanism under all conditions where the latter was applicable. This means that for any stan-
dard mechanism the POSM mechanisms only need to be created once. The creation of a POSM 
mechanism from any given standard mechanism takes less than a day. 
 
In terms of the external codes that make use of POSM, there is relatively no difference between 
the POSM interface and the single mechanism interface. The overhead for POSM during the 
calculations is limited to the nested IF-THEN-ELSE statements of the decision tree and certain 
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vector copies. This takes much less time than an LU-decomposition of the system of differential 
equations would take for example. The number of phases employed has no practical implications 
for the calculation time. 
 
Implementing POSM in the two-zone SRM 
In this part of the work the POSM was implemented in the two-zone SRM software. POSM 
can, of course, be implemented in any type of software that uses chemical kinetics. As described 
earlier, most of the two-zone SRM code and all of its functionality are retained when POSM are 
implemented. However, in the time marching algorithm an extra layer is added on top of the 
solver (Chemical reactions in Figure 6.1). At the top level in the SRM the chemical model al-
ways is viewed as the original one, which in this case includes the total number of 125 species 
and 1066 reactions. This mechanism is only used for bookkeeping, however, and never by the 
solver. The solver always uses POSM.  
 
During the solving at a given time step, each particle in each of the zones calls the solver. As can 
be seen in Figure 6.3, in the POSM version the following takes place: 
 

1. The particle phase is decided in terms of the state and the mass fraction values of the 
particle in question. 
  

2. The full set of properties of the particle is translated into the POSM of the current 
phase. 
 

3. The particle’s chemical reaction is solved by POSM. 
 

4. The POSM mass fractions for the particle are translated back to the full set of species. 
Any mass fraction that has not been updated, i.e. which has not been included in the 
POSM mechanism during this time step, retains its properties from the previous time 
step. 
 

In the implementation here, the phase decision is made outside the solver, although it would 
have been perfectly feasible for the phase decision to be made within the solver instead during 
subcycling. The time-step used for the call to the solver calculations (Solve POSM) was kept 
small so as to avoid the need of phase changes being made in sub-cycling of the solver.  
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Figure 6.3 POSM steps for the solver. 

6.2.3 Investigation 1 

Comparative calculations were made for the two-zone SRM, one set of calculations for the 
POSM and the other for the standard mechanism. The calculations were limited to the closed 
cycle of the engine. The conditions for both sets of calculations are specified in Tables 6.1 to 
6.3. Despite the calculations applying to a fictive engine, all the input data are realistic and are 
typical for an automotive engine. A somewhat high compression ratio is used so as to force 
knocking conditions. This makes the calculations more complicated, but is aimed of examining 
eventual deviations.  
 

Table 6.1 Initial conditions and calculation parameters. 

Initial CAD -137 BTDC 

Initial pressure 0.74 bar 

Initial temperature 350 K 

No. of particles in unburned zone at IVC 5 

No. of particles with residual gas at IVC  1 

Internal residual gas fraction (vol.) 6% 

Mixing time τ 0.01 s 

Stochastic Heat Transfer constant Ch 30 

Time step size 1 CAD 
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Table 6.2 Engine parameters and boundary conditions. 

Bore/ Stroke/ Rod 85 / 88 / 135  mm 

Displaced Volume 500 cm3 

Compression Ratio 14.5 

IVC -137 CAD 

EVO  137 CAD 

Crankshaft rotational speed 2500 rev/min 

Fuel n-heptane 70% toluene 30 
%

Wall temperature 450 K 

Table 6.3 Parameters specific to the mixture. 

Mixture  λ = 1.0 

Timing of Ignition (CAD) -11.5 

Combustion duration (CAD) 50 

Wiebe – a /  Wiebe – m 3.2 / 1 

 

 
The Chemical Model 
The chemical kinetic mechanism employed, both for the standard two-zone SRM calculations 
and as a base mechanism for creating the POSM, is a skeletal n-heptane / toluene mechanism. 
This skeletal mechanism had already undergone the necessity analysis with respect to the entire 
calculation to form an optimally reduced mechanism. The toluene mechanism developed in our 
group is based on the original mechanism [89]. It is combined with the skeletal mechanism of n-
heptane oxidation [80, 11]. The n-heptane / toluene mechanism contains 125 species and 1066 
reactions. 
 
The POSM Created 
For this investigation a very conservative level of reduction was employed. Using the original 
skeletal mechanism, a set of zero-dimensional constant volume calculations were made at five 
different starting temperatures, ranging from 800 to 1600 degrees Kelvin. All the calculations 
were made for a starting pressure of 40 bars. This resulted in five different phases consisting of 
one phase optimized skeletal mechanism in each phase (Table 6.4). The phases represent a fur-
ther reduction in size from the original already reduced skeletal mechanism. 
 



Chapter 6 The Two Zone SI‐SRM 
 

 

117 
 

Table 6.4 Numbers of species and reactions used by the different mechanisms. 

Original mechanism 125 species / 1066 reactions 

Phase 1 79 species / 604 reactions 

Phase 2 89 species / 774 reactions 

Phase 3 92 species / 818 reactions 

Phase 4 110 species / 995 reactions 

Phase 5 72 species / 537 reactions 
 
 
In the constant volume ignition calculations carried out the phases can be readily identified. 
Phases 1 and 2 are basically initiation phases. Phase 1 is more important at low starting tempera-
tures. Phase 3 is a pre-ignition phase for the initial buildup of radicals. Phase 4 is an ignition 
phase in which the upper boundary is essentially the auto-ignition point. Phase 5 is the phase 
following ignition, marked by the buildup of combustion products. 

 

Figure 6.4 Representation of the basic idea of involving calculations using POSM. The 
species used by the different phases are shown in gray while the total num-
ber of species in the standard mechanism is both gray and white. The calcu-
lations start with phase 1, which has only a few species, and continue on 
through the phases with differing number of species.  
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The decision tree created uses mass fractions of only certain species for deciding which phase to 
employ. Essentially, the questions were whether the mass fraction values were very low or not. 
Temperature and pressure could be considered at an intuitive level, in the questions. However, 
since the tabulations made involved constant volume calculations where the temperature and 
pressure do not go down after combustion, unlike an engine calculation with its expansion, these 
were consciously ruled out. 
 
Results 
The aim of this study was to compare the POSM approach with the standard mechanism in 
terms of accuracy and computational time. The case considered involved simulations of an SI 
engine under knocking conditions, using a mixture of n-heptane and toluene as fuel. 
 
Calculation Accuracy 
Pressure and temperature profiles, together with mass fractions over time for the species CO, 
OH and CH2O are presented. These three species were chosen since they are commonly meas-
ured and for the highly reactive OH also could provide some differences [28].  

 

Figure 6.5 Calculated temperatures as a function of time (left axis) and of absolute dif-
ferences between the calculations (right axis).  
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As can be seen in Figures 6.5-6.9, the differences between the calculations are small. For more 
precise comparison purposes, the absolute differences between the calculations are also given. For 
each figure, the thin line is for POSM calculations, the thick dots are for standard mechanism 
calculations and the thin dotted line shows the absolute differences between the two sets of cal-
culations. The differences in temperature between the standard calculations and POSM, shown 
in Figure 6.5 are too small for it to be possible to distinguish between them. As the difference 
curve indicates, the differences are well below 0.1% or 2 K throughout the calculations. The 
maximum differences are found at the autoignition points or roughly at 16, 18 and 24 CAD. 
The differences are so small that they can be neglected.  

 

Figure 6.6 Calculated pressures as a function of time (left axis) and of absolute differ-
ences between the calculations (right axis). 

The pressure curves in Figure 6.6 show exactly the same type of behavior as that for the tempera-
ture curves. The capabilities of the two-zone SRM are clearly demonstrated by the smoothly 
rounded pressure peak and the jagged edges of knock. Just as in Figure 6.5, the differences are 
very small, less than 0.1 % or 4000 N/m2, and they also peak at the same time as the tempera-
ture curves in Figure 6.5 do. 
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Figure 6.7 Calculated mass fractions of CO as a function of time (left axis) and of abso-
lute differences between the calculations (right axis). 

Regarding the mass fractions calculated for the species CO, OH and CH2O (Figures 6.7-6.9) 
one can note the same very small differences. In terms of accuracy, it is obvious that the POSM 
performs almost as well as the standard mechanism. For CO the largest difference, in the order 
of 1 %, occurs at 24 CAD. 
 
The largest deviation in the calculations occurs for CH2O at 24 CAD and is in the order of 7 %. 
However this happens at a point at which nearly all of the CH2O is already consumed and thus 
not of any significance. Most of the time, the difference is well below 0.1 %. Finally for OH 
which was suspected to be hard to match, actually shows a very good agreement for the calcula-
tions. The largest difference is less than 0.1 %. 
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Figure 6.8 Calculated mass fractions of CH2O as a function of time (left axis) and of 
absolute differences between the calculations (right axis). 

 

Figure 6.9 Calculated mass fractions of OH as a function of time (left axis) and of abso-
lute differences between the calculations (right axis). 
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Reduction in calculation time 
As been shown, POSM shows excellent agreement with the standard mechanism, at the same 
time as it is roughly three times as fast. On a laptop having a 3.2 GHz Pentium processor the 
calculations using the standard mechanism required 318 s to be completed, while the POSM 
calculations were completed in 114 s.  This translates to a factor of about 3 in terms of computa-
tional savings. 
 
Discussion 
This part of the work shows that the POSM technique meets the major objectives for calcula-
tions making us of a two-zone SRM code, namely retention of accuracy together with improved 
calculation efficiency. The current investigation showed good results. No extra effort was made 
to optimize the phase mechanisms, through the elimination of further species. A conservative 
necessity cutoff was chosen to ensure accuracy. In view of the level of accuracy achieved, the 
computational efficiency could be expected to improve significantly with optimization.  
 
There appears to be considerable potential for much faster calculations being achieved with 
retention of accuracy, through further development of the POSM generation technique and 
greater emphasis being placed on reduction. Further computational efficiency can be gained 
through the accuracy criteria being relaxed in comparison with the stringent results currently 
being obtained. Examination of Figures 6.5-6.9 shows there to be distinct deviations at 16, 18 
and 24 CAD coinciding with the auto-ignition events. These deviations are so small, however, 
that they can be neglected. 
 
In the present study, the POSM phases were based on zero-dimensional constant-volume calcu-
lations at given pressures and temperatures.  It is likely that using calculations closer to engine 
conditions would improve POSM, such a through using a set of points obtained from actual 
SRM engine calculations. Even when using data that was not tuned to engine calculations, a 
speed-up was achieved, however. With use of more realistic starting data, more realistic phases 
can be expected to be found and still greater speed-up to be obtained. Finally, just as POSM can 
be used to improve the calculation speed it can also be used to improve the accuracy of the cal-
culations. In that case the approach would be to have a number of optimized yet not reduced 
mechanisms for each phase. For numerical reasons, it would still be faster than a single mechan-
ism would be. 
 
Conclusions 
An already reduced skeletal standard mechanism was divided into five sub mechanisms, each 
representing a phase in the combustion events. These Phase Optimized Skeletal Mechanisms, 
POSM, together with the establishing of the phases, were achieved by use of an automated tool 
employing machine-learning, clustering and decision tree algorithms. The phases were estab-
lished on the basis of constant-volume calculations. The POSM model created was implemented 
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in the two-zone SRM code, comparative calculations being made for the standard mechanism 
and for the POSM, respectively, with the aim of determining the accuracy and the calculation 
speed of this novel technique. POSM shows excellent agreement with the standard mechanism, 
in terms of pressure, temperature and species mass fractions. The deviations are generally less 
than 0.1 %. POSM is three times as fast as the standard mechanism. 

 
6.2.4 Investigation 2 

A second investigation using the POSM approach was performed to confirm that the findings of 
investigation 1 could be repeated with use of another chemical model. The engine and calcula-
tion parameters were the same as in investigation 1. These can be found in Tables 6.1-6.3. The 
fuel employed in the present investigation was a mixture of n-heptane and isooctane. 
 
The Chemical Model 
The chemical kinetic mechanism employed, both for the standard two-zone SRM calculations 
and as a base mechanism for the POSM, is a skeletal n-heptane / isooctane mechanism. This 
skeletal mechanism had already undergone the necessity analysis with respect to the entire calcu-
lation, required to create an optimally reduced mechanism. The n-heptane / isooctane mechan-
ism contains 96 species and 647 reactions [80]. 
 
The POSM Created 
In this investigation the same conservative level of reduction was employed as in investigation 1. 
Instead of using multiple zero dimensional constant volume calculations, a single engine calcula-
tion with the two-zone SRM using the original standard skeletal mechanism, was carried out to 
provide the statistics needed for phase creation. The POSM creation process performed resulted 
in six different phases with one phase optimized skeletal mechanism for each phase (Table 6.5). 
The phases represent a further reduction in size as compared with the standard reduced skeletal 
mechanism. 
 

Table 6.5 Number of species and reactions for the mechanisms employed. 

Original mechanism 96 species / 647 reactions 

Phase 0 20 species / 117 reactions 

Phase 1 95 species / 646 reactions 

Phase 2 80 species / 428 reactions 

Phase 3 46 species / 275 reactions 

Phase 4 43 species / 275 reactions 

Phase 5 47 species / 277 reactions 
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The phase decision model created for these mechanisms makes use of the massfractions of the 
following species: the hydrogen radical H, the hydroperoxy radical HO2, the oxygen radical O, the 
hydrogen-peroxide H2O2, the formyl radical HCO, carbon-monoxide CO, methanol CH3OH, 
propene C3H6 and iso-octene I-C8H16. Generally speaking, iso-octene can be formed by oxidation of 
the fuel iso-octane by hydrogen atom abstraction, for example, which can also yield the hydrope-
roxy radical. Yet, this is only one way species are formed or disappear. Describing the processes 
applying to the involved species adequately would require a whole textbook, to which the inter-
ested reader is referred [90]. On an intuitive level, temperature and pressure could both be taken 
into account in deciding which phase to use. During the POSM process, however, these were 
found to not be as efficient as the species massfractions, for the division or the selection of phas-
es. 
 
Results 
The aim of this study was to compare the POSM approach with the standard mechanism in 
terms of accuracy and computational time and also determine whether the performance of the 
POSM demonstrated in investigation 1 could be reproduced. 
 
Calculation Accuracy 
Pressure and temperature profiles, together with mass fractions over time for the species OH and 
CH2O are presented. These two species were chosen since they are commonly measured and for 
the highly reactive OH also could provide some differences [28]. 

 
Figure 6.10 Calculated temperatures as a function of time (left axis) and of absolute 

differences between the calculations (right axis). 
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Figure 6.11 Calculated pressures as a function of time (left axis) and of absolute differ-

ences between the calculations (right axis). 

 

 
Figure 6.12 Calculated mass fractions of CH2O as a function of time (left axis) and of 

absolute differences between the calculations (right axis). 
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Figure 6.13 Calculated mass fractions of OH as a function of time (left axis) and of ab-

solute differences between the calculations (right axis). 

 
As can be seen in Figures 6.10-6.13, the differences between the calculations are small. For more 
precise comparison purposes, the absolute differences between the calculations are also given. For 
each figure, the thin line represents POSM calculations, the thick dots are for standard mechan-
ism calculations and the thin dotted line shows the absolute differences between the two sets of 
calculations. The differences in temperature between the standard calculations and POSM, 
shown in Figure 6.10 are too small for it to be possible to distinguish between them. As the 
difference curve indicates, the differences are well below 0.01% or 0.2 K throughout the calcula-
tions. The maximum difference is found at 16 CAD but is so small that it can be neglected. 
 
The pressure curves in Figure 6.11 show exactly the same type of behavior as that for the tem-
perature curves. Just as in Figure 6.10 the differences are very small, less than 0.02 % or 600 
N/m2, and they also peak at the same time as the temperature curves in Figure 6.10 do. Regard-
ing the mass fractions calculated for the species OH and CH2O, Figures 6.12 and 6.13, one can 
note the same very small differences. It is obvious that the POSM performs almost as well as the 
standard mechanism. For CO the largest difference occurs at 16 CAD and is less than 1 %. 
 
The largest deviation in the calculations occurs for CH2O at 16 CAD and is in the order of 20 
% where POSM has the lower value. This deviation can be attributed to the fact that the phase 
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shows close agreement for the calculations. The largest difference, less than 0.1 %, appears at 38 
CAD coinciding with the end of the Wiebe-function. 
 

Reduction in calculation time 
Once again POSM show excellent agreement with the standard mechanism, at the same time as 
it is roughly three times as fast.  On a laptop having a 3.2 GHz Pentium processor the calcula-
tions using the standard mechanism required 154 s to be completed, while the POSM calcula-
tions were completed in 49 s.  This translates to a factor of about 3 in terms of computational 
savings. 

6.2.5 Analysis of the calculation with POSM 

The POSM that was created and used for investigation 2, have six different phase optimized 
skeletal mechanism in place of the single standard skeletal mechanism. In Figure 6.14 one can 
see how the different particles are using the different phase mechanism over the calculation time. 

 
Figure 6.14 Number of particles using different phases, over the complete calculation. 

 
The calculations start with 5 particles of fuel + air and one particle of EGR, all located in the 
unburned zone. All the fuel + air particles use phase 2, which is a fairly large phase mechanism 
(80 species), one used when there are low levels of the hydroperoxy radical, carbon-monoxide and 
iso-octane. The EGR particle makes use phase 5 since the level of the hydroperoxy radical is low, 
but the levels of carbon-monoxide and of methanol are relatively high. 
 
From the time of ignition at -11.5 CAD (see Figure 6.15) on through the combustion period of 
50 CAD a new particle is created from mass taken from the unburned particles, and is added to 
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the burned zone at each CAD. The first seven new particles use phase 3, which is employed 
when intermediate to higher levels of the hydroperoxy radical but lower levels of propene are 
present. Phase 3 is also the dominant phase for the burned particles between 25 CAD and 70 
CAD, where it is eventually replaced by phase 6 as the concentration of the hydroperoxy radical 
decreases. During the combustion period from -11.5 CAD until 38.5 CAD, the dominant phase 
for the burned (new) particles is phase 0 and for the unburned particles, phase 1. 

 
Figure 6.15 Number of particles using different phases over the actual combustion pe-

riod (CAD -11.5 – 38.5). 

 
Phase 0 is the smallest mechanism, one employed when there are substantial amounts of the 
hydroperoxy radical and hydrogen-peroxide, but low levels of propene and of formyl radical, which is 
typical of combustion products at high temperature. Phase 1, which is used by the unburned 
particles during combustion, is the largest phase mechanism containing all but one species 
(HCCO), as compared with the standard mechanism. It is no surprise that this phase mechan-
ism is used for the unburned particles, since it contains most of the species and the chemistry 
there is the most active. 
 
The whole point of using the POSM approach is to gain calculation time by using smaller me-
chanisms while still maintaining accuracy. Figure 6.16 shows the timing for the phase mechan-
isms used for the calculations. The time is given in relative CPU time as compared with the 
mean time for the completion of the calculations for the standard mechanism. The figure is a bit 
deceptive. It implies that the largest phase mechanism involving 95 species is slower than the 
standard mechanism involving 96 species, which of course is not the case. Any mechanism is 
slower or faster depending on how difficult the problem is to solve at any given instant. This 
means that since during the combustion itself the problem is typically difficult to solve, this is 
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the point where use of the largest phase mechanism is called for. Use of a smaller mechanism at 
this point could be slower and less accurate. 
 

 
Figure 6.16 Relative CPU-time for the six different phase-mechanisms employed. 

 
 
Still, this figure provides some information. The mechanism consisting of 80 species (phase 2) is 
much faster than that consisting of 95 species (phase 1), and further reductions in size give addi-
tional improvements in performance, except for the mechanisms consisting of 43 and 46 species, 
respectively (phases 5 and 3), as compared with the mechanism consisting of 47 species (phase 
6). The latter can be explained by the fact that phase 6 is employed for the most part after the 
combustion has been completed, when the calculations are “easy” from a numerical point of 
view. The same explanation can be given for the mechanism consisting of 80 species (phase 2) 
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6.2.6 Investigation 3 

A third investigation was performed to study a less conservative level of reduction, using the 
POSM approach. Once again, the engine and the calculation parameters were the same as in 
investigation 1, shown in tables 6.1-6.3. Just as in investigation 2 the fuel employed was a mix-
ture of n-heptane and isooctane. 
 
The POSM Created 
This investigation uses the same chemical model and base data for the creation of POSM as in 
investigation 2, but a less conservative level was employed to achieve a further reduction in cal-
culation times. The process of creating POSM that was adopted resulted in six different phases, 
with one phase optimized skeletal mechanism each (Table 6.5). The phases involved represent a 
further reduction in size as compared with the standard reduced skeletal mechanism. The 
created phase decision model created for these mechanisms employs the same massfractions as 
used in investigations 2. 
 
 

Table 6.6 Number of species and reactions for the employed mechanisms. 

Original mechanism 96 species / 647 reactions 

Phase 0 17 species / 91 reactions 

Phase 1 64 species / 434 reactions 

Phase 2 55 species / 257 reactions 

Phase 3 24 species / 112 reactions 

Phase 4 15 species / 60 reactions 

Phase 5 13 species / 34 reactions 

 
 
Results 
The aim of this study was to compare the POSM approach with the standard mechanism in 
terms of computational time and accuracy. 
 
Calculation Accuracy 
Pressure and temperature profiles as well as mass fractions over time for the species OH and 
CH2O are presented.  
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Figure 6.17 Calculated temperatures as a function of time (left axis) and of absolute 
differences between the calculations (right axis). 

 

 

Figure 6.18 Calculated pressures as a function of time (left axis) and of absolute differ-
ences between the calculations (right axis). 
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Figure 6.19 Calculated mass fractions of CH2O as a function of time (left axis) and of 
absolute differences between the calculations (right axis). 

 

 

Figure 6.20 Calculated mass fractions of OH as a function of time (left axis) and of ab-
solute differences between the calculations (right axis). 
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The accuracy achieved is not of the same level as in investigation 2. Formaldehyde, in particular, 
is not well predicted (Figure 6.19). The second peak has vanished completely and the difference 
in this region being nearly 90 %, although the difference is fortunately less than 1 % most of the 
time. OH (Figure 6.20) is still well predicted, however, with a maximum difference being less 
than 0.2 %, coinciding this time too with the end of the Wiebe-function at 38 CAD.  
 
Although the predictions of individual species are of varying quality, the global conditions are 
well captured. The pressure curve shows almost exactly the same behavior as before, as can be 
seen in Figure 6.18. The maximum difference is very small, less than 0.1 % or 2300 N/m2, peak-
ing at 16 CAD. The difference in temperatures between the standard calculations and POSM in 
Figure 6.17 is so small that it is impossible to distinguish them from each other. As the differ-
ence curve indicates the difference is well below 0.05% or 1 K throughout the calculations.  
 
Although such ambitious reduction as this could make the model less useful for studies of indi-
vidual species during the combustion, a study of the model’s ability to predict global conditions 
and emissions at EVO was carried out. Global conditions such as pressure and temperature has 
already been shown to be predicted sufficiently well. Since the original chemical model did not 
contain any NOx chemistry those emissions could not be studied. 
 
CO was well predicted, the difference at EVO being less than 1%. Hydrocarbons was not well 
predicted, the difference being a factor of 100 at a mass fractions level of 1.6·10-11. The differ-
ence was due entirely to the difference for the formyl radical. The hydrocarbon level was very low 
and it is questionable whether the predicted difference would be as great for cases involving 
higher levels of hydrocarbons. 
 
Reduction in calculation time 
This POSM, in which the reduction is less conservative, agrees less well with the results for the 
standard mechanism than was the case in the two previous investigations. Nevertheless, the levels 
of agreement achieved for the global parameters of pressure and temperature, as well as for emis-
sions at EVO, are quite acceptable. On a laptop with a 3.2 GHz Pentium processor, the calcula-
tions based on the standard mechanism required 154 s to complete, whereas the POSM calcula-
tions were completed in 12.6 s.  This translates to a factor of about 12 in terms of computational 
savings. 

 
6.2.7 Conclusions 

Although all POSMs in this work were based on already strongly reduced skeletal mechanisms, 
use of POSM was found, nevertheless, to result in gains in calculation speed with retention of 
accuracy. The first two investigations showed almost no accuracy to be lost, at the same time as 
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there was a gain in calculation time by a factor of 3. These two investigations differed not only 
in the original chemical model that was employed, but also in how the database for Phase crea-
tion was calculated. Investigation 1 employed several sets of constant volume calculations, whe-
reas investigation 2 used only a single SRM calculation. It was expected that the SRM calcula-
tion would provide a more realistic data set than the constant volume calculations, an expecta-
tion that could be neither confirmed nor rejected since the two cases had almost exactly the same 
accuracy and gain in calculation time. The second case did have a smaller original chemical 
model, however, which gave less latitude for reduction, so it can well be the case that the SRM 
calculation did provide a better data set. 
 
Investigation 3 involved a further reduction than carried out in investigation 2. It showed clear 
losses in accuracy, although the global conditions were well captured and there was a gain in 
calculation speed by a factor of 12. One should note that the number of species in the phase 
mechanisms had become so small that it is not at all surprising that higher losses in accuracy 
appeared. 
 
There is still a lot to be gained by further division into a greater number of phases, rather than 
simply reducing the number of species in the phases. Especially for phases having only a small 
reduction in size and possessing a size similar to the original chemical model, further division 
would be likely to result in substantial gains.  
 
Further, the POSM approach showed excellent robustness as a concept. Even with different base 
chemistries as in investigation 1 and 2, and also by varying octane rating and mixture strength, 
accuracy was retained. Several studies to investigate the sensitivity of the numerical and model-
ing parameters by varying the number of particles, time step size and mixing and heat transfer 
parameters that were performed, confirmed the robustness of POSM. 
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7 The DI-SRM 

Part of the work described in this chapter has been submitted and tentatively accepted for publi-
cation at the 2008 SAE International Powertrains, Fuels and Lubricants Congress. 
 
The DI-SRM is an extension of the HCCI-SRM that includes the direct injection modeling. 
The model is intended to be a computationally efficient one yet able to provide predictive in-
formation of engine performance and emissions. The model is suitable for use in simulating 
diesel engines (CI) and pHCCI. With some extensions it would be useful for DISI (gasoline 
direct injection) engines as well. 
 

7.1 Introduction 
For direct injection engines, such as diesel engines (CI) the combustion process is known to be 
mainly decided as a function of the mixing processes involved [23,33]. Nevertheless the actual 
initiation of the combustion during the mixing process is a kinetics decided phenomenon. For 
this reason a kinetics model could be found valid if the mixing processes can be modeled in an 
accurate way. Thus far, the SRM has been used little for the investigation of pure diesel engines.  
 
Studies of direct injected HCCI engines using the SRM have appeared in recent years. In terms 
of implementation these engines have certain similarities with diesel engines but run with early 
injection that gives partially premixed conditions. [91] has studied the effects of early direct 
injection on combustion in an HCCI engine while [92] has studied the implementation of a 
simple spray model and a mixing model in an engine a similar type.  
 
There is a study in [42] reporting calculations using the extreme inhomogeneous conditions 
found in a pure directinjection diesel engine employing the SRM, in which ignition conditions 
and soot formation are compared with CFD calculations. 
 
The DI-SRM presented in the this work is based on the HCCI-SRM described in chapter 4, 
with a fuel injection model employed being one that was developed from the fuel injection mod-
el developed originally by [93]. The aim of [93] was to create a model applicable to the investi-
gation of early injection engines, for instance of pHCCI type. Validation was performed in qua-
litative terms. The model was later developed further and was then applied directly to the model-
ing of 2-stroke marine diesel engines by [94]. In such implementations, the user of the model 
has to set the ratio of the number of fuel particles to the total number of particles used. This 
results in the fuel particles having a weight that differs from that of the other particles. Accor-
dingly, the C/D mixing model had to be modified to deal with particles of differing weight. 
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During the parametric studies, sensitivity to the fuelparticle ratio was discovered to be an un-
wanted feature of the model.  
 
The work presented here addresses such issues and also aims at creating a more robust and phys-
ically correct model, one that also has the option of coupling with external tools. The main 
changes in the fuel injection model and additions to it that the author undertook were to make 
the model fulfill the assumption of equi-weighted particles in the mixing models employed, 
adapt it to the dynamic time stepping and to integrate a mass fraction burned calculation that 
are needed for coupling to external tools. The final model developed termed the DI-SRM, was 
then integrated into the DARS-ESM/ESSA package the author constructed which provides 
additional functionality, such as coupling to external simulation tools [84,96]. 

7.2 Direct injection model 
As compared with the HCCI-SRM model described in chapter 4 and the formal features of the 
SRM itself, the DI-SRM has additional features, direct injection into the cylinder during the 
closed cycle being one of these. The operator splitting loop is also expanded to include the direct 
injection and an additional pressure correction step (Figure 7.1). 
 
The DI-SRM 
The DI-SRM, or direct injection stochastic reactor model, is based on the partially stirred reac-
tor model (PaSPFR) described in chapter 4. It also contains the same PDF based Monte Carlo 
type simulation assumption, involving use of an MDF and an operator splitting loop. The oper-
ator split loop has been extended with one additional step for fuel injection. The DI-SRM mod-
el does not include any model for ignition assistance but relies entirely on chemical kinetics. 
 
The fuel injection model employed can model multiple direct injections in which the injection 
profiles can be of any shape. To simplify implementation, the fuel is assumed to be vaporized 
instantaneously at the moment of injection, and no vaporization model is employed. There are 
two implications that follow from this. 
  
1. Rather than a fuel mass injection curve, a vaporized mass injection curve needs to be used as 
input to the model. 
 
2. The energy needed for vaporization of the injected fuel needs to be taken into account in the 
model. 
 
During the combustion calculations a control is made at each time step to determine whether 
there is any fuel to be injected. If such is the case, the vaporized amount to be injected is deter-
mined by a linear interpolation of the fuel injection profile provided.  
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Figure 7.1 Operator split loop in the DI-SRM involving an added fuel injection step. 

 
The energy needed to vaporize the fuel is determined by lowering the temperature on a suffi-
ciently large mass in the cylinder to the level of the fuel vaporization temperature. This mass, 
referred to here as the mixing mass, is taken from the already existing particles and is combined 
with the mass of the injected fuel that forms new particles (Figure 7.2).  
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Figure 7.2 Particle handling during injection. 

When fuel ሶ݉ ௙  is added to the cylinder, the mass fractions and the temperatures of the current 
set of particles is changed, in line with the composition of the fuel and its liquid injection tem-
perature. Thus, for each particle the source terms need to be supplemented by extra terms that 
are added (superscript ݆݅݊): 
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where ܵ ൅ ݊௠ is the index of the temperature, if first ݊௠ soot moments are included in calcula-
tions. The total mass of the cylinder gas ݉ also changes in accordance with the fuel that is add-
ed. The mixing mass is taken from the existing cylinder gas particles. Figure 7.3 presents a sche-
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matic for redistribution of the mass and species in a particle after a certain portion of it, 
represented by a dashed line, is removed and is used for mixing with the fuel. 
 

 

Figure 7.3 Schematic of an existing particle and of the ratios of masses transferred 
from it. 

A given species ݅, represented as gray in the figure, is proportionally distributed between the 
remaining particles and the mass collected for mixing with the fuel. For each individual particle 
used in mixing, account is taken of the distribution of the particles species. 
 
If  ݉௜,௠

௣  denotes the mass of species ݅ taken from particle ݌ for contributing to the mixing mass, 

for the old particles the mass fraction of the updated species in particle ݌ is: 
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whereas the new and added particles all have the same species mass fractions, where ݉௜,௠ is the 

mean mass of species ݅ for particles present: 
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The updated temperatures of the old particles and the new and added ones respectively are: 
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The gas mass needed for vaporizing the fuel is calculated, account being taken of the pressure at 
which the process occurs being constant, and of the final temperature of both the injected fuel 
and the mixing mass after completion of the process being equal to the vaporization tempera-
ture, which corresponds to that specific pressure: 
 

݉௠ ൌ
௛೑,೗೔೜൫்೑൯ି௛೑,೒ೌೞሺ ೡ்ሻ

௛೘ሺ ೡ்ሻି௛೘ሺ ೘்ሻ
݉௙ 

 
where the index ݂ denotes the injected fuel, and the index ݒ vaporization. 
 
In the case in which the fuel is a mixture of several different species, each species is dealt with 
separately in terms of Equation 7.8, since each has a specific vaporization temperature.  
 
The process of fuel injection is considered in itself as being a distinct event in the series of opera-
tor splits. The final step in the fuel injection process is the re-initialization of the PDF particles 
when the new fuel particles are introduced, the masses of all existing particles being adjusted 
accordingly. 

 

Figure 7.4 Basic steps in the fuel injection model. 

 

The algorithm for the fuel injection event at each time step in the calculations, shown in Figure 
7.4, is as follows: 

1. Check if current time is in the range of any of the injection events. If true, follow steps 
2…5, otherwise step out. 

(7.8) 
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2. Calculate the amount of vaporized fuel (for each fuel species) from the externally pre-
scribed vaporization rate that corresponds to the time step. 

3. Determine the vaporization temperature that corresponds to the current pressure. 
4. Calculate the amount of mixing mass that corresponds to the vaporization energy. 
5. Reset the particles properties, when new particles are added, in accordance with Equa-

tions (7.5) – (7.8). 
 
Figure 7.5 provides a picture of what occurs when one investigates the evolution of the particle 
masses during a set of calculations. The x-axis is evolution over time (CAD), y-axis is the particle 
mass and z-axis is the number of particles. Only a small number of particles are represented. At 
the start, only equal particles are present. 
 

 

Figure 7.5 Representation of a selection of the particle masses during fuel injection. 

In the course of time, fuel particles are added consuming mass from all the existing particles, 
which leads to the mass of the particles decreasing, but since it is assumed that all the particles 
are of the same weight each fuel particle is only allowed to grow until it reaches the mass of all of 
the other particles. When this happens, any fuel mass remaining at a given time step leads to the 
creation of new fuel particles, all of them obeying this condition, except for the single fuel par-
ticle created last which at any given time step can have a smaller mass than any of the others. At 
the next time step, this last particle is filled up, this process being repeated until all the fuel has 
been injected. Figure 7.5 shows the smooth evolution of the particle masses.  
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7.3 Coupling to Wave 
Part of the thesis work was the novel implementation of the DI-SRM (DARS-ESM), to be 
coupled with the 1-D-EST, Ricardo Wave [95]. Considerable emphasis was placed on making 
the interfacing of the DARS-ESM suite work both with other 1-D-ESTs as well as with Wave, 
while using the same DARS-ESM executable. A few tricks had to be employed to be able to send 
all the data acquired back and forth between the models. Detailed information on how to use 
DARS-ESM and all its submodels, together with its coupling to Wave, can be found in the 
DARS-ESM/Wave manual [96]. 
 

 
Figure 7.6 Temporal representation of the Coupling between DI-SRM (DARS-ESM) 

and Wave. 

 

In section 7.4 all of the calculations, performed by two numerical codes that are coupled with 
each other, Wave and DARS-ESM, are presented. Wave is a commercial 1-D full engine simu-
lation tool licensed by Ricardo Inc [95]. DARS-ESM is a combustion calculation code that 
contains the DI-SRM code developed and used in this investigation.   
 
Figure 7.6 indicates the temporal coupling between the 1-D-EST and DARS-ESM. The 1-D-
EST, which contains the full engine model (Figure 7.7-7.8), calculates the flow dynamics at each 
location in the engine, together with all the basic engine parameters and the engine performance, 
whereas DARS–ESM predicts the in-cylinder combustion.  
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The coupling is based on the fact that the 1-D-EST provides information regarding the initial 
conditions at IVC in terms of the cylinder temperature, pressure and amount of residual gases. 
DARS-ESM provides a cumulative mass fraction burned (MFB) curve that the 1-D-EST uses 
then to evaluate the cylinder properties during combustion. 
 

 

Figure 7.7 Representation of the TDI engine Wave model.  

 
If one looks closer at Figure 7.6, the steps of the coupling are: 
 
1. The initial cycles are calculated so as to obtain flow convergence in the 1-D-EST model. For 
each 1-D-EST time step during the combustion period, the 1-D-EST interrogates DARS-ESM 
for the cumulative MFB. Since the combustion event has an immediate effect on the flow condi-
tions in the engine, a pre-calculated MFB that is appropriate to the conditions should be em-
ployed. 
 
2. The first calculated DARS-ESM cycle takes as its initial conditions the cylinder temperature 
and pressure and the amount of residual gases from the 1-D-EST. Information concerning the 
species mass fraction of the residual gases is limited in the 1-D-EST. Although this information 
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can be utilized, achieving faster convergence for both the flow and the combustion calculations a 
detailed species mass fraction list for the residual gases may be provided by the user. DARS-ESM 
performs the complete calculation while the 1-D-EST waits. DARS-ESM updates the MFB and 
provides the result data for this cycle as outputs. The 1-D-EST continues its calculations then 
and collects the updated MFB data. 
    

 

Figure 7.8 Part of the Constants Panel in Wave where data needed for the coupling 
with DARS-ESM can be included.  

3. All calculated DARS-ESM cycles thereafter take as their initial conditions the cylinder tem-
perature and pressure and the amount of residual gases from the 1-D-EST, but for all of these 
cycles DARS-ESM uses the final species mass fractions from the previously calculated DARS-
ESM cycle as the residual gas species. As before DARS-ESM will perform the complete calcula-
tions while the 1-D-EST waits. For each individual cycle DARS-ESM will update the MFB and 
output result data. The 1-D-EST continues its calculations then and collects the updated MFB 
data. When all the cycles are completed the 1-D-EST results data can be accessed. 
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Calculation of MFB in DARS-ESM 
The main parameter needed for the 1-D-EST to establish the heat release from combustion and 
thus provide the cylinder pressure and temperature and the species properties, is the mass frac-
tion burned (MFB), which contains the key to this. In DI-SRM the MFB is calculated by use of 
the change in molar specific enthalpy ܪ that occurs. 
 
At the start of combustion, calculations are made by the DI-SRM, the enthalpy ܪሺ0ݐሻfor the 
initial condition of the species, including the fuel to be injected. The adiabatic or burned en-
thalpy ܪ௔ௗሺ0ݐሻ is calculated for the same conditions. The current enthalpy ܪሺݐሻ is calculated 
for each time step that follows, account being taken of any fuel that is yet to be injected, which 
provides an MFB of between 0 to 1 in the range of ܪሺ0ݐሻ to ܪ௔ௗሺ0ݐሻ. 
 
The expression for MFB in this model is: 
 
 

ܤܨܯ ൌ ுሺ௧ሻିுሺ௧଴ሻ
ுೌ೏ሺ௧଴ሻିுሺ௧଴ሻ

 

 

ሻݐሺܪ ൌ
௠೎೤೗௒೔,೎೤೗ା௠೟್೔௒೔,೟್೔

௠೎೤೗ା௠೟್೔
ሺݐሻ݄௜ሺ298.0ሻ 

 

0ሻݐሺܪ ൌ
௠೎೤೗௒೔,೎೤೗ା௠೟್೔௒೔,೟್೔

௠೎೤೗ା௠೟್೔
ሺ0ݐሻ݄௜ሺ298.0ሻ 

 

0ሻݐ௔ௗሺܪ ൌ
݉௖௬௟ ௜ܻ,௖௬௟,௔ௗ ൅ ݉௧௕௜ ௜ܻ,௧௕௜,௔ௗ

݉௖௬௟ ൅ ݉௧௕௜
ሺ0ݐሻ݄௜ሺ298.0ሻ 

 
The denotation tbi stands for “to be injected”. 
 

  

(7.9) 

(7.10) 

(7.11) 

(7.12) 
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7.4 Validation of DI-SRM coupled to a 1-D-EST 
 
The Chemical Model 
The chemical kinetic mechanism used is an n-heptane mechanism based on a model developed 
for the NICE project [11]. The complete mechanism is reduced and contains 108 species and 
882 reactions. 
 
Experiment and engine data 
The experiments were performed on a VW TDI diesel engine. The engine is a 2.0 liter, 4 valve 
turbocharged in-line 4 cylinder, normally used as a personal car engine. The most important 
engine parameters are presented in Table 7.1. Regular diesel was used as fuel in the experiments 
and no active EGR was employed. 
 

Table 7.1 Basic engine parameters 

Total displacement [cm3] 1968

Compression ratio 17.5:1 

Bore [mm] 81 

Stroke [mm] 95.5 

IVC [CAD BTDC] -115 

EVO [CAD ATDC] 111 

 

Results and discussion 
To study the performance of the DI-SRM two reference cases were set up and compared with 
experimental data. Since the actual injection profiles applied to the experiments were not access-
ible, invented injection profiles had to be constructed, based on the experimental information 
available, such as the start of injection, injection duration and total injected fuel mass. The DI-
SRM does not use, as explained previously, fuel mass injection profiles but fuel vaporization 
mass profiles. For simplicity, and since the 1-D-EST (Wave) do provide a fuel vaporization 
model, the 1-D-EST was used to create the fuel vaporization mass profiles based on the pro-
vided, constructed fuel mass injection profiles. Further, the experiments were performed with 
diesel as fuel while the calculations were all performed with n-heptane as fuel. For these reasons 
the reference cases should be regarded as basic validation cases and as a basis for the parametric 
studies and demonstration of the fundamental performance of DI-SRM 
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Reference case 1 
 

Table 7.2 Engine operating conditions and model parameters for reference case 1. 

Engine speed [rpm] 3250 

BMEP [bar] 13.2 

Cylinder pressure at IVC [N/m^2] 3.00·106

Number of particles 200

Mixing time ߬ [s] 0.0001 

Stochastic heat transfer constant Ch 15 

Time step size [CAD]  1.0 

 

Reference case 1 is a medium-to-high speed and medium-to-high load case. The fuel injection 
mass profile was fed to the 1-D-EST which transferred it to a fuel vaporization mass profile, 
which could be used by the DI-SRM (Figure 7.9). Please note that the rates are normalized. The 
vaporization profile is quite much delayed and extends much further than the injection profile 
and does not show almost any trace of the pilot injection. 

 

Figure 7.9 Normalized injection rates for reference case 1. 

The calculated pressure has the same maximum pressure as the experimental pressure trace and a 
reasonable timing. The pressure rate during combustion is clearly overpredicted and the expan-
sion to early for the calculated case (Figure 7.10).  
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The heat release rate is very noisy and fluctuating compared to the experimental heat release and 
the early part of the experimental heat release, CAD -10 to -5, has not been captured at all (Fig-
ure 7.10). The general correlation is fairly good though. The reason for the noisy heat release is 
mainly the coarse discretization with only 200 particles.  
 
If we study the vaporization profile, the heat release rate and the pressure simultaneously it is 
clear that the experimental heat release starts before there is any major amount of fuel in the 
model according to the vaporization rate profile. This leads to the author’s belief that the differ-
ence in the experimental and calculated pressure is a consequence of a not perfectly described 
vaporization rate profile. 
 

 

Figure 7.10 Comparison of experimental and calculated heat release rate (left) and pres-
sure (right) for reference case 1. 
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Reference case 2 
 

Table 7.3 Engine operating conditions and model parameters for reference case 2. 

Engine speed [rpm] 1500 

BMEP [bar] 14.3 

Cylinder pressure at IVC [N/m^2] 2.98·106

Number of particles 200 

Mixing time ߬ [s] 0.0002 

Stochastic heat transfer constant Ch 15 

Time step size [CAD]  1.0 

 

Reference case 2 is a low speed and high load case. Just as for reference case 1 the fuel injection 
mass profile was fed to the 1-D-EST which transferred it to a fuel vaporization mass profile that 
could be used by the DI-SRM (Figure 7.11). Also in this case is the vaporization profile has the 
same basic profile and does not show any trace of the pilot injection. 

 

Figure 7.11 Normalized injection rates for reference case 2. 

The calculated pressure show the same maximum pressure as the experimental pressure trace and 
a good timing and an overall good agreement (Figure 7.12). The heat release rate is also for this 
case very noisy, for the same reason of coarse discretization, and the early part of the experimen-
tal heat release, CAD -8 to -3, has not been captured at all (Figure 7.12). The overall correlation 
is better than for reference case 1, with more of the heat release centered in time. 
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Once again it is clear that experimental heat release starts before there is any major amount of 
fuel in the model according to the vaporization rate profile. 
 

 

Figure 7.12 Comparison of experimental and calculated heat release rate (left) and pres-
sure (right) for reference case 2. 

 
Parametric studies 
All the parametric studies were performed with reference case 2 as the baseline. For clarity all the 
Figures 7.13-7.18 presents the experimental results as well. 
 
Cycle-to-cycle Variation 
Figure 7.13 demonstrates that the calculated engine conditions were stable from cycle to cycle, 
meaning that combined flow convergence and combustion convergence were maintained and 
that steady state operation was reached. Stochastic models themselves inherently show increasing 
cyclic variations when the discretization is getting coarser, but for the calculations presented in 
this study that has not been an issue. NOx levels are also stable confirming the small cyclic varia-
tions. 
 
Number of particles variation 
There is a tradeoff for stochastic models between accuracy and calculation time as a function of 
the discretization. For the DI-SRM the discretization is a function of the number of particles 
used to describe the in-cylinder conditions and also a function of the time step length. The as-
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translate to an infinite number of particles. Now for those of us who do not have infinite time to 
solve engineering problems the modeling approach is to have a finite number of particles. 
 

 

Figure 7.13 Comparison of calculated pressures and NOx levels for cycles 60-65. 

With a smaller number of particles the calculation times becomes shorter and one of the impor-
tant objectives with the DI-SRM is to have a fast and efficient tool. Of course with a smaller 
number of particles the process gets less precise eventually boarding to a homogenous process 
which for this investigation would be completely useless.  
 
Figure 7.14 shows the effects on the calculations with different number of particles. Especially 
obvious is how the heat release rate evolution gets smoother and more realistic with an increasing 
number of particles. The penalty in calculation time for the increasing number of particles is 
more or less a linear factor, so that the difference between the 200 particles and 2000 particles is 
a factor 10. The pressure and other general parameters are still with only 200 particles quite well 
captured. Investigations with fewer than 100 particles gave very erratic results, which are contri-
buted to the fuel injection process not being modeled reasonable with that small number of 
particles. The NOx levels are increasing with the number of particles, which cannot be explained 
by the mean cylinder temperature. Possibly the individual particle temperatures may have a 
larger spread. Since no experimental value for NOx was given the values with the higher number 
of particles should be regarded as more correct. The values are typical for this kind of engine. 
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Figure 7.14 Comparison of calculated heat release rates (left) and pressures (right) for 
cases with a number of particles ranging from 100 to 2000. 

 

 
Figure 7.15 Comparison of calculated NOx levels (left) and temperatures (right) for 

cases with a number of particles ranging from 100 to 2000. 

 
Time step size variation 
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with a time step size of 0.2 CAD the peak pressure has dip. This particular case showed a less 
good combination of events with fuel injection and the stochastic mixing process. The NOx 
levels move in an opposite direction compared with the number of particles variation. 
 

  

Figure 7.16 Comparison of calculated pressures for three cases with different time step 
lengths (left) and for four cases with different mixing times (right). 

 

 
Figure 7.17 Comparison of calculated pressures for three cases with different time step 

lengths (left) and for four cases with different mixing times (right). 
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Mixing time variation 
One of the parameter for the DI-SRM is the mixing time ߬ that either can be given from expe-

riments or CFD calculations. If this is not obtainable tau needs to be fitted. The variations of ߬ 
in Figure 7.17 shows the expected behavior for the heterogeneous conditions of a DI engine, 
where more intense mixing leads to earlier combustion timing and heat release. With a slow 
mixing process, 0.001 s, the mixing of fuel and air gets so delayed that favorable conditions for 
combustion are not reached. The levels of NOx have a similar, realistic behavior. 
 

 
Figure 7.18 Comparison of calculated pressures for three cases with different time step 

lengths (left) and for four cases with different mixing times (right). 

 
Mixing time variation 
The simulations were performed on one of the cores of a 1.8 GHz dual core having 1 GB of 
RAM. Calculation time for a coupled cycle with a 1-D-EST and the DI-SRM ranges from 17 
minutes for 100 particles up to 5 hours and 40 minutes (340 minutes) for 2000 particles (Figure 
7.18). 

7.5 Conclusions 
A PDF-based direct injection stochastic reactor model, DI-SRM, was developed. An interface to 
couple the DI-SRM to the full engine simulation tool was also developed and coupled calcula-
tions were performed and compared to experiments to demonstrate the performance of the DI-
SRM. 
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The performed calculation showed reasonable agreement with the experiments. Parametric stu-
dies were performed to show the sensitivity from modeling parameters. The DI-SRM is behav-
ing as predicted and even with a coarse discretization the results are comparable to the experi-
ments. 
 
Future work will be focused on making stringent comparisons with new experiments with well 
verified injection profiles. The models inherent capabilities to predict emissions of HC, NOx 
and soot is also planned to be validated.  

 

 

   





Chapter 8 Modeling of HCCI‐NVO engines 
 

 

157 
 

8 Modeling of HCCI-NVO engines 

NVO or Negative Valve Overlap is a strategy that can be used in 4-stroke engines to achieve a 
second compression and expansion period for every cycle. Possibly combustion may appear 
during the NVO period but that is most often rather a further oxidation of the residual gases, 
than a normal combustion. 
 
In a normal 4-stroke engine the expansion stroke is ended with the opening of the exhaust 
valve(s) for the exhaust stroke that evacuates the exhaust gases from the engine. While the ex-
haust valve is still open the intake valve (s) opens to start the induction stroke. The period dur-
ing which both the exhaust and intake valves are open is known as the overlap period. It is since 
long standard practice to use Variable Valve Timing systems in production engines for regulat-
ing the performance of the engine by shifting the valve timings and the overlap period.  
 

Figure 8.1 Typical pressure trace for an NVO engine. 

To take this one step further, the valve timings may be set so that the exhaust valve (s) closes 
before the intake valve (s) opens, thus forming a negative valve overlap period, NVO. What 
happens is that emptying and filling of the cylinder is decreased and that the amounts of hot 
residual gases remaining in the cylinder increases. The reason to do this may be several. 
 

– By having a second expansion, more of the energy in the gases may be extracted for 
work. 
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– The hot remaining residual gases may be used in the normal combustion period to help 
the ignition in a HCCI engine. 

 
The concept is interesting but also places particular demand on the modeling due to all possible 
effects and approaches that are possible with NVO. For instance consideration needs to be taken 
for that exhaust gases are expelled backwards into the induction system of the engine.  
 
In the present work 3 new reactor models were developed and a substantial number of valida-
tions were performed for various clients. Since the models developed are owned by the clients, 
for reasons of confidentiality not much of details can be presented in this thesis.  
 

8.1 Modeling approaches 
The studies were done on both port injected and direct injected engine cases with up to 4 injec-
tion periods per cycle. The HCCI-SRM code in chapter 5 was modified and two new direct 
injection models, DI-HRM-SC and DI-SRM-SC, were developed where all three models could 
be coupled to 1-D-EST or to the in the work carried out here developed Reactor Network Tool.  
 
1-D-EST models were used, coupled to the 3 reactor tools to simulate all the engine perfor-
mance properties. For parametric studies of the combustion and the emissions, the Reactor 
Network Tool was used but with starting conditions provided by 1-D-EST calculations. 
 
Throughout the studies n-heptane/isooctane chemical models were used. 
  
The DI-HRM-SC model is based on the HCCI-HRM and is a homogeneous reactor model 
with direct injection. One of the requests for this model was that it should be as fast as possible 
to be an efficient tool for parametric studies of the influence of different injection strategies. To 
further speed up the model, it was implemented with a “cut off” function that could pause the 
calculation of chemical reactions below temperatures that would be regarded as less important 
from a chemical point of view. The model utilizes the details of chemical kinetics and fast calcu-
lations, but with the limitations of a homogenous reactor model. Heat transfer is modeled with a 
modified Woschni function.  
 
The DI-SRM-SC model is based on the HCCI-SRM and is a stochastic reactor model with 
direct injection. The finished model is suitable for use in full cycle simulations of partial HCCI 
engines (pHCCI) and diesel engines (DICI engines) with or without NVO combustion period. 
Heat transfer is modeled with a stochastic approach with modified Woschni function. Mixing is 
performed with the C/D or IEM. 
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8.2 Direct injection model 
The direct injection models developed for these studies have little in common with the model 
presented in chapter 8. Instead of feeding vaporization rates these two models contain a specific 
vaporization model and the provided injection data should be normal liquid fuel mass rates. 
 
The basic idea is to use an empirical relation of the change of enthalpy due to the evaporation of 
the fuel during injection, with the knowledge of fuel temperature, heat of vaporization and in-
jected mass during each time step. The cylinder pressure is adjusted due to the increased mass 
and enthalpy change, continuously. Evolution of the combustion and chemical species (for in-
stance emissions) is solely decided by chemical kinetics. No fundamental limit is set upon num-
ber of injection events, which can be spread over the main combustion period or the NVO 
combustion period or both.  

Figure 8.2 Main and NVO combustion periods with 4 direct injection periods as speci-
fied for the DI-HRM-SC and DI-SRM-SC. 

8.3 Reactor Network 
When the exact composition of EGR and residual gases are unknown, common practice is to 
run the SRM codes sufficiently many cycles until convergence is obtained. With increasing 
amounts of EGR and residual gases the combustion itself gets increasingly more sensitive to the 
composition of those gases. The combustion is always sensitive to initial cylinder pressure, tem-
perature and fuel and oxidizer mass, which are generally given from either experiments or 1-D 
full engine simulation tools.   
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If a 1-D full simulation tool is applied to the SRM code, the flow and thus the above mentioned 
initial conditions are in turn sensitive to the pressure and temperature given from the combus-
tion calculation.  To obtain convergence for both the combustion and the residual gases compo-
sition but also for the mass flows in the engine at the same time, can be very difficult indeed.  
However, if the initial conditions at IVC (and EVC for NVO engines) are reasonably well 
known, either through experiments or through 1-D simulations with deterministic combustion 
models, it is good practice to run the combustion calculation with the SRM by its own to obtain 
convergence for the residual gas composition. After such a procedure, combined convergences 
for the coupled calculations are easier to obtain. 
 
This procedure works fine for standard combustion events in engines, meaning engines that has 
only single combustion events, since the same modeling settings may be used and the model will 
simply iterate sufficient many cycles until convergence is reached. For engines with more than 
one combustion event, like for instance NVO engines, the situation is more complicated. Each 
of the two combustion events is different. They have different initial conditions and they will 
produce different composition, temperature and pressure for the residual gases. If the engine has 
substantial amounts of EGR/residual gases, which is almost always the case for NVO engines, 
each of the combustion periods are strongly dependent on the other. If it is difficult to reach 
convergence with a normal combustion period simulation, it is certainly not easier if one needs 
to consider two different combustion processes alternating each other. 
 
To be able to get simultaneously convergence for both Main and NVO combustion periods, the 
tool “Reactor Network” was developed. The tool is created in such way that it is a general tool 
for calculation with up to three different reactors for solving chemical processes that are either 
separated in time (as for NVO) or separated in space, with either looping or linear dependencies 
for any number of iterations. Details on the Reactor Network can be found in the manual [97]. 
 
For the creation of residual gas composition information for NVO engines the tool is applied in 
a loop. The Main combustion is simulated and the resulting residual gas composition is fed as 
input to the next calculated NVO combustion. The resulting residual gas composition from the 
NVO combustion is in turn fed as input to the next Main combustion. This process is iterated 
until both the Main and NVO combustion processes has converged. The final residual gas com-
position is then ready for use in a coupled calculation between the SRM code and a 1-d simula-
tion tool, just one remembers in which order the cycles will be simulated. 
 
The Reactor Network is also a quite efficient tool to use for parametric studies of NVO engines, 
where initial conditions are known or a 1-d simulation is not desirable. 
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Figure 8.3 The Rector Network tool. 

 

8.4 Validation 
The validation of the 3 developed models typically followed the pattern described in the pre-
vious Chapter. A 1-D simulation tool and Reactor Runner was used, complementing each other, 
for fast and efficient parametric variations and simulations until complete convergences were 
reached. Basically all physical parameters known from experiments could be used without tun-
ing, except compression ratios that were adjusted to fit motored cycles with the heat transfer 
parameters set for motoring conditions. Parameters that were tuned, involved typically stocon 
and tau. For explanation on stocon and tau see sections 4.4-4.5 and 5.1.  Validations where 
performed against experiments performed by clients, with targets of ignition timing, pressure 
rates and pressure. Typical results are demonstrated in Figure 8.4. 
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Figure 8.4 Typical validation results for NVO engine. 

 

8.5 Peculiarities of NVO engines. Modeling and chemistry issues. 
As discussed in section 9.3, from a Chemical Kinetics point of view, validation of NVO engines 
cannot be divided into separate combustion events since the resulting gas composition (and the 
remaining chemical energy) has a direct and strong influence on each of the following combus-
tions.  
 
In fact the sensitivity in modeling has nothing to do with sensitivity in the combustion process. 
The combustion process does not differ to the normal HCCI, pHCCI or DICI combustion 
process in sensitivity. The sensitivity lies in the models ability to predict the residual gas compo-
sition.  
 
In one of the early attempts to model a NVO engine with the SRM coupled to a 1-D code un-
usual behavior was noted. The case is a quite typical case where the main combustion consists of 
41% residual gases and the NVO combustion of 100%. The chemical model used was a PRF 
chemical model. Note that the gas compositions for the combustion gas (residual gases) from the 
main and the NVO combustion cycles are quite different.   C8H18, C2H4, CO, C6H13 have differ-
ences in the order of up to 10 times. C8H18, isooctane, is one of the fuel species and is not com-
pletely consumed in the main cycle. The other fuel species, C6H17, n-heptane, was completely 
consumed.  
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Figure 8.5 Two calculations with the HCCI-SRM using the same initial conditions ex-
cept for the residual gas mass fractions. Solid line is when using residual gas 
species calculated by the previous SRM and defined by the PRF chemical 
model while the dotted line is for residual gases calculated with the 1-D 
tool and defined with its chemical model. 

While running the calculations coupled with the 1-D code the residual gas species as determined 
by the 1-D code was used. As most 1-D codes the number of species in the model is limited to 
less than 17. Even though exactly the same initial conditions, pressure, temperature and fuel, 
oxidizer and residual gas masses and the same modeling parameters as well as the same chemical 
model, were used the results were dramatically different (Figure 8.5).  
 
When compared, all species of major amounts, N2, O2, CO2, H2O, and fuel remains are similarly 
predicted by both models. What differs is the amount of the radical OH. Although the mass 
fraction of OH in the 1-D code is as little as 2.56·10-5 this is enough to trigger the whole com-
bustion to the massive difference in Figure 8.5. In the SRM code the OH was calculated to 
5.31·10-11, giving a difference of a factor 106. 
 
The reason for the overprediction of OH is most likely not a bug in the 1-D code but probably a 
consequence of the simplified chemical description used and the way the mass fractions are de-
termined. In the 1-D code the species mass fractions are at each time step during the combus-
tion determined from the mass fraction burned which is calculated and passed from the SRM 
code. In the case of modeling a NVO engine the mass fraction burned curve is divided into two 
parts, one for each of the combustion periods (Figure 8.6). 
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Figure 8.6 Cylinder pressure and corresponding mass fraction burned for a NVO en-

gine. 

The mass fraction burned is normalized where the range is determined by the available chemical 
energy from the chemical composition of the gases at the beginning of the calculation or 
through coming fuel injections. In Figure 8.6 the second mass fraction burned curve reaches 
only 12 %. For this case there is no fuel injected during the EVO period or during the NVO 
period, so the chemical energy at the start of the NVO combustion is actually very small. In fact 
only what is left to burn from the main combustion that already reached close to unity in mass 
fraction burned. The result is that the second mass fraction burned curve is much more sensitive 
to determine than the one for the main cycle, and can be seen as a normalized MFB that could 
be placed on top of the first one. 
 
The conclusion one might draw from this, is the importance of having a sufficient kinetic model 
to be able to model NVO engines at all. 
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9 Conclusions 

The thesis work aimed at the further development of practical engine simulation models based 
on Stochastic Reactor Models, SRMs. Novel and efficient implementations were made of a 
variety of SRMs adapted to different engine types. The models in question are the HCCI-SRM, 
the TwoZone SI-SRM and the DI-SRM. The specific models developed were incorporated into 
two different interfaces: DARS-ESSA, which is a stand-alone tool, and DARS-ESM through 
which all the models can be operated in a simple and effective manner with use of several com-
mercial 1-d engine simulation tools. The tools and couplings to commercial 1-D codes were 
successfully developed and employed to simulate such complex combustion processes as of 
HCCI engines with NVO combustion. It was shown that kinetic models containing detailed 
chemistry are necessary for modeling such engines, since commercial codes, with the limited 
chemical models they include, fail to predict the supersensitive residual gases.  
 
 
SRMs are able to model cyclic variations, but these may be overpredicted if discretization is too 
coarse. The range of cyclic variations and the dependence of the ability to correctly assess their 
mean values on the number of cycles simulated were investigated. In most cases, the average 
values were assessed correctly on the basis of as few as 10 cycles, but assessing the complete range 
of cyclic variations could require a greater number of cycles. It is obvious that under unstable 
operating conditions one single calculation may differ from another substantially. A study in-
volving calculation of a single case, if an unfortunate combination of starting conditions and 
modeling parameters were selected, might yield results that could be easily be misinterpreted. 
The remedy for such problems is to use sufficiently many particles and to check on a regular 
basis the cyclic variations from the results obtained. The ability to predict cyclic variations is 
certainly useful in studying engine operating regimes, but one should bear in mind for the SRM 
that apparent effect can originate from the incorrect use of discretization, and thus not be a 
physically correct feature of the engine’s functioning. In assessing the range of cyclic variations in 
pressure, employing the HCCI-SRM, the variation obtained is found to decrease with the num-
ber of particles considered, leveling out in the range of 500 to 1000 particles. For determining 
whether the given results are valid a range of simulations with 400, 600, 800 and 1200 particles 
could be needed to perform. Judging from the other result parameters it feels safe to say that for 
this HCCI-SRM configuration a reasonable number should be 500 particles. Regarding the 
timestep size, the results are less clear. For many of the parameters, notably time of ignition and 
combustion duration, time step sizes ranging from 0.5 CAD to 0.1 CAD, give slightly differing 
results. One could nevertheless conclude that a time step size of 0.5 CAD is a reasonable choice 
in most cases. In studying average values, variations due to coarse discretization when 100 par-
ticles and when a time steps of 0.5 CAD are employed are smaller than variations originating 
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from changes in physical parameters, such as heat transfer and mixing parameters. Thus it feels 
safe to conclude that, even with such coarse discretization, the findings obtained with use of the 
HCCI-SRM are basically correct.  
 
For studies of cyclic variations in engines, discretization needs to have a higher level of resolu-
tion, 500 particles and 0.5 CAD time steps, to provide trustworthy results. In the case of high 
levels of turbulence and evenly distributed heat transfer, the in-cylinder conditions become ho-
mogeneous more quickly. The results indicate that in HCCI engines inhomogeneties tend to 
promote earlier ignition and more stable operating conditions as well as lesser cyclic variations. 
The pressure derivative was shown to generally terms to increase under homogeneous condi-
tions, which could lead to unwanted noise and even to engine damage. According to calculations 
for HCCI engines, the level of turbulence and the heat transfer distribution had little impact on 
the duration of combustion or on the amount of HC and NO at EVO, except for HC which 
rocketed in the odd misfiring cycles. 
 
 
The calculated concentrations of hydroxyl radicals and formaldehyde were compared with LIF-
measurements made in an optically accessed iso-octane / n-heptane fuelled HCCI engine. The 
profiles of averaged concentrations of CH2O and OH could be predicted quite well by the SRM, 
as determined by comparison with averaged LIF-signals of the respective species. A moderate 
deviation in CH2O was attributed to the chemical model, which gave too slow a growth of for-
maldehyde in the low-temperature regime. The minor deviations in the hydroxyl radicals that 
could be noted were probably due to minor deviations in the physical model, a view that was 
supported by investigations using different mixing times, that showed the rates of heat release to 
differ accordingly, a behavior that had a direct impact on the shape of the hydroxyl radical con-
centration profile. The main heat release could be predicted rather well, whereas low-
temperature heat release in the cool flame region could be predicted less accurately. The close 
agreement between SRM and LIF PDPs clearly proves the validity of the stochastic reactor mod-
el. It also shows that well-performed SRM calculations with use of a good detailed kinetic model 
are a valid method of gaining insight into the ignition characteristics of homogeneous ignition. 
The method can also be extended to other species that are difficult to measure but still give 
important information on the combustion and the information sought. The fact that the SRM 
can be used to extend the concentration range of the species that were investigated, far beyond 
the LIF detection limit, is also significant. The interrelations of OH and CH2O during HCCI 
combustion were investigated. It was found that at the very onset of ignition, during the growth 
phase of CH2O, the particles having the highest concentrations of CH2O also had the highest 
concentrations of OH. At the peak of low-temperature heat release, particles having relatively 
high concentrations of OH (for the stage of ignition) become fewer. Just beyond that peak the 
highest OH levels disappears. During the transition stage from low to high-temperature ignition, 
all particles seem then to have the same high levels of CH2O, whereas the OH-concentrations 
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are generally low and unevenly distributed. It was observed that during the growth phase of 
CH2O there is a temporal OH peak, coinciding with the first heat release peak. 
 
 
The formation of exothermic centers was modeled with the SRM to investigate their impact on 
HCCI combustion. By varying the exhaust valve temperature, and thus assigning more realistic 
wall temperatures, the formation of exothermic centers and the ignition timing was shifted in 
time. To be able to study the exothermic centers, their formation and their distribution, Scatter 
plots, standard deviation plots and PDF plots were constructed on the basis of the data the SRM 
calculations provided. The standard deviation for the particle temperatures was found to be an 
excellent indicator of the degree of homogeneity within the combustion chamber, and thus of 
how efficient the combustion process was. It was observed that when the standard deviation of 
the temperature was higher, the emissions of CO and of hydrocarbons present at the end of the 
closed cycle were higher. It was thus concluded that the standard deviation of the temperature, 
provided some indication of such emissions as those of hydrocarbons and CO. Since no NOx 
model was used for the calculations, no conclusions can be made on the relation of NOx forma-
tion and the standard deviation of temperature. The standard deviation does not provide any 
absolute levels concerning the parameter in question. PDF plots do just this, while at the same 
time providing a detailed picture of the spread of the parameters being studied. According to the 
PDF results obtained, higher absolute temperature implies more NOx to be present in the “hot” 
case. Still, the temperatures were so low that the typically very low levels of NOx in HCCI en-
gines could be expected to be maintained. It was shown that promoting exothermic centers 
could be one way of counteracting emissions of hydrocarbons and CO which are a problem in 
HCCI engines. 
 
 
Implementations of the SRM codes in the present work involved stricter handling of the para-
meters and combined with the use of a new solver, a reduction of the execution time as well of 
the memory allocations, were achieved by almost a factor of 10 respectively, compared to similar 
existing models. Still, part of the work aimed at investigating whether a novel approach devel-
oped, involving use of adaptive chemistry, could improve calculation speed still further without 
much loss in accuracy. Already reduced skeletal mechanisms were divided into sets of sub me-
chanisms, each representing a phase in the combustion events. These Phase Optimized Skeletal 
Mechanisms, POSM, as well as establishing the phases in question, were created by an auto-
mated tool making use of machine learning, clustering and decision tree algorithms. The phases 
were established on the basis of constant volume calculations. The POSM model created was 
incorporated into the two-zone SRM code, comparative calculations being made between the 
standard mechanisms and the POSM with the aim of determining the accuracy and the calcula-
tion speed of this novel technique. Although all of the POSMs considered were based on already 
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strongly reduced skeletal mechanisms, POSM was found to provide gains in calculation speed 
while still retaining a high degree of accuracy. The first two investigations showed almost no 
accuracy to be lost, at the same time as there was a gain in calculation time by a factor of 3. 
These two investigations differed not only in the original chemical model that was employed, 
but also in how the database for Phase creation was calculated. Investigation 1 employed several 
sets of constant volume calculations, whereas investigation 2 used only a single SRM calculation. 
It was expected that the SRM calculation would provide a more realistic data set than the con-
stant volume calculations, an expectation that could be neither confirmed nor rejected since the 
two cases had almost exactly the same accuracy and gain in calculation time. The second case did 
have a smaller original chemical model, however, which gave less latitude for reduction, so it can 
well be the case that the SRM calculation did provide a better data set. Investigation 3 involved a 
further reduction than carried out in investigation 2. It showed clear losses in accuracy, although 
the global conditions were well captured and there was a gain in calculation speed by a factor of 
12. One should note that the number of species in the phase mechanisms had become so small 
that it is not at all surprising that higher losses in accuracy appeared. There is still a lot to be 
gained by further division into a greater number of phases, rather than simply reducing the 
number of species in the phases. Especially for phases having only a small reduction in size and 
possessing a size similar to the original chemical model, further division would be likely to result 
in substantial gains. Further, the POSM approach showed excellent robustness as a concept. 
Even with different base chemistries as in investigation 1 and 2, and also by varying octane rat-
ing and mixture strength, accuracy was retained. Several studies to investigate the sensitivity of 
the numerical and modeling parameters by varying the number of particles, time step size and 
mixing and heat transfer parameters that were performed, confirmed the robustness of POSM. 
 
 
A direct injection model for the SRM, DI-SRM, allowing multiple and complex injection strate-
gies to be followed was implemented. This model can be used to simulate pHCCI and DICI and 
with some further development of it DISI as well. Simulations of diesel engine combustion, 
DICI, using the newly developed model coupled with a 1-D full engine simulation tool were 
found to agree well with the results of experiments that were conducted. Parametric studies were 
performed to indicate the sensitivity of the modeling parameters. The DI-SRM behaved as pre-
dicted, and even with use of coarse discretization the results were comparable to those of the 
experiments. Future work will be focused on making stringent comparisons with new experi-
ments with well verified injection profiles. Validation of the models inherent capabilities for 
predicting emissions of HC, NOx and soot is also planned to be validated.  
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