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ABSTRACT 
There is a strong relationship between regional sediment transport and the local processes 
at tidal inlets and around coastal structures. Many coastal projects require quantitative 
understanding of these processes and the interactions between them. Regional sediment 
transport and shoreline evolution models that fully include important coastal processes at 
local scale are lacking at present. The overall aim of this thesis is to develop a new 
numerical model of regional sediment transport and shoreline evolution for complex 
conditions with a simulation domain that may extend over hundreds of kilometers and 
cover several inlets and river mouths including development of flood shoal and ebb shoal 
complexes, shoreline response in the vicinity of inlets, barrier elongation and different 
shore protection measures. 
 
The new numerical modeling tool is composed of a one-line model of shoreline change, an 
inlet reservoir model, and a spit growth model. The shoreline change model was based on 
the one-line theory (Pelnard-Considere, 1956), employing algorithms for the numerical 
solution developed by Hanson (1987) and including regional shoreline features introduced 
by Larson et al. (2002a). The inlet reservoir model is based on a reservoir analogy 
approach developed by Kraus (2000, 2002) and then refined by Larson et al. (2006) 
through the introduction of the flood shoal and associated coupling coefficients describing 
the transfer of sediment between the morphological units. A mathematical model of spit 
growth and barrier elognation supplied by sediment coming from the longshore sediment 
transport (LST) was developed based on the spit growth model suggested by Kraus (1999). 
 
In order to realistically reproduce the coastal evolution at local scales, an attempt was 
made in this study through the introduction of several new methods and modifications to 
improve the above mentioned models. Fine grain size sediment lost into the deep water 
was included in the shoreline change model through a loss parameter combined with 
gradients in the LST rate (Donnelly et al. 2004). Wave sheltering effects from the bars was 
included in the empirical formula for LST through an attenuation parameter for breaking 
wave height in lee of the bars. Direction of ebb jet at inlets was taken into account in the 
empirical formulas for the distances from the inlet to the downdrift and updrift attachment 
bars. Onshore movement of sediment from attachment bars was also included in the inlet 
reservoir model. For the spit growth and barrier elongation model, a relationship between 
maximum depth of the channel and the depth of active LST was used to estimate LST rate 
bypassing the spit. 
 
The model was validated against measurements at Hai Hau beach in Vietnam, at Long 
Island coast in the United States, and at the Badreveln spit in Sweden. At the Hai Hau 
beach, a 20-year time series of offshore waves hindcasted from the recorded wind data was 
used to reproduce the nearshore wave climate; measured shorelines in 1910, 1965, and 
2000 were employed to calibrate and validate the model. At the Long Island coast, 
hindcast wave data of 20-year time series from three WIS stations along the coast was used 
as input for the model; measured shorelines in 1933 and 1983, measured volume growth of 
the flood shoals and ebb shoal complexes at several occasions between 1931 and 1998, net 
longshore transport estimated from measurements, and measured barrier elongation, were 
used to compare with the modelled simulations. At the Badreveln spit, measured spit 
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locations at a number of occasions from 1860 to 1994 were used to compared with the 
analytical solution of the model. 
 
The model simulations were generally in good agreement with the measurements. The 
modified formulas and new methods introduced by this study were performing well at 
these study sites. The modelled results show that fine sediment lost into the deep water and 
gradients of the LST are main causes of the severe erosion at Hai Hau beach; onshore 
sediment transfer and wave sheltering effects from the attachment bars are main 
contributions to produce the salient-type feature in the downdrift areas of the inlets; 
dredging work to maintain the navigational channel at the Fire Island Inlet located at the 
south end of the Long Island coast is the main reason for the barrier stable period 
connected with the period of dredging from 1954 to 1994. The model applications show 
the capability of the model to simulate regional sediment transport and shoreline evolution 
for complex conditions including several inlets and river mouths, different coastal 
protection measures, barrier elongation, and shoreline response in the vicinity of inlets. 
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1. Introduction 

1.1 Background and identification of the problem 
Coastal regions are home to a large and growing proportion of the world’s population. 
They provide significant natural resources, transportation, commercial, and tourism 
benefits to communities and the nation. However, many coastal regions are being 
subjected to many attacks from the ocean as well as interaction between the land and the 
sea. One of the most striking impacts are sediment transport and coastal evolution, 
resulting in risks to the ecosystem, natural resources, and economic operations. Coastal 
projects aiming at developing a strategy for sustainable development in coastal regions and 
barrier islands call for long-term simulation of coastal evolution covering fully primary 
interactions between processes at regional and local scales. 
 
Under wave action combined with longshore currents in the coastal zone, sediment 
transport and shoreline evolution may occur at regional scale extending from tens of 
kilometers to hundreds of kilometers. Gradients in the LST rate alter the shoreline shape, 
resulting in areas of erosion and accretion (Larson et al., 2002b). The gradients and 
character of the regional LST may be modified by processes at local scale. For example, 
the LST may be trapped by inlet or river flows and then transferred to the downdrift 
through the flood shoal and ebb shoal complexes; jetties and groins can block the LST 
resulting in an accretion on the updrift side and erosion on the downdrift side. Morphology 
change and shoreline response at local scale are, in turn, governed by the magnitude and 
direction of the regional net transport rate such that an inlet navigation channel may be 
shoaling from deposited sediment coming from the LST; depending on direction and 
magnitude of the net sediment transport, a spit can occur at one side or both side of a inlet, 
resulting in migration of the inlet channel; and so on. Thus, there are strong interactions 
between the processes at regional and local scales. Many coastal projects call for regional 
sediment transport and shoreline change models covering a coastal stretch with several 
inlets and different engineering activities. This model class is lacking, and some important 
processes at local scales have not been investigated in existing regional shoreline change 
models. 
 
A wide range of models to calculate sediment transport and morphological evolution has 
been developed during the last 20 years and successfully applied in engineering studies 
conducted to solve a variety of problems in coastal areas. Such problems include: 

� sedimentation in navigation channels, 
� beach topography change in the vicinity of coastal structures, 
� scour adjacent to coastal structures, 
� impact on dunes during severe storms, 
� overwash of dunes and barrier islands, 
� design of beach nourishment operations, 
� assessment of large-scale coastal evolution, 
� sediment bypassing inlets and inlet shoal complex development, 
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� spit growth and inlet channel migration. 
 

To address these problems, several prominent numerical models of sediment transport and 
morphological evolution have been developed as joint research efforts between the Water 
Resources Engineering (WRE), Lund University (LU), Sweden, and the Coastal and 
Hydraulics Laboratory (CHL), US Army Engineer Research and Development Center, USA. 
Examples of such models are the shoreline change model GENESIS, the profile response 
model SBEACH, and the large-scale coastal evolution model CASCADE. Furthermore, 
WRE has assisted CHL in the development of a basic sediment transport model that has been 
included in the Coastal Modeling System (CMS) for detailed analysis of the morphological 
evolution around inlets. The Coastal Inlets Research Program (CIRP) being conducted at 
CHL has also developed a three-dimensional version of this model. Researchers at WRE 
have provided several of the fundamental components in the RMAP (Regional Morphology 
Analysis Package) model, which is used to analyze data on shorelines and beach profiles. 
GENESIS and SBEACH have been employed in numerous engineering projects by the US 
Army Corps of Engineers, as well as by researchers and consultants in projects world-wide. 
Both these models are regarded as being among the foremost for their particular type of 
application. CASCADE and CMS are at the cutting edge of modeling technology and it is 
expected that they will be frequently used in projects in the near future. 
 
Although significant progress has been made in mathematical modeling of sediment 
transport and morphological evolution in recent years through the above-mentioned 
models, further development and validation of the models are needed to extend capabilities 
and improve predictive skills. GENESIS and SBEACH represent models that apply 
mature, well-proven technology that has been validated through many research studies and 
engineering projects. However, development of various modeling capabilities is still 
needed and useful to enhance the applicability of the models. CASCADE and CMS are 
models under development and testing that need more validation before they can yield 
reliable and robust predictions in complex coastal environments such as around inlets. The 
RMAP model is frequently used to manipulate and analyze survey data from coastal areas. 
So far, the focus of the RMAP development has been on shorelines and beach profiles, 
whereas only limited effort has been directed towards analyzing complete topographies. 
 
In the following, a summary is provided for each of the above mentioned models focusing 
on the purpose of the model and its present state of development. 

1.2  Model review 

GENESIS 
Kraus et al. (1984) and Hanson and Kraus (1986) developed a one-line model with the 
overall aim to arrive at a model which could be used as an engineering tool. This was the 
first step towards a general shoreline evolution model that was named GENESIS (Hanson 
1989). A shoreline-change model predicts shoreline position changes that occur over a 
period of several years. Cross-shore transport effects, such as storm-induced erosion and 
cyclical movement of shoreline position as associated with seasonal variation in wave 
climate, are assumed to cancel over a long simulation period. The model is generalized in 
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that it allows simulation of a wide variety of user-specified offshore wave inputs, initial 
beach configurations, coastal structures, bypassing operations, and beach fills. Input to the 
model is the nearshore bathymetry and a time series of wave height, period, and direction. 
Based on these data, the model calculates breaking wave conditions, sediment transport 
rates, and shoreline positions.  
 
Most GENESIS applications involve analysis and design of structures or beach 
nourishments, although in recent applications the model has been extended to describe the 
transport pattern and shoreline response around inlets. GENESIS has become a standard 
tool applied by the U.S. Army Corps of Engineers (USACE), consulting engineering 
companies, and universities world wide. The model is incorporated into two of CHL’s 
software packages: the Coastal Engineering Design and Analysis System (CEDAS) and the 
Shoreline Modeling System (SMS), both developed for the PC environment. GENESIS has 
been applied at numerous project sites including stretches of coasts in Alaska, California, 
Louisiana, New Jersey, New York, Texas, and Florida (Chu et al. 1987; Kraus et al. 1988, 
Gravens et al. 1989, Hanson et al. 1990).  A full compilation of all GENESIS applications 
would be impossible to assemble because of the large number copies distributed. However, 
GENESIS is only applicable where the boundary conditions can be specified, namely, at a 
groin, jetty, or a uniformly (known) changing shoreline position. Recently, a modified 
version of GENESIS was developed where sediment transport by tidal currents and/or 
wind induced current are included (Hanson et al. 2001, Bayram et al. 2007, Hanson et al. 
2006). 

SBEACH 
Mathematical modeling of beach-profile change has seen substantial advances since the 
first attempts by Swart (1974, 1976) and Vellinga (1982).  Major advances were made by 
Kriebel (1982) and Kriebel and Dean (1985) in modeling storm-induced beach erosion and 
by Larson and Kraus (1989) in development of the SBEACH model supported by CHL.  
This model has undergone substantial refinement (Larson et al. 1990), including detailed 
description of waves and sediment transport under random waves (Wise et al. 1996), the 
capability to model hard bottoms (Larson and Kraus 1998), dune overtopping (Kraus and 
Wise 1993, Wise and Kraus 1993, Larson et al. 2004, Donnelly et al. 2005), and extensive 
comparisons with laboratory and field data (Wise et al. 1996).  The SBEACH model is 
also a standard tool applied by the USACE, consulting engineering companies, and 
universities world wide.  SBEACH is not applicable to beaches near inlets because the 
profile there is irregular and not solely molded by waves.  However, equilibrium concepts 
as frequently employed in cross-shore sediment transport and profile evolution may often 
be transferred to other, more complex, morphological systems (Larson et al. 1999). 
 
SBEACH was primarily developed to calculate the profile response during a storm, although 
the model can qualitatively reproduce post-storm recovery and seasonal changes in the 
profile shape. The model also describes the formation and movement of longshore bars, at 
least the bar associated with the main break point of the waves. SBEACH has been widely 
used both as an analysis tool in studies on coastal processes and as an instrument for design 
of beach nourishment operations to protect against erosion and flooding. The model is under 
constant development and model components are being replaced and introduced as research 
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on nearshore processes and beach profile change progresses. SBEACH was originally 
developed and validated using data from large wave tank experiments (prototype-size; see 
Larson and Kraus 1989). Then, extensive model testing has been performed against field 
data, primarily from the US East Coast (Larson and Kraus 1989, Larson et al. 1990, Wise et 
al. 1996). High-quality field data sets involving the effect of severe storms, such as 
hurricanes or northeasters, on several different beaches have been used in the model testing. 
SBEACH has been shown to produce reliable predictions of storm impacts in terms of the 
nearshore profile shape, eroded sediment volume, and contour recession. The model has 
often been employed in studies on coastal processes where the impact of large storms needs 
to be assessed. Another principal application of SBEACH has been in the design of beach 
fills and the response of the beach to hard structures such as seawalls and revetments (Larson 
and Kraus 1998). SBEACH is used to calculate beach profile response of alternative design 
configurations to storms of varying intensity. Model predictions of beach erosion are used to 
estimate with- and without-project storm damages over the project design life. In the design 
process, storm erosion, flooding, and wave damage estimates are utilized in economic 
analyses to compare total project costs and total project benefits for each design alternative. 

CASCADE 
CASCADE simulates longshore sediment transport and coastal evolution at the regional 
and local scale (Larson et al. 2002a, Larson and Kraus 2003, Larson et al. 2006). A typical 
coastal setting to which CASCADE may be applied is barrier islands separated by inlets 
with and without jetties, where the sediment is transferred around inlets through the inlet-
shoal complex. Sediment sources and sinks can be included, such as cliff erosion and 
wind-blown sand. The shoreline of the barrier island chain may display a curved trend at 
the regional scale with local variations in between the inlets. At present, the CASCADE 
model contains modules to simulate shoreline evolution (taking into account regional 
trends), evolution of flood shoal and ebb-shoal complexes and bypassing of sediment at 
inlets (Kraus 2000), and sediment supplies and losses (e.g., beach nourishment, cliff 
erosion, wind-blown sand, and sediment mining). Several of its modules have required 
development of new theory and numerical approaches (e.g., rapid calculation of breaking 
wave properties, generalized longshore sediment transport formula, and bypassing 
algorithms). The model has been validated for the eastern reach of Long Island, New York, 
containing three inlets (Larson et al. 2002a), and for the Delmarva Peninsula where two 
inlets are present (Larson and Kraus 2003). Recently the model was enhanced with respect 
to the inlet shoal modeling and to the simulation of dune erosion and overwash (Larson et 
al. 2006). 

CMS-FLOW 
The two-dimensional depth-averaged circulation model (CMS-FLOW) was developed 
under the CIRP with the purpose of being able to conduct practical projects at coastal 
inlets (Militello et al. 2004, Buttolph et al. 2006). CMS-FLOW is a hydrodynamic model 
intended for local applications, primarily at inlets, the nearshore, and bays. CMS-FLOW is 
computationally efficient, easy to set up, and has features required for many coastal 
engineering applications. CMS-FLOW can be coupled to regional circulation models, such 
as the ADvanced CIRCulation (ADCIRC) model (Luettich et al. 1992), through boundary 
conditions, providing flexibility for large-scale applications and connectivity between 
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models. At the same time, the code is accessible to CIRP researchers with expertise in 
areas other than computational fluid dynamics, as expected in interdisciplinary teams. 
Recently, sediment transport was added in CMS-FLOW, including the option of selecting 
between several different formulas and the possibility to employ the advection-diffusion 
equation for simulating horizontal exchange of suspended material (Buttolph et al. 2006). 
One of the formulas available in CMS-FLOW with sediment transport (denoted as CMS-
SED) is the Lund-CIRP formulas developed in a research project sponsored by CHL 
(Camenen and Larson, 2005, 2007, 2008). A capability to represent non-erodible bottom 
was recently introduced to CMS-SED, making the model applicable to coastal inlets where 
the sea bottom may be covered by hard or non-erodible material, which in turn may or may 
not be covered by a layer of sediment (Hanson and Militello 2005).  Work is also 
underway to include swash-zone sediment transport and shoreline change in CMS-SED, 
which is essential for modeling topographic evolution in coastal areas.  Algorithms as 
described above can be readily ported to the 3D version of CMS-SED.   

1.3  Objectives of the research 
The overall objective of this study was to develop a general numerical model of regional 
sediment transport and coastal evolution for complex conditions including inlet shoal 
development, cross-sectional area of inlets varying substantially with time, shoreline 
response in vicinity of inlets, barrier island elongation, and different coastal protection 
measures. Main focuses of the model are to simulate: 

� regional sediment transport and shoreline evolution with simulation domains 
that extend over hundreds of kilometers and cover several inlets and river 
mouths, 

� shoreline response in vicinity of inlets and river mouths, 
� sand volume growth of flood shoals and ebb shoal complexes, 
� spit growth and barrier elongation supplied by sediment coming from the LST. 

1.4  Thesis structure and appended papers 
This thesis consists of two parts: a summary and six appended papers. In the summary 
overall background, identification of the problems, model review, methodology, and the 
model applications are presented. Details of the study sites, model setup, results and 
discussion can be found in the appended papers. Finally, conclusions from this study are 
given at the end of the summary.  
 
The study results are presented in the following papers: 
 
Paper 1: presents the numerical modeling of shoreline change and the model application 
for simulating the shoreline evolution at Hai Hau beach, Vietnam. Detailed environmental 
conditions at the study site and nearshore wave calculation are discussed in this paper. In 
this study, the major aim of the model application was to investigate the causes of the 
severe erosion here. Some conclusions regarding the reasons for the erosion were drawn in 
this paper.   
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Paper 2: documents the numerical modeling of shoreline change combined with the inlet 
reservoir model. Model applications to simulate regional sediment transport, shoreline 
response in vicinity of the tidal inlets, and inlet shoal volume development at the Long 
island coast, United States, are presented. Several modifications and new methods to 
realistically simulate erosion and accretion in the downdrift areas of the inlets were 
introduced in this paper. Details concerning natural conditions and model setup for the 
study site are also described. 
 
Paper 3: presents the mathematical model of spit growth and barrier elongation. Ratio of 
maximum depth of the inlet channel and depth of active longshore transport used to 
estimate LST rate bypassing the spit was introduced. Model applications to reproduce the 
barrier elongation at Fire Island Inlet on south Long Island coast in the United States, and 
at Badreveln spit in Sweden are discussed in this paper. 
 
Paper 4: introduces a direct formula to compute wave height and angle at incipient 
breaking. Comparison of calculation time between the new formula and the standard 
iterative method is presented. 
 
Paper 5 and paper 6: discussed simulation of wave propagation, currents, sediment 
transport, and morphology change using a 2-D numerical model.  
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2. Methodology 

The numerical model development mainly focused on simulating regional sediment 
transport and shoreline evolution due to waves and currents, local shoreline response in the 
vicinity of inlets, development of the inlet shoal volumes as well as spit growth and barrier 
elongation supplied by sediment coming from the LST. Thus, main components of the 
model were composed from three sub-models: a one-line model of shoreline change, an 
inlet reservoir model, and a spit growth model. In addition, a 2-D wave transformation 
model was employed to simulate the inshore wave climate used as input for the model. The 
basics of the model components are described below where some of the components were 
developed as a part of this thesis, whereas others were based on previous work. 

2.1   Nearshore 2-D wave transformation 
In this study, a 2-D wave transformation model called EBED was applied to calculate the 
inshore wave climate. The EBED model was developed by Mase (2001) based on the 
energy-balance equation for multidirectional random waves taking into account wave 
shoaling, refraction, diffraction, and wave breaking. Advantages of using the EBED model 
include the ability to reproduce wave transformation over complicated bathymetry and the 
facilities for setting up the input and output for many different wave spectra. The long-time 
hindcast time series of offshore waves was used as input data for the EBED model in order 
to reproduce the nearshore wave climate at the study sites. The output from the EBED 
model includes significant wave height, significant wave period, and wave direction. 

2.2  Shoreline change model 

2.2.1  Basic assumptions and governing equations 
Hanson (1987) documented that a common observation recognizes that the beach profile 
maintains an average shape that is characteristic of the particular coast. For example, 
beaches retain their average slope in a comparative sense and in the long term. Although 
seasonal changes in wave climate cause the shoreline position to move shoreward and 
seaward with corresponding changes in shape and average slope of the profile, the 
deviation from an average beach slope over the total active profile is relatively small over a 
long-term period of consideration. Pelnard-Considere (1956) was the first to formulate a 
mathematical model of shoreline response to wave action under the assumption that the 
beach profile maintains a constant shape at all times. If the profile shape does not change, 
any point on it can be employed to specify the location of the entire profile with respect to 
a baseline. Thus, one contour line can be used to describe changes in the beach plan shape, 
and the model is therefore called the “one-line” model. The theoretical work of Pelnard-
Considere is the basis for many numerical models that have been successfully applied to 
simulate shoreline response to wave and current actions (Hanson, 1987; Hanson and 
Kraus, 1989; Hanson et al., 2006). To derive the governing equation of shoreline change 
from the one-line theory, the following standard assumptions are employed (Hanson, 
1987): 

� the shape profile shape is constant, 
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� the shoreward and seaward limits of the profile are constant,  
� sand is transported alongshore by the action of breaking waves, 
� the detailed structure of the nearshore circulation is ignored, 
� there is a long-term trend in shoreline evolution. 

In this study, the shoreline change modeling is based on the one-line theory, employing 
algorithms for the numerical solution developed by Hanson (1987). Conservation of 
sediment volume yields the fundamental equation to be solved for obtaining the shoreline 
change. A local coordinate system is employed, where the y-axis points offshore and the x-
axis is oriented parallel to the main trend of shoreline (see Fig. 1). It is assumed that the 
beach profile moves parallel to itself seaward or shoreward depending on the net rate of 
sand entered or exited a cross section over a time interval t� . The change in shoreline 
position is y� , the length of shoreline segment is x� , and the profile moves within a 
vertical extent defined by the berm elevation BD , and the depth of closure CD , both 
measured from a vertical datum. The net volume change due to the gradient in the LST rate 
over the time interval unit is � �Q t Q x x t� � � � � � � . Another contribution may come from 
a line source or sink of sand s oq q q� � , where sq  and oq  represent for a volume of sand 
added or removed per unit width of beach from shoreward side and offshore side, 
respectively. These produce a volume change of the beach that gives 

� � � �beach B CV x y D D Q x x t q x t� � � � � � � � � � � � � . Rearrangement of the terms and 
taking the limit as 0t� 	 yields the governing equation for the rate of change in shoreline 
position (Hanson, 1987): 

1 0
( )B C

y Q q
t D D x

� �
 �� � �� � � �� �
  (1) 

In order to solve Eq. 1, the initial shoreline position together with boundary conditions and 
values for BD , CD , q , and Q must be specified. 
 
The quantity BD  and CD  can be estimated based on a long-term measurement of the 
beach profile or based on empirical parameters determined from statistical wave 
parameters at the study site (see Hanson, 1987). 
 
The quantity q represents a line source or sink of the sand in the system such as wind-
blown sand, sand discharge from rivers and tidal inlets, cliff erosion, and sand lost into the 
deep water. 
 
Hanson et al. (2006) developed a general relationship for the total LST rate that includes 
currents generated by tide and wind based on the Inman and Bagnold (1963) formula. 
Suspended sediment is assumed to be the dominant mode of transport. Breaking waves in 
the surf zone stir up sediment and maintain an average concentration determined through a 
balance between the energy supplied from breaking waves and the work required to keep 
the sediment suspended. The product of the longshore current and the sediment 
concentration integrated across the profile yields the total longshore transport. The 
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empirical predictive formula for the total longshore sand transport employed in this study 
is expressed as follows (Hanson et al., 2006), 

 
 

� �� � � �2
0 1 1 0 2 2cos sin

8 1 1 b gb ex
s s

Q H C K a V K a
p w

� � �
� �
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where: H = wave height; d = water depth; Cg = wave group celerity; b = subscript 
denoting breaking wave condition; K1, K2 = empirical coefficients (treated as calibration 
parameters); s� = density of sand; � = density of water; p = porosity of sand on the bed; 

sw = fall velocity; exV = external surf-zone average longshore current velocity generated by 
tide or/and wind; A = shape parameter; � = breaker index; g = acceleration due to 
gravity; fc = bottom friction coefficient; � = transport coefficient expressing efficiency of 
the waves keeping sand grains in suspension, which can be estimated through physical 

parameters as (Bayram et al., 2007), 54.0 9.0 10b

s p

H
w T

�
� �

� � � �� �� �
� �

; pT = peak wave period; 

and 0� = angle of breaking waves to the local shoreline orientation given by (see Fig. 2),  

� �0 arctanb s b y x� � � �� � � � � �   (3) 

 
  Fig. 1. Definition sketch for shoreline change calculation (Hanson, 1989). 
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where b� is the angle between breaking wave crests and the x-axis, s� is the angle 
between the shoreline and the x-axis. 

 

 

2.2.2  Analytic solution technique 
Under certain idealized wave conditions and simple shoreline configurations, Eq. 1  can be 
reduced to the one-dimensional heat diffusion equation, which can be solved analytically. 
Application of the analytical solution for a real environment may involve considerable 
errors due to violation of these limitations. However, the analytical solutions are often used 
to investigate the qualitative features and the properties of shoreline change. A numerical 
model of shoreline change would be more useful to satisfy the requirements for real 
situations. 
 
If we neglect the external longshore current ( exV ) and the LST component produced by 
gradient of longshore breaking wave height ( bH x� � ), Eq. 2 is reduced to a simple form 
as, 

� �0 0sin 2Q Q ��  (4) 

where 

� �� � � �21 1
0 16 1 1 b gb

s s

K aQ H C
p w

�
� �

�
� �

 (5) 

For beaches with mild slope, it can be assumed that the breaking wave angle to the 
shoreline is small. In this case, sin(2 ) 2o o� �� . If also the angle between the shoreline 

         Fig. 2. Definition of breaking wave angle (Hanson, 1989). 
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and the x-axis, is assumed to be small, then � �arctan y x y x� � � � � . From Eq. 3, 

0 b y x� �� �� � . Eq. 4 can be rewritten as (Larson et al., 1987), 

02 b
yQ Q
x

� �� �� �� ��� �
                                                                           (6) 

If the amplitude of the longshore sand transport rate 0Q  as well as the breaking wave 

angle b�  is assumed independent of x and t, and with negligible contributions from 
sources or sinks ( 0q � ), Eqs. 1 and 6 can be rewritten as, 

2

2

y y
t x

�� �
�

� �
   (7)                        

where 02
( )B C

Q
D D

� �
�

                                                                                    (8) 

Eq. 7 is analogous to the one-dimensional heat diffusion equation and it can be solved 
analytically for different initial and boundary conditions. The coefficient, � , can be 
interpreted as a diffusion coefficient expressing the time scale of shoreline change 
following a disturbance (wave action). A high value of the amplitude of the sand transport 
rate results in a rapid shoreline response, while a larger depth of closure, meaning that the 
longshore transport will be distributed over a larger portion of the beach profile, leads to a 
slower shoreline response. 

2.2.3  Numerical solution technique 
The Eqs. 1-2 can also be solved numerically. Then, the limitations in the analytical 
solution will be avoided, making it possible to apply the numerical model for complex 
conditions of coastal configuration and a more realistic wave climate. 
 
Eqs. 1-2 are discretized on a staggered grid in which shoreline positions iy  are defined at 
the centre of the grid cells and transport rates iQ  at the cell walls (see fig. 3). The Crank-
Nicholson implicit scheme is used in which the derivative Q x� �  at each grid point is 
expressed as an equally weighted average between the present time step and the next time 
step (Hanson, 1987), 

1 11
2

i i i i iQ Q Q Q Q
x x x

� �� �� � �
 �� �� � � �� �
                                                    (9)  

where the prime (�) is used to denote a quantity at the new time level, whereas the 
unprimed quantity indicates a value at the present time step, which is known. 
 
Substituting of Eq. 9 into Eq. 1 and linearizing the wave angle in Eq. 2 in terms of y x� �  
results in two systems of coupled equations for the unknowns iy�  and iQ� : 
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� �1i i i iy M Q Q yc�� � � �� � �                                                          (10) 

� �1i i i i iQ E y y F�� � �� � �                                           (11)  

where 2( )B CM t D D x� � � � �  and iyc  are the functions of known quantities, including 

,i iQ q  and iy , and where iF  and iE are functions of wave height, wave angle, and other 
known quantities. 
 
Substituting Eq. 10 into Eq. 11 results in three-diagonal system, and it can be solved by the 
Thomas method: 

1 1i i i i i i iFQ S Q FQ G� �� � �� � � �    (12)  

where   2i i
xS F

B
�

� �
�

  and   � �1
1

i i i
i i i i i

y y FxG F E yc yc
M x x

�
�

�� 
 �� � � �� � � �� �
 

The initial condition is taken to be � �0,ixi yy �  where � �0,ixy  is the initial shoreline 
position. 

 
 
The most commonly used boundary condition at both lateral boundaries is expressed as 

0Q x� � �  (Hanson, 1987) or 0Q � . By Eq. 1, if 0Q x� � �  at the boundaries and with 

 

Fig. 3. A coordinate system and grid used by the numerical model (Hanson, 1987). 
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negligible sources or sinks, then 0y t� � � , indicating that y does not change. The above 
boundaries should be located far away from the project to assure that the conditions in the 
vicinity of the boundary are unaffected by changes that take place in the project. 

2.2.4  Regional scale effect 
The effect of a regional shoreline shape enters in Eq. 3  by assuming that the local 
shoreline evolves with respect to the regional shoreline (Larson et al., 2002a), (see Fig. 4), 
yielding a new expression for 0� , 

� �0 arctanbr b y x� � �� � � � �   (13) 

where � �arctanbr ry x� � � �  and yr denotes the regional shoreline, which is taken to be 
constant over the simulation period. 

 

2.2.5  Cross-shore sediment lost 
Under wave influence, eroded material is picked up from the seabed and transported in two 
directions: the longshore and the cross-shore direction. The former is expected to contain 
coarser sediment that is transported alongshore. This component is represented by the term 
of Q x� �  in Eq. 1. The latter contains a larger amount of fine-grained sediment that is 
transported offshore and deposited further out in the deep water. Such cross-shore 
sediment losses may be expressed in the one-line modeling through the term q (Eq. 1). 

 
Fig. 4. Overview of local shoreline shape with respect to the regional 
shoreline trend (Larson et al. 2002a). 
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Because classical one-line models of shoreline change do not include more complex 
relationship for q, it was necessary to develop such a relationship. In this study, the cross-
shore loss of fine sediment depends on the rate of erosion, directly proportional to the 
gradient of LST rate through an offshore loss parameter  , which specifies the ratio of 
fine material in the eroded sediment. The relationships employed are given by (Donnelly et 
al., 2004): 

1
Qq
x

 
 
�

�
� �

,            0Q
x

�
!

�
         (14) 

0q � ,                     0Q
x

�
"

�
                           (15) 

Eqs. 14 and 15 state that the loss of fine sediment only occur during erosive conditions 
when the resident sediment is being mobilized. These equations were substituted into Eq. 1 
such that the sediment continuity equation is expressed in terms of   as, 

 
� � � �

1 1 0
1B C

y Q
t D D x 

� �
� �

� � � �
                  (16) 

In the present study, the value of the loss parameter was estimated by comparing 
equilibrium beach profiles for sediment samples taken in the delta and in the surf zone. If 
an equilibrium beach profile, as defined by Dean (1977) is constructed for each of these 
sediment samples (Fig. 5), it may be assumed that  , the material loss, is the area 
difference in percent between the two profiles. This can then be expressed as (Donnelly et 
al., 2004), 

3 2

1 delta

surf

A
A

 
� �
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                                         (17) 
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Fig. 5. Example of  comparison between  equilibrium 
beach profiles in the delta and in surf zone (Donnelly et 
al., 2004). 
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where deltaA is the shape parameter in the equilibrium beach profile equation for deltaic 
sediments and surfA is the shape parameter for the surf zone sediments. 

2.3.  Inlet Reservoir Model 

2.3.1  General equations of the model        
Larson et al. (2006) refined the inlet reservoir model by Kraus (2002) through the 
introduction of flood shoals and associated coupling coefficients, which analytically 
describe the transfer of sediment between the morphological units. The inlet morphology is 
schematically divided into distinct morphology units including ebb shoal, bypassing bars, 
attachment bars, and flood shoal (Fig. 6). Each morphological unit is assumed to have a 
certain equilibrium volume for fixed hydrodynamic and sediment conditions. 
 

 
 
In order explain the inlet model employed in the present study, the simple case of sediment 
being transported from left-to-right is considered here, where inQ  is the incoming sediment 
transport rate around the jetty (if such a structure is present). The transport inQ  is split into 
one portion that goes to the ebb shoal, 1eQ , and one portion that goes into the channel, cQ . 
Once in the channel, the sediment might be transported to the ebb shoal, 2eQ  or to the 
flood shoal, fQ . Sediment at a rate bQ  is leaving the ebb shoal and feeding the bypassing 
bar. The volume of the ebb and flood shoal at any given time is eV  and fV , respectively, 
with the corresponding equilibrium values of eqV and fqV . 

 
Fig. 6. Definition sketch for inlet morphological units with sediment 
transport occurring from the left-hand side (after Larson et al., 2002a). 
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The mass conservation equation of sediment for the ebb shoal is, 

1 2
e

e e b
dV

Q Q Q
dt

� � �   (18) 

and for the flood shoal, 

f
f

dV
Q

dt
�   (19) 

Transport out of the ebb shoal is, 

� �1 2
e

b e e
eq

V
Q Q Q

V
� �   (20) 

Transport rates between elements are defined through the coupling coefficients, 

1e inQ Q#�  ; (1 )c inQ Q#� �   (21) 

� �2 1e inQ Q$ #� �  ; � �� �1 1f inQ Q$ #� � �  (22) 

where #  and $  are coupling coefficients defined as follows (Larson et al. 2006), 

e f

eq fq

V V
V V

#
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�
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�

�
� �

  (23) 

Sediment at rate aQ  is leaving the bypassing bar and feeding the attachment bar. The 
volume of the bypassing and attachment bars at any given time is bV and aV , respectively, 
with the corresponding equilibrium values bqV and aqV . 
 
The sediment volume conservation equation for the bypassing bar is, 

b
b a

dV
Q Q

dt
� �    (24) 

whereas the transport from the bypassing bar is given by, 

b
a b

bq

VQ Q
V

�    (25) 

The transport out from the attachment bar and further along the shore, sQ , is: 

a
s a

aq

VQ Q
V

�   (26) 

In the area of the bypassing and attachment bars, incident wave energy greatly exceeds 
ebb-directed tidal energy, allowing a portion of the ebb shoal to migrate towards the shore 
under accretionary wave conditions (Kana et al., 1999; Rosati et al., 1999; Gaudiano and 
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Kana, 2001). Thus, shoal bypassing is a natural form of beach nourishment (Gaudiano and 
Kana, 2001). This process is believed to contribute partly in the generation of a salient-
type feature commonly observed on beaches downdrift inlets.  In order to describe the 
process of onshore sand transport from the attachment bar to the shoreline in the numerical 
model, a macroscopic approach is taken where it is assumed that a certain fraction of the 
transport supplying the attachment bar volume is transferred to the beach at each 
calculation time step. Thus, sediment moves at a rate beachQ from the attachment bar to the 
shoreline, expressed through a fraction, % , of the total net sand transport being supplied to 
the attachment bar at any given time, 

� � 1 a
beach a s a

aq

VQ Q Q Q
V

% %
� �

� � � �� �� �
� �

   (27) 

The sediment volume conservation equation for the attachment bar is: 

� �� �1a
a s beach a s

dV
Q Q Q Q Q

dt
%� � � � � �  (28) 

Larson et al. (2002a) introduced a nonlinear relationship for releasing sediment from the 
ebb shoals when the inlet cross-sectional area is decreasing or closes completely. Thus, the 
above equations, (20), (25), (26) and (27) were changed to a nonlinear form, that is,

( / )n
out in qQ Q V V� , where outQ and inQ are sediment transport rates going out and entering 

a morphological unit, respectively, V and qV are the volumes at a given time and at 
equilibrium of the unit, and n  is an empirical power. By specifying a value of 1n &  for 
situations where sediment is released back to the beach, the release will be slower than for 
the linear model. Larson et al. (2002a) suggested a value of n  between 0.1 and 0.2 when 
the shoal experienced reduction in volume. 

2.3.2  Distance to attachment bars  
According to Hicks and Hume (1996) and Carr and Kraus (2001), the tidal prism is 
expected to control the size and location of the ebb shoal. Carr and Kraus (2001) 
developed an empirical relationship between tidal prism and the distance from the 
centerline of the inlet to the downdrift and updrift attachment bars by examining 108 tidal 
inlets in the United States. The inlets were classified according to whether the inlets had 
two, one, or no jetties. The empirical relationships governing distance to the attachment 
bar was found to be a power function of the tidal prism (Carr and Kraus, 2001) according 
to, 

Wi zP'�  (29) 

where Wi  = distance from centerline of the inlet to the downdrift or updrift attachment 
points where the ebb shoal complex attaches to the shoreline; P = the tidal prism; z and '  
= coefficients determined by the regression analysis of the measured data set, however 
these coefficient differ considerably between the downdrift and updrift distances due to 
asymmetry of the ebb shoal complex.  
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The angle between the orientation of the ebb jet and the shoreline affects the size and 
shape of the delta (Hicks and Hume, 1996); thus, the above relationships could be 
modified for improved predictability by including the ebb jet angle. If the ebb jet is 
perpendicular to the local shoreline trend, the morphological asymmetry is mainly 
controlled by the magnitude and direction of net longshore transport, as well as wave 
refraction and diffraction over the bathymetry and ebb shoal. Thus, a straight channel is 
expected to promote morphological symmetry and a reduced distance to the downdrift 
attachment point (Carr and Kraus, 2001). However, if the ebb jet angle becomes more 
acute, the tidal and wave energy oppose each other less. An ebb jet flow more parallel to 
the wave crests implies that the waves can more efficiently return shoreward sand 
deposited from the ebb jet (Hicks and Hume, 1996), but at a location further downdrift. 
Thus, a more acute ebb jet angle is expected to promote more sand being transferred to the 
downdrift beach and a longer distance to the attachment bar. Thus, Eq. (29) was modified 
by including the angle between the ebb jet and the local shoreline, ( , expressed as (see 
Fig. 7), 

for downdrift attachment bars: (1 cos )Wd zP' (� �  (30) 

for updrift attachment bars:     (1 cos )Wu zP' (� �  (31) 

For the case where the ebb jet is perpendicular to the shoreline, (  takes on a value of 90 
deg, implying no asymmetry due to ebb jet orientation. 

 

 

Fig. 7. Asymmetric ebb shoal and definitions of terminology 
used (after Carr and Kraus, 2001). 
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2.3.3  Wave sheltering effects from attachment bar 
Beach erosion typically occurs along the shoreline on both sides of the attachment bar, 
whereas accretion occurs in its lee (Dean and Walton, 1975; Williams and Kana, 1987; 
Gaudiano and Kana, 2001) (see Figs. 8 and 9). The sheltered area behind the bar is 
gradually filled in, and finally the shoal attaches to the shore resulting in alongshore 
spreading of the bar in both directions from the point of attachment (Gaudiano and Kana, 
2001). Thus, there are two mechanisms that cause sediment to gradually feed sand to the 
area behind the bar. The first mechanism is the onshore bypassing process of sand from the 
attachment bar due to landward flow associated with the waves (Williams and Kana, 1987; 
FitzGerald et al. 2000). The second mechanism is due to the sheltering from the wave 
activity provided by the bar, which produces a zone of low energy in which alongshore 
currents can deposit transported material (Dean and Walton, 1975). The onshore bypassing 
process is described through the coefficient, % , which represents the fraction of the 
transport supplied to the attachment bar build-up that is transferred to the shore (see Eq. 
27). The decrease in wave energy in the lee of the bar is expressed through a reduction in 
breaking wave height. In the numerical model, a calibration parameter for reduction of the 
breaking wave height in the lee of the bar was introduced. In principal, the value of this 
parameter depends on the size and shape of the bar, which are different on the downdrift 
and updrift sides of the inlet due to asymmetry in inlet morphology. The breaking wave 
height in the lee of the bar was multiplied by a spatially varying attenuation parameter, ) , 
and thus, bH  in Eq. 2 was replaced with bH) , where 0 1)" " . The value of )  is less 
than 1.0 behind the bars, and equals 1.0 outside the sheltered areas. In principal, )  has a 
minimum value at the centre point of the sheltered area, and its value increases towards 
both sides of the bar.  As  a  simplification  for this study, the  values  of  )   within  the 

 

 
Fig. 8. Migration landward of  
attachment bar at Dewees Inlet (South 
Carolina) (Gaudiano and Kana, 2001). 

Fig. 9. Depiction of sand movement 
(after Kana et al., 1985). 
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sheltered areas were obtained by linearly interpolating between a minimum value at the 
centre point of the respective sheltered area and 1.0 in areas not sheltered by the bar. The 
minimum values inside the bars were determined through a calibration procedure. 

2.4  Spit growth and barrier elongation model 
The governing equation of this model is primarily based on the sand volume conservation 
equation suggested by Kraus (1999). In this study, an attempt is made to estimate the 
amount of sand, coming from the LST and bypassing the spit, while taking also other sinks 
or sources of sand into account. The model mainly focuses on two typical types of spit 
growth. First, spit elongation is restricted by the presence of an inlet channel or by an 
obstacle, and second, the spit elongates without restriction over the time period of 
consideration. 

2.4.1  Restricted spit growth 
Under proper hydrodynamic forcing and availability of sediment, a spit may form and 
elongate over time. However, at inlets an equilibrium state is typically reached at some 
point controlled mainly by the flow through the inlet and the LST rate. Such a limitation to 
the spit development are known as restricted spit growth. If the inlet flow is too weak to 
prevent the navigation channel from filling in completely, the inlet will eventually close. 
Spits can form at the ocean and bay sides of inlets (Kraus, 1999), resulting in migration of 
the inlet channel and changes in the dynamic conditions at the inlet. Depending on the 
magnitude and direction of the net LST rate, spits can form at one side or both sides of the 
inlet. 
 
In general, tidal inlets act as sinks for LST, although sediment is also bypassed from the 
updrift to the downdrift side. The magnitude of the bypassing depends on how close the 
morphological units of the inlet are to their equilibrium states. Natural bypassing of 
sediment at inlets occurs mainly through two processes: the LST can be bypassed through 
the ebb shoal complex or fall into the inlet channel and then be directly flushed out of the 
inlet to the downdrift beach (Bruun and Gerritsen, 1959). The hydrodynamic conditions at 
the inlet govern the fraction of the sediment falling into the channel. Weak hydrodynamic 
forces promote deposition of sediment in the channel, which may be the case at inlets or 
entrances with a large cross-sectional area or with a small tidal prism. This deposition 
results in spit development together with shoaling of the inlet channel. Spit elongation can 
decrease the inlet cross-sectional area, gradually increasing the hydrodynamic forces in the 
channel. The stability of a spit depends on the balance between other LST rate coming into 
the channel and the tidal (and/or river) flow that scours the channel. 
 
In order to derive a spit growth model, the following assumptions are made (compare 
Kraus, 1999), 

� spit growth is sustained by the LST, 
� spit elongation is in the same direction as the regional shoreline trend, 
� spit width is constant, 
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� contours of the spit move in parallel. 
 
Assuming that the LST ( Q ) is coming to the inlet from the left (Fig. 10), the sand volume 
conservation equation that governs spit growth can be expressed as,  

� � � �1
s cin cou s

d h B x Q Q Q
dt W


 �� � � �� �  (32) 

where x = spit length; h = channel depth; sB = average berm elevation of the spit; W = spit 
width; cinQ = sediment transport entering the channel; couQ = sediment transport going out 
from the channel; and sQ = sources or sinks of sand associated with the channel. 

 

 
Kraus and Seabergh (2002; see also Kraus, 1999) proposed an approach to calculate cinQ  
for spit growth restricted by the presence of an inlet channel. In their approach, the portion 
of the LST rate that is transported away by the channel, Qlou, depends on how far the spit is from 
the center line of the inlet channel with respect to an initial condition for the spit position 
located far updrift of the channel where the LST is unrestricted. Thus, the definition of the 
initial condition presents some difficulties and contains an element of subjectiveness. 
 

 

Fig. 10. Definition sketch for spit growth and sediment pathway: (a)- overview,  
(b)- plan view and coordinate axis. 
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In this study, another method is employed to calculate cinQ and couQ in Eq. 32, where the 
sediment pathways are taken into account. The sediment that falls into the channel ( cinQ ), 
contributing to the spit growth, is estimated based on the relationship between the 
maximum depth of the channel and the depth of active LST. If the maximum depth of the 
channel (DM) is deeper than the depth of active LST (DLT) it is expected that the entire LST 
falls into the channel (Fig. 10). Otherwise, if the maximum depth of the channel is smaller 
than the depth of active LST, a fraction of the LST is directly transferred to the ebb shoal 
complex and then bypassed downdrift (or possibly lost into deep water). If the cross-shore 
distribution of the LST is assumed to be uniform (Hanson, 1987), cinQ  is expressed 
through the ratio between DM and DLT according to, 

M
cin

LT

DQ Q
D

�  (33) 

where LTD is estimated from an empirical equation (Hanson, 1987) as 1.6LT bD H� . 
 
The sediment tranport rate produced by the inlet flow ( couQ ) is given by (Watanabe et al., 
1991; Kraus, 1998), 

� �m cr
cou c cQ U w

g
* *

+
�
�

�  (34) 

where +  = an empirical coefficient (on the order of unity); m*  = bottom shear stress; cU
= mean velocity of the inlet channel flow; cw = channel width; and cr* = critical shear 
stress for sediment transport calculated from (Van Rijn, 1993), 

� � 50cr cr s gd* , � �� �   (35) 

where 50d = medium grain size; and cr, = critical Shield’s parameter given by (Soulsby, 
1998), 

� �*
*

0.30 0.055 1 exp 0.020
1 1.2cr D

D
, 
 �� � � �� ��

   (36) 

where � � 1 3

* 50

1s g
D d

-

 ��

� � 
� � �

; ss � �� ; and - = viscosity coefficient.  

 
The bottom shear stress due to the mean current is expressed as (Kraus, 1998), 

2
m f cc U* ��   (37) 

with  2 1 3
fc gm h�   (38) 
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where m = the Manning coefficient; and h = average depth of the channel. Mean current 
velocity in the inlet channel is calculated based on the tidal prism (P), the tidal period (T), 
and the cross-sectional area of the inlet ( cA ) according to Keulegan and Hall (1950), 

k
c

c

C P
U

TA
�

�   (39) 

where kC = a coefficient to account for a non-sinusoidal tide, having a value in the range 
of 0.81 to 1.0 (Kraus, 1998), and 

t

L

c
x

A hdx� .   (40) 

where tx = length of the spit at any given time, and L = maximum length of the spit from 
the initial spit position (Fig. 10). 
  
Using Eqs. (34), (37), and (38), Eq. (32) may be written, 

� �
2

2
1/ 3

1 cr
s cin c c c s

d mh B x Q U w U Q
dt W gh

*
+

�

 �� �


 �� � � � �� � �� � � � �� �
  (41) 

Spit elongation can gradually decrease the entrance cross-sectional area, increasing the 
mean current velocity in the inlet. Equilibrium conditions for the spit occur when 

� � 0sd dt h B x
 �� �� � , that is, 

2
2

1/ 3
cr

cin c ce c s
mQ U w U Q

gh
*

+
�

� �
� � �� �

� �
 (42) 

where cew = width of the inlet at equilibrium. Under conditions of strong inlet flow at 
equilibrium, cr*  may be neglected (Kraus, 1998). If the channel depth is assumed to be 
constant, and neglecting sand sources or sinks, substituting (39) and (40) into (42), the 
equilibrium length of the spit is obtained as: 

3/ 21/ 2 3/ 2

5 / 3 1/ 2
k

e
cin

Cm Px L
Th Q

�+ � �� � � �
� �

  (43) 

Eq. (43) shows that the length of a spit at equilibrium is directly proportional to the LST 
rate supplied to the channel to a power 1/2 and inversely proportional to the tidal prism to 
a power 3/2. This means that, for the same magnitude of LST, a weaker inlet flow will 
produce a longer spit at equilibrium than that produced by a stronger flow. 
 
An example of how a spit may grow depending on the tidal prism is shown in Paper 3. 
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2.4.2  Unrestricted spit growth 
Unrestricted spit growth occurs if there is nothing preventing its elongation, for example, 
at a headland or a large entrance. In such cases, the cross-sectional area of the entrance is 
assumed to be large enough so that the inlet current velocity is causing negligible sediment 
transport, implying that 0couQ � . Thus, Eq. (32) simplifies to: 

� � � �1
s cin s

d h B x Q Q
dt W


 �� � �� �  (44) 

If a spit grows without restriction in time, the entire LST is expected to fall into the 
channel and feed the spit (Kraus and Seabergh, 2002), yielding cinQ Q� , and: 

� � � �1
s s

d h B x Q Q
dt W


 �� � �� �  (45) 

2.5  Overall calculation procedures  
The overall calculation procedures in the model is shown in Fig. 11.  
 
Input data for the model include:  

� wind data input: wind velocity, direction, and fetch; 

� inlet data input: inlet cross-sectional area or tidal prism, inlet position, and 
angle between ebb jet and the local shoreline; 

� spit and barrier data input: width of spit, depth of inlet channel, inlet tidal 
prism,  and  maximum length of the spit. 

 
In addition, historical shoreline position and boundary conditions must be specified. 
 
Output data of the model include: 

� breaking wave parameters: wave height, direction, period, and water depth at 
breaker line; 

� shoreline response: large-scale shoreline evolution and shoreline response in 
vicinity of inlets; 

� longshore sediment transport rate: positive, negative, and net LST rate; 

� inlet shoal volume growth: volume growth of flood shoal, ebb shoal, 
bypassing  bar, and attachment bar; 

� spit growth: spit development, LST rate bypassing the spit, and LST rate 
feeding the spit. 
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Fig. 11. Overall calculation flow of the model. 
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3.  Study sites and employed data 

Three different study sites with available measured data were selected as suitable locations 
to develop and validate the model, including: Hai Hau beach in Vietnam; south Long 
Island coast in the United states; and Badreveln spit in Sweden. At Hai Hau beach, the 
model was primarily applied to simulate shoreline evolution on the coastal stretch without 
inlets and river mouths. At the south Long Island coast, the model was applied to simulate 
regional sediment transport and shoreline response together with inlet shoal volume 
development and barrier elongation on the coastal stretch including two inlets. At the 
Badreveln spit, an analytical solution of the model was validated against the measured data 
of spit elongation.  

3.1  Hai Hau beach, Vietnam 
The main portion of the coastline of Nam Dinh and Thai Binh provinces, in the north part 
of Vietnam, particularly at the seven active river mouths (see Fig. 12), is stable or 
accreting while the coastline segment of Hai Hau beach, the area of interest between Ha 
Lan and Lach Giang estuaries on the coastal stretch of about 30 km, is seriously eroding. 
According to several recent studies, the erosion rate averaged along the coastline is about  
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       Fig. 12. Study site and the tributaries of Red River system. 
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 5-10 m/year (Donnelly et al., 2004; Wijdeven, 2002), with a maximum rate reaching 19-
35 m/year (Pruszak et al., 2002). The main objectives of this study are to establish the 
cause of the erosion at Hai Hau beach and to estimate the recession rate. 
 
Long-term time series of offshore wave data are not available in Vietnam or at Hai Hau 
beach. Therefore, offshore waves were hindcasted from wind data recorded at the wind 
stations around the study area. Wind data at Bach Long Vi (BLV) station (see Fig. 13) 
were preferred to estimate offshore waves (Pruszak et al., 2002; Wijdeven, 2002). 
However, by comparing measured wave data with predictions from winds at Con Co (CC) 
station, Häglund and Svensson (2002) realized that the wind at CC station may 
significantly control the wave climate at Hai Hau beach under certain circumstances. In 
order to derive a more representative wind climate for the waves, the approach of 
combining wind data at BLV and CC was suggested by Häglund and Svensson (2002). 
Also in this study, a long-term time series of waves (20 years: from 1976 to 1996) was 
estimated by combining wind data at BLV and CC (see Fig. 13).  

 

Fig. 13. Wind roses at the stations around Hai Hau beach, based on time series 
of 20 years (from 1976 to 1996). 
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Shoreline data were obtained from maps and satellite images. In this study, the shoreline in 
1910, 1965 and 2000 were used to validate the model. The shoreline of Hai Hau beach was 
modeled between Ha Lan estuary in the north and Lach Giang estuary in the south (Fig. 
12). For the sample taken at Hai Hau beach, the value of the loss parameter in Eq. 17 
varied around 0.6-0.7 (Donnelly et al., 2004). Sediment sampling shows the median grain 
size in this region, D50, to be about 0.17 mm. The spatial and time steps were set at 200 m 
and 1 hours, respectively. More details on the environmental conditions are described in 
the Paper 1. 

3.2  Long Island coast, United states 
The Long Island shoreline has a length of about 135 km and it is oriented in a direction of 
about 67.5 deg northeast. The study area extended from Fire Island Inlet to Montauk Point 
because most available information originated from this coastal stretch (Larson et al., 
2002a), (see Fig. 14). The stretch includes many coastal features and processes such as 
sediment transport and evolution at regional scale, the cross-sectional areas of the inlets 
varied substantially with time including opening and closure of the inlets, substantial 
shoreline response in the vicinity of the jettied inlets, large amount of beach fill volumes 
placed at several locations along the coast (Larson et al., 2002a), and a system of groins 
constructed to protect the beach. 
 

 

Hindcast wave data (a 20-years time series at an interval of 3 hours from 1976 to 1995) 
from three WIS Stations along the coast were used as input data for the modeling. The 
spatial step was set at 100 m, and the input wave parameters were linearly interpolated 

 
    Fig. 14. Study site and locations of the inlets on the Long Island coast. 
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based on the three stations corresponding to this spatial interval. The calculation time step 
was set at 3 hours, coinciding with the interval of measured wave data.  

Measurements of inlet cross-sectional areas at Shinnecock and Moriches Inlet were 
performed at several occasions between 1931 and 1998, which includes the closure and 
subsequent opening of Moriches Inlet in the 1950’s. These data were used to calculate the  
equilibrium volumes of the ebb shoal complexes, from which the equilibrium volumes of 
the individual morphological units at the inlets could be estimated (Larson et al., 2002a). 
Equilibrium volume of the flood shoals were set to 4.106 m3 for both inlets (Larson et al., 
2006). 
 
Several structures were included in the simulations. Jetty lengths on each side of the inlets 
and the time of construction were specified according to information from the literature. 
The lengths of the east and west jetties at Moriches Inlet are 258 m and 445 m, 
respectively, and the jetties were constructed in 1953 (Vogel and Kana, 1984). For 
Shinnecock Inlet, the lengths of the east and west jetties are 280 m and 450 m, 
respectively, with construction carried out in 1953 (Smith et al., 1999). Changes in the 
jetty lengths were not modeled, but they were kept constant during the simulation time 
after completion. The 15 groins comprising the Westhampton groin field were constructed 
in three phases, from March 1965 to October 1966, from 1969 to 1970, and in 1998 
(Rosati et al., 1999). These groins were included in the model at the proper times and the 
lengths and locations of the groins were specified based on available data. 
 
Dredged material has typically been placed along adjacent beaches or within nearshore 
areas east and west of the inlets (Smith et al., 1999). These beach fill volumes were 
included in the model as source terms in the sediment conservation equation that vary in 
time and space. A total volume of about 800,000 m3 was placed west of Shinnecock Inlet 
between 1949 to 1983, and another 1,115,000 m3 was put in this area between 1983 and 
1995 (Larson et al., 2002a). From 1955 to 1969, a total volume of about 661,000 m3 was 
placed east of the inlet. Total quantities placed at Moriches Inlet between 1953 to 1996 
were approximately 2.5 million cubic meters in which about 1.3 million cubic meters 
(52%) and 0.75 million cubic meters (30%) were placed to the east and west of the inlet, 
respectively (Smith et al., 1999). Smaller beach fills have been placed at other locations, 
but they were neglected in the present modeling study. 
 
In order to employ Eqs. (30) and (31), the angle between the ebb jet and the local shoreline 
must be specified. Based on satellite images, the angle between the ebb jet and local 
shoreline at Shinnecock and Moriches Inlet were set to 60 deg and 67 deg, respectively. 
 
The equilibrium volumes, eqV , bqV  and aqV , of each morphology unit must be specified. 
Limited information exists on the equilibrium size of the individual morphological units 
described in the reservoir model. To simplify, the units are determined as being a constant 
fraction of the volume of the ebb shoal complex, which in turn is a function of inlet cross-
sectional area (tidal prism). Militello and Kraus (2001) estimated sand bypassing to the 
attachment bar at a rate of about 19,000 m3/yr for Shinnecock Inlet. The rate of ebb shoal 
growth, which is estimated to 117,000 m3/yr (Williams et al., 1998), implies that the ratio 
between the attachment bar and the ebb volume growth is 0.16. The ratio between 
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bypassing bar and the ebb shoal volume is assumed to be 0.25 following Larson et al. 
(2002a). In the present study, the same ratios were employed for the both inlets. 
 
To employ Eqs. (27) and (28), the fraction of the transport causing deposition on the 
attachment bar transferred to the shore at any given time must be specified. Taking into 
consideration the ratio between the attachment bar and the ebb shoal complex volume, the 
sand volume percentage transferred to the shore is about 20.0. Thus, the coefficient % in 
the Eqs. (27) and (28) was set to 0.20. 
 
In order to employ Eqs. (39)-(41) to describe spit growth, the geometrical parameters of 
the spit must be specified. Based on available maps, Cedar Island to the west of Fire Island 
Inlet, which follows the regional shoreline trend of Fire Island, can be regarded as a stable 
point with respect to the Fire Island barrier elongation (see Fig. 15). Thus, the Fire Island 
barrier can be modeled as a spit where growth is restricted by an obstacle. The distance 
from the initial position to the Cedar Beach along the lengthening regional shoreline trend 
obtained from the Fire Island shoreline in 1825 (Kana, 1995) is about L = 10500 m. 
Futhermore, the average width of  the Fire Island barrier is taken to be 500 m ( W ) (see 
Psuty et al., 2005). Based on the measured tophography reported by Smith et al. (1999), 
the depth of the entrance from the initial position to the Cedar Beach was taken as linearly 
decreasing from 8.5 m to 2.5 m. Tidal prism was specificied to be 52/106 m3 (Jarrett, 1976) 
with a semi-diurnal oscillation of about 12 hours tidal period (Psuty et al., 2005). The 
empirical coefficients, +  and kC , were set to 1.0 and 0.9, respectively, whereas the 
Manning coefficient m  was given a value of 0.025 (Kraus, 1998).  

 

3.3   Badreveln spit, Sweden 
The Badreveln spit is formed in the northeast part of the Falsterbo Peninsula in southern 
Sweden (Fig. 16). The spit started to develop in the early 1860’s after the Skanör Habor 

 

Fig. 15. Historical shoreline and spit growth at the Fire Island inlet (after Kana, 
1995; Kraus and Seabergh, 2002; and satellite image in 2010). 
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was constructed (Blomgren and Hanson, 2000), and extended northward from the harbor 
into an open area in the southwest corner of the Baltic Sea (see Fig. 16). Therefore, the 
Badreveln spit elongation may be modeled as an unrestricted spit growth, and it was 
selected as a suitable location for validating the spit growth model. 

 
 

In order to employ the shoreline change model to represent the LST rate that feeds the spit, 
initial shoreline positions, offshore wave properties, and other boundary conditions must 
be specified. However, these necessary data are not available at the study site. As a 
simplification, the analytical solution to Eq. (45) was applied under the assumption that the 
sediment transport rate feeding the spit is constant (linear growth): 

� �s

Qx t
h B W

�
�

 (46) 

The input LST rate was estimated from information in existing studies. Hanson and Larson 
(1993) applied the numerical shoreline change model GENESIS to estimated the potential 
sediment transport rates along the south and west coast of the Falsterbo Peninsula. Along 
the Falsterbo bay coast, the average net transport rate was calculated to be 61,000 m3/year, 

 
Fig. 16. Study site and calculated net sediment transport rates at the Falsterbo 
Peninsula in the south-west Baltic Sea (Blomgren and Hanson, 2000). 
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directed westward, and along the west coast, the average net transport rate was calculated 
to be 35,000 m3/year, directed northward (see Fig. 16). The sediment transport along the 
west coast is expected to be partly blocked by Skanör harbor to build the south Skanör 
beach, and the remaining part is bypassed around the Skanör harbor to feed the Badreveln 
spit and the north Skanör beach. An average sediment transport rate feeding the spit was 
estimated to about 10,000 m3/year. Based on the measured data, the depth of closure and 
the berm elevation were specified to be 4 m and 1 m, respectively. An average width of the 
spit was determined based from satellite images to be 70 m. Measured data of spit 
elongation at several occasions from 1860 to 1994 (see Fig. 17) were used to compare with 
the analytical solution. 

 

 

 
Fig. 17. The elongation of the Badreveln spit since 1860 
(Blomgren and Hanson, 2000). 
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4.   Results and discussion 

Depending on the ready availability of the input data, the model application as well as 
comparison between the modeled results and measured data were focused on different 
processes at each study site. At the Hai Hau beach, the model application focused on 
shoreline evolution and LST rate, but only measured data of  the historical shorelines are 
available for the comparison. At Long Island coast, the modeled results were compared 
with the measurements of regional shoreline evolution, anual net LST rate, sand volume 
growth of flood shoal and ebb shoal complexes, shoreline response in vicinity of the inlets, 
and barrier elongation. At the Badreveln spit, only measured spit elongation was used to 
compare with the analytical solution of the spit growth model. 

4.1.  Hai Hau beach, Vietnam 

4.1.1  Modeled shoreline evolution 
The measured shorelines from 1910 and 1965 were used to calibrate the model. The 
parameter values during calibration were optimized based on minimizing the errors (Fig. 
18). The calibration parameters obtained are 0.7 � , 1 0.89K �  and 2 0.50K � . 
Employing the above calibration parameters, the model was validated from 1965 to 2000 
using the 1965 measured shoreline as the initial shoreline. For the period from 1995 to 
2000, two sea dike segments reinforced by stones and mortar constructed in 1995 were 
represented using a seawall boundary condition (Fig. 19).  
 
The model does not simulate the fine details of the shoreline shape, however, the general 
trend and magnitude of shoreline change are well reproduced during both the calibration 
and the validation periods, including the influence of the seawalls through the boundary 
conditions. Annual shoreline retreat rates estimated from the measured shorelines have 
decreased from 8.7 m during the calibration period to 6.8 m during the validation period. 
This shows that the average erosion rate at Hai Hau beach has been slowing down during 
the recent decades. 

4.1.2  Modeled sediment budget 
The calculated values for the components in the sediment budget show that the total 
amount of sediment from sources is, sourceQ = 1

southQ + n
northQ = 203x103 m3/year, and the total 

amount of sediment from sinks is, sin kQ = 1
northQ + n

southQ + offQ = 1043x103 m3/year, where fine 
sediment lost offshore is 767x103 m3/year (70% of total sink volume). Thus, the annual 
sediment volume lost from the area is lostQ = sin kQ - sourceQ = 840x103 m3/year (Fig. 20). 
 
There is a large difference in the LST rates between the southward and northward 
directions. Overall, the southerly directed sediment transport rate is around 150-250x103 
m3/year, whereas the northerly sediment transport rate is only about 30-50x103 m3/year, 
constituting about 15% of the gross sediment transport rate. The result is a significant net 
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sediment transport rate in the southward direction with values in the range of 100-200x103 
m3/year (Fig. 21). 
 

 

 

Fig.19. Measured and modeled shorelines at Hai Hau beach, period of 1965 to 2000. 
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Fig. 21. Spatial distribution of annual longshore sediment transport rates at Hai 
Hau beach. 
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Because of the different wind energy supply between winter and summer, offshore wave 
energy in the winter (coming from the north) is much greater than that in the summer 
(coming from the south). Offshore wave energy estimated from the wave hindcast show 
that, in winter (from November to March) about 52.2% of the total offshore wave energy is 
supplied, while in summer (from May to September) it is only 29.3%. On the other hand, 
since the shoreline of Hai Hau beach runs in NE-SW direction (about 40 degrees with 
respect to N direction), (see Fig. 12), incoming wave angles from N to ESE, generating the 
LST in the southward direction, encompass about 81% of total offshore wave energy. 
Incoming wave angles from SE to SW, generating the LST in the northward direction, 
encompass only about 17% of total offshore wave energy. Thus, the southward sediment 
transport, encompassing about 85% of the gross transport, is much higher than the 
northward sediment transport, making up only about 15% of the gross transport (Fig. 20), 
which results in a large net sediment transport to the south. In addition, gradients in the 
LST rates to the south (in winter) are higher than in the transport to the north (in summer) 
(Fig. 21), and therefore there is a large amount of fine sediment being transported into 
deep water during the winter. This implies that the serious erosion at Hai Hau beach 
mainly occurs during the winter period. 

4.2  Long Island coast, United States 

4.2.1  Modeled shoreline response 
The model was first run for the period 1933 to 1983 to compare with the measured 
shoreline in 1983. The simulated and measured shorelines, as well as the initial shoreline, 
are plotted in Fig. 22, in which Fig. 22a gives an overview and Fig. 22b and 22c the details 
at Shinnecock and Moriches Inlet, respectively. The shoreline plots provide a view 
“standing on shore” looking towards the ocean with Montauk Point on the left side and 
Fire Island Inlet on the right side. The wave height attenuation coefficient was set to 

0.85) � , implying that the breaking wave height at centre point of the lee of the 
attachment bars decreases 15% compared to the height outside the sheltered areas. This 
value was held constant during the entire simulation time, as well as for the downdrift and 
updrift bars. 
 
The simulated shoreline is overall in good agreement with the measured shoreline, 
particularly on the updrift side of the jetties and in the downdrift area where the salient-
type feature appears. However, at Shinnecock Inlet, on both sides of this feature, the 
shoreline retreat was overestimated by the model, and south of the downdrift attachment 
bar at Moriches Inlet, the simulated shoreline retreat was underestimated. The reason for 
this discrepancy may be due to several factors, at regional and local scale, that were not 
included in the model. Overwash by storm waves could produce shoreward displacement 
of the shoreline, which may have been the case west of Moriches Inlet. During storm 
surge, waves may overtop the island, and overwash of sediment occurs. This sediment is 
deposited on the back of the island and it is lost from the nearshore system or transported 
back at a low rate by wind (Larson et al., 2002b). Large storm events have contributed to 
significant alteration of the Fire Island shoreline. These storms generally cause rapid beach 
erosion, dune displacement, and coastal flooding (Psuty et al., 2005).  
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4.2.2  Modeled longshore transport 
At Long Island coast, the simulated net transport rate together with the derived transport 
data reported by Rosati et al. (1999) is plotted in Fig. 23. The simulated annual net 
longshore transport rates were in good agreement with the analyzed data, except at 
Montauk Point where the rate was underestimated. The data from Rosati et al. (1999), for 
Montauk Point, included several important sinks and sources not described in the model, 
such as offshore losses due to sea level rise (76,000 m3/yr), beach fill placement (from zero 

 

Fig. 22. Comparison between the measured and simulated shoreline in 1983 at 
the Long Island coast, (a): Overview and detail from (b) Shinnecock Inlet and (c) 
Moriches Inlet. 
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to 170,000 m3/yr), and bluff erosion (from 33,000 to 203,000 m3/yr). This will affect net 
transport rates and cause a difference between the modeled and analyzed results at 
Montauk Point. The net annual longshore transport rate exhibits an increasing trend from 
Montauk Point to Fire Island Inlet. Since the tidal inlets act as sinks to the longshore 
transport as they evolve towards their equilibrium state, the net transport rate decreases 
significantly across the inlets. The average annual longshore net transport rate obtained in 
this study is 108,000 m3/yr. 

 

 4.2.3  Modeled flood and ebb shoal growth                                                                               
The model was also run for the period 1933 to 2000 to compare with the measurements of 
ebb and flood shoal volume growth at Shinnecock and Moriches inlets on Long Island 
coast. Comparison between the calculated and measured ebb and flood shoal volumes are 
plotted in Figs. 24 and 25, respectively, where the total volume of the ebb shoal complex is 
displayed. Overall, the calculated and measured data are in good agreement, although 
specific individual points show more discrepancy. 

4.2.4  Modeled barrier elongation     
The model was run for a period between 1825 and 2010 to reproduce the barrier elongation 
at the Fire Island Inlet located at the south end of the Long Island coast (Fig. 14). 
Simulation results were compared with measured data reported by Kana (1995) and Kraus 
and Seabergh (2002), and the data based on satellite image in 2010 (Fig. 26). The 
measured position of the Fire Island barrier in 1825 was used as the initial condition in the 
model (Fig. 15). Overall, the calculated barrier elongation agreed well with the measured 
data, although some underestimation is observed between 1933 and 1962. These 

 
Fig. 23. Comparison between annual net transport rate and estimated data 
from measurements at Long Island coast. 
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differences may be caused by lack of detailed data on dredging as well as modifications to 
structures during this period. Also, the actual wave conditions were not known and the 
simulations were performed through the repetitive use of the 20-year hindcasted time 
series of waves. 

 

 

 
Fig. 26. Comparison between modeled and measured spit 
elongation at the Fire Island inlet. 

 

Fig. 24. Comparison between the 
measured and calculated volume of 
ebb-shoal complex (SI = Shinnecock 
Inlet, MI = Moriches Inlet). 

Fig. 25. Comparison between the 
measured and calculated volume of 
flood shoal (SI = Shinnecock Inlet, MI 
= Moriches Inlet). 
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4.3  Badreveln spit, Sweden 
Comparison between the analytical solution and measured data of the spit elongation is 
plotted in the Fig. 27. The analytical solution employed the estimated  incoming net LST at 
a rate of 10,000 m3/yr. Overall, the analytical solution is in good agreement with the 
measured data. 

 

 
 

 

 

 

 

 

 

 

Fig. 27. Comparison between the analytical solution and measured 
data on spit elongation at the Badreveln spit, Sweden. 
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5. Conclusions 

The new numerical model of regional sediment transport and shoreline change combined 
with the inlet reservoir model and spit growth model was developed and successfully 
applied to simulate: shoreline evolution at the Hai Hau beach, Vietnam; regional longshore 
transport rate, shoreline response in vicinity of the tidal inlets, sand volume growth of the 
flood shoals and ebb shoal complexes, and barrier elongation at the south Long Island 
coast, the United States; and spit growth at Badreveln spit, Sweden.  
 
At the Hai Hau beach, the model simulation included the dike-seawall boundary condition, 
offshore sediment losses, and the complex morphology around the Ba Lat river mouth. The 
overall magnitude and trend of the simulated shoreline evolution was in good agreement 
with the measurements. The modeled results showed that: the net sediment transport is in 
the southward direction and a large amount of fine sediment is transported offshore into 
deep water; gradients in the LST and the fine sediment lost are the major causes of the 
erosion; and the severe erosion at Hai Hau beach occurs mainly in winter. 
 
At the south Long Island coast, the modeled domain covered a stretch of coastline from 
Montauk Point to Fire Island Inlet that includes two tidal inlets and other complex 
conditions involving a wide range of structures and engineering activities such as jetties, 
groins, and beach fills. Model calculations were compared with measurements of shoreline 
evolution, annual net longshore transport rates, flood shoal and ebb shoal complex 
volumes, and barrier elongation. The simulated shoreline agreed well with the measured 
shoreline, including the accumulation updrift the inlets, the overall erosion and the 
formation of salient-type features downdrift the inlets. The annual net longshore transport 
rates were overall in good agreement with the reported data, showing an increase in 
transport rate going west from Montauk Point. The growths of the flood and ebb shoal 
complexes at the inlets were also well predicted. The barrier elongation at the Fire Island 
inlet was well adapted to the measured data. The modeled results show the modified 
formulas and the new methods suggested by this study were working well at this study site. 
 
At the Badreveln spit, an analytical solution to the spit model for unrestricted growth was 
validated through measurements with an estimated incoming net LST rate of about 10,000 
m3/yr. The analytical solution yielded predictions in good agreement with the measured 
data. 
 
 Application of the model to the Hai Hau beach and the Long Island coast shows the 
capability of the model to simulate regional sediment transport and shoreline evolution for 
complex conditions. Thus, a simulation domain may extend over hundreds of kilometers 
and cover several inlets, development of flood shoals and ebb shoal complexes, elongation 
of barrier islands, different shore protection measures, and shoreline response in the 
vicinity of inlets. 
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ABSTRACT

HOAN, L.X.; HANSON, H.; LARSON, M.; DONNELLY, C., and NAM, P.T., 2010. Modeling shoreline evolution at
Hai Hau Beach, Vietnam. Journal of Coastal Research, 26(1), 31–43. West Palm Beach (Florida), ISSN 0749-0208.

The coastline of Hai Hau District, located on the northeast coast of Vietnam with about 30 km of shoreline, is chron-
ically eroding. Previous studies have tried to highlight the main causes of the erosion along this coastline, and several
hypotheses exist. To examine the hypothesis that gradients in the longshore sediment transport rate and cross-shore
fine sediment lost offshore are the main causes generating the serius erosion at Hai Hau Beach, a newly developed
numerical model of shoreline change based on the one-line theory was applied and compared with data. Sea dike
segments, reinforced by stones and mortar, were modeled using a seawall boundary condition, and the sediment
continuity equation was modified to take into account the offshore transport of fine-grained sediment. The simulated
shorelines agreed well with the measured shorelines, both for the calibration and validation periods. The calculated
sediment budget shows that the net sediment transport is in the southward direction and that a large amount of fine-
grained sediment is lost into deep water. These two sinks of sediment are believed to be the main causes of the serious
erosion at Hai Hau Beach.

ADDITIONAL INDEX WORDS: Hai Hau Beach, Ba Lat Mouth, shoreline evolution, sediment transport, fine sediment,
shoreline modeling.

INTRODUCTION

The Red River system laden with alluvia forms a flat fertile
plain and 165 km of coastline, mainly belonging to the coastal
Nam Dinh and Thai Binh Provinces in the northeast coast of
Vietnam. The annual amount of sediment transported by the
Red River system is about 100 � 106 tn (Ninh, Quynh, and
Viet Lien, 2001; Pruszak et al., 2002; Van Maren and Hoek-
stra, 2004), discharging into the Gulf of Tonkin through sev-
en active mouths (from north to south): Van Uc, Thai Binh,
Diem Dien, Tra Ly, Ba Lat, Lach Giang, and Day (Figure 1).
These major river mouths represent very rapid accretion
zones where the shoreline is expanding at a rate of about 15–
100 m/y (Do et al., 2007; Van Maren and Hoekstra, 2004).

The main portion of the coastline of Nam Dinh and Thai
Binh Provinces, particularly at the seven active river mouths,
is stable or accreting, while the coastline segment of Hai Hau
District, the area of interest between Ha Lan and Lach Giang
estuaries, is seriously eroding. According to several recent
studies, the erosion rate averaged along the coastline is about
5–10 m/y (Donnelly et al., 2004; Wijdeven, 2002), with a max-
imum rate reaching 19–35 m/y (Pruszak et al., 2002).

Several studies have postulated hypotheses for the cause
of the erosion at Hai Hau Beach. Saito (2001), Thanh et al.
(2005), and Quynh Le et al. (2007) analyzed measured data
of suspended sediment carried by the Red River system and
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showed that the total suspended load has significantly de-
creased (about 20–40%) after the construction of the Hoa
Binh dam (built in 1983) and the Thac Ba dam (built in 1968)
in the upstream part of the river. This implies that the total
sediment supply to Hai Hau Beach has significantly dimin-
ished, which is suggested to be one of the main causes of the
serious erosion there. Pruszak (1998) suggested that the con-
struction of the Hoa Binh dam and/or the cutting off of the
Ha Lan River (Figure 1) in 1955 caused a deficit in the sed-
iment supply to the Hai Hau coast, resulting in serious ero-
sion. Other proposed causes include deforestation (Pruszak,
1998), the reduction in sediment from river training, and sea
level rise (Huan, 1996). However, satellite images and mea-
sured data on shoreline change show that the erosion at Hai
Hau Beach started in the beginning of the 20th century, and
it seems to have slowed down after 1966, well before these
interferences with the natural river system (that is, the cut-
ting off of the Ha Lan River and the building of the Hoa Binh
and Thac Ba dams) occurred. Thus, these interferences can-
not be the main reasons for the persistent erosion problems
(Vinh et al., 1996).

Do et al. (2007) analyzed the grain-size trends and trans-
port vectors of the Red River Delta and showed that the dom-
inant transport directions are perpendicular to the depth con-
tours to a depth of about 25 m, and alongshore in the south-
ward direction in coastal waters shallower than 5 m. Because
the headland of the Ba Lat Estuary protrudes well from the
mainland and the shoreline of Hai Hau runs in the NE-SW
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Figure 1. Study site and the distributaries of the Red River system.
Figure 2. Wind roses at the stations around Hai Hau Beach, based on
time series of 20 years (from 1976 to 1996) with four records a day and
converted to 10 m above mean sea level.

direction (Figure 1), southward sediment transport from the
Ba Lat falls into the deep water off Hai Hau Beach. Thus,
this erosional beach is not supplied with sediment from the
Ba Lat Mouth. Donnelly et al. (2004), Häglund and Svensson
(2002), and Wijdeven (2002) suggested that coastal erosion at
Hai Hau Beach is caused by net longshore sediment transport
(LST) rates or, more specifically, gradients in the LST, and
fine-grained-size sediment from the beach lost into deep wa-
ter. This is believed to be the most likely cause for the retreat
of Hai Hau Beach. However, none of the previous studies
have been able to conclusively prove this.

The main objectives of the present study were to establish
the cause of the erosion at Hai Hau Beach and to estimate
the recession rate. A new numerical model based on the one-
line theory of shoreline change was used to quantify the gra-
dients in LST, to determine the cause of these gradients, and
to model the shoreline response. In the future, the calibrated
and validated model may assist in determining remediation
measures to stabilize the shoreline. Measured shoreline po-
sitions in 1910, 1965, and 2000 were used to calibrate and
validate the model.

ENVIRONMENTAL CONDITIONS AT THE SITE

Winds

The wind climate in the northern part of Vietnam is clearly
distinguished by two main monsoons, the winter monsoon
and the summer monsoon. The winter monsoon (November
to March) is characterized by strong winds blowing from the
north, lower temperature, and lower precipitation. The sum-
mer monsoon (May to September) is characterized by mod-
erate winds blowing from the south, higher temperature, and
higher precipitation. In addition, there is a transition period

between the two main monsoons (April and October), char-
acterized by light eastern trade winds with cool weather.

The wind roses at four stations around Hai Hau Beach
(Figure 2) show that the wind field within the Gulf of Tonkin
is markedly affected by the topography. Since the Bach Long
Vi (BLV) station is located in the middle of the Gulf of Tonkin
(on Bach Long Vi Island), away from the mainland, wind data
recorded at this station are expected to be most representa-
tive for calculating offshore waves at Hai Hau Beach (Pru-
szak et al., 2002; Wijdeven, 2002).

Nearshore Topography

The nearshore region of Hai Hau Beach has a very gentle
slope, creating a relatively wide zone for wave transformation
and energy dissipation (Pruszak et al., 2002). A bathymetry
map of the site extracted from a Vietnamese navy map with
bathymetry corrections from 1980 shows that the depth con-
tours at Hai Hau Beach are more or less parallel with the
shoreline and that the offshore slope is rather constant (Fig-
ure 3). However, seaward of the Ba Lat Mouth, the slope is
steeper and a more complex topography occurs, creating loss-
es of alluvial sediment to offshore locations (Wijdeven, 2002).
The mean beach slopes, based on cross-shore profiles mea-
sured in 2001, determined from the offshore distance to a
depth of 7–8 m, are about 1.0–1.6%. Near the Ba Lat Mouth,
the sea floor has a slope of 4.0% (Wijdeven, 2002). The results
of a least-square fit with the equilibrium beach profile (EBP)
shape introduced by Dean (1977) against four measured
cross-shore profiles (profile numbers MC12, MC13, MC21,
and MC22; see Figure 3) produced values of the scale param-
eter (A) in the range 0.063–0.081 m1/3. This corresponds to a
median grain size (D50) of about 0.14–0.18 mm (see Figure 4
and Table 1).
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Figure 3. Bathymetry map of the site and locations of the measured
cross-shore profiles.

Figure 4. Comparison of measured profiles and fitted EBP at four cross-
shore sections.

Table 1. Results of least-square fit to the measured profiles, with EBP
shape introduced by Dean (1977).

Profile Number A (m1/3) D50 (mm) Erms
1

MC12 0.081 0.18 0.72
MC13 0.063 0.14 0.23
MC21 0.063 0.14 0.25
MC22 0.064 0.14 0.33

1 Root-mean-square deviation.

Wave Climate

Because of the prevailing wind climate, the deepwater
wave regime in the Gulf of Tonkin has clear seasonal fea-
tures. Based on the data from visual buoy observations at
Hon Dau station, Pruszak et al. (2002) and Vinh et al. (1996)
showed that in the winter the prevailing waves arrive from
the northeast, whereas in the summer the waves come from
the east and southeast (in deep water). Wind velocities dur-
ing the winter monsoon are stronger than during the summer
monsoon, generating higher waves in deep water relative to
the summer monsoon. The estimated average wave height in
deep water is in the range of 1.8–2.0 m for winter and 1.2–
1.4 m for summer. However, the most pronounced seasonal
difference is probably the frequency of occurrence of signifi-
cant wave height, Hs: an Hs of 3 m is exceeded 10% of the
time in the winter, whereas an Hs of 2 m is exceeded 10% of
the time in the summer (Van Maren, 2004).

In the northern part of Vietnam, storms and typhoons
mainly occur in July and August (during the summer period).
On average two storm or typhoon events per year hit the
coastline in the northern provinces of Vietnam. During
storms or typhoons the deep water wave height can reach up
to 8–10 m and the storm surge up to 2 m (Ninh, Quynh, and
Viet Lien, 2001; Pruszak et al., 2002; Sundstrom and Soder-
vall, 2004; Vinh et al., 1996).

For Vietnam in general and Hai Hau Beach in particular,
long time series of wave measurements are not available.
Within the framework of a program funded by the Swedish
International Development Cooperation Agency (SIDA), four
field campaigns were carried out at anchored stations off Hai
Hau Beach in 2005 and 2006 (Hung et al., 2006; Sjödahl and
Kalantari, 2005). However, this field work was performed in
moderate weather conditions and for short-term periods
(around 10 d). The frequency of occurrence of significant wave
heights, based on the measured data at the anchored station

at a 20-m depth (Station S1; see Figure 5), show that in win-
ter, measured wave heights were higher than in summer
(Figure 6). In the winter, Hs exceeds 1.0 m during 10% of the
measurement time, whereas in the summer Hs exceeds 0.6 m
during 10% of measurement time.

Because the Gulf of Tonkin connects to the South China
Sea through a large opening in the southeast direction (Fig-
ure 2), swell waves will occur in the Gulf of Tonkin when
strong wave conditions exist in the South China Sea; for ex-
ample, during strong monsoons, tropical storms, or typhoons.
Recently, simultaneous measurements of wave and wind pa-
rameters at anchored stations around Hai Hau Beach indi-
cate that swell wave height higher than 1.0 m occurred, even
when wind conditions were calm (Hung et al., 2006). Thus,
tropical storms and typhoons occurring in the southern part
of the South China Sea may damage the Hai Hau coast
through the swell waves they generate.

Tides

Field observations show that astronomical tides are of a
regular diurnal type. Tidal waves enter from the South China
Sea and are partly reflected in the northern enclosure of the
Gulf of Tonkin. With a length of approximately 500 km and
a depth of 50 m, the resonance time of the basin is about 25
hours (Van Maren and Hoekstra, 2004), which is close to the
period of the diurnal tides. Therefore, the diurnal components
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Figure 5. Current prisms based on short-term series of measured data
in 2005 and 2006 at four anchored stations.

Figure 6. Frequency of occurrence of significant wave height, based on
the short-term series of measured data in 2005 and 2006 at a depth of
20 m off Hai Hau Beach.

O1 and K1 are near resonance mode, and the amplitude of
these components increases northward along the Vietnamese
coastline (Guohong et al., 1999). Tidal range in the study area
varies from 0.5 m during neap tide to 3.2 m during spring
tide.

Current Regime

The major current components in the nearshore zone in-
clude wave-induced currents, tidal currents, wind-driven cur-
rents, and river outflow (near the river mouths). These cur-
rent components interact with the dynamic morphology and
generate complicated nearshore current circulation patterns
(Pruszak et al., 2002).

Since the shoreline of Hai Hau Beach runs in the NE-SW
direction, dominant wave directions in both winter and sum-
mer are largely oblique to the shoreline, resulting in strong
wave-generated currents alongshore. At Hai Hau Beach,
wave-induced currents are expected to be the dominant cur-
rents for generating sediment transport and morphological
change.

The tidal currents play a primary role in the formation of
tidal flats and tidal channels in the coastal low-lying wetland
area. In the Gulf of Tonkin, tidal waves propagate from south
to north, resulting in tidal currents that are northward dur-
ing flood tide and southward during ebb tide. The average
tidal flow in the nearshore zone, at a depth of about 5 m, has
a velocity of 25–40 cm/s. The maximum tidal velocity may
reach 60–80 cm/s (Pruszak et al., 2002). Due to the asym-
metry of tidal currents in the nearshore regions, the period
of flood tide is shorter than that of ebb tide, 42% and 58% of
the time, respectively, resulting in south-directed net tidal
currents in the coastal zone (Van Maren and Hoekstra, 2004).

It is noteworthy that, based on measured data and numer-
ical models, Ninh, Quynh, and Viet Lien (2001) and Van Mar-

en and Hoekstra (2004) showed that the wind-driven current
circulation is rotating counterclockwise, and its center is lo-
cated in the middle of the Gulf of Tonkin during both the
winter and summer monsoons. Therefore, in the nearshore
zone of Hai Hau Beach, the residual current is consistently
in the southward direction. However, as mentioned above,
wind velocity during winter is stronger than that during sum-
mer, and the consistent wind current in winter is stronger
than that in summer (Van Maren, 2004).

Long-term current measurements do not exist in Vietnam
in general; field campaigns have mainly lasted from 2 to 7
days. Within the SIDA program, as mentioned above, four
anchored stations of current measurements were set up off
Hai Hau Beach (Figure 5). The field campaigns were carried
out in 2005 and 2006, in January (typical winter month) and
August (typical summer month), each campaign lasting about
10 days. The current prisms based on the integrated mea-
surement data show that the residual currents are clearly in
the southward direction in both winter and summer, except
at station number 2 (S2) located at the northernmost point.
Average current velocities occurring during the field cam-
paign periods were about 30 cm/s, and maximum values were
about 50–80 cm/s.

Riverine Budgets

The Red River brings a huge amount of sediment that is
discharged into the Gulf of Tonkin through the seven active
river mouths. The annual sediment load discharged to the
sea has a clear seasonal variation. Rainfall in summer is
much higher (about 80% of total annual rainfall) than in win-
ter, resulting in most of the sediment load being discharged
in summer (around 91–96% of the total of annual sediment
load; see Van Maren and Hoekstra, 2004). The total sediment
load discharged to the sea by the Red River is estimated in
the range of 75–100 million tn per year. About 30% of the
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total sediment load remains in the nearshore zone and de-
velops sandy ridges and tidal flats (depths below 2 m); the
remaining material passes the intertidal plain and goes off-
shore to deep water areas (depths of 2 m to 30 m; Do et al.,
2007; Pruszak et al., 2002). Percent relative river discharge
load per distributary of the Red River system are (from north
to south in Figure 1): Van Uc, 19%; Thai Binh, 6%; Tra Ly,
9%; Ba Lat, 21%; Lach Giang, 6%; Day, 19%; and 20% for all
smaller distributaries (Van Maren and Hoekstra, 2004).

Sea Dikes

In order to secure the coastal areas and to protect the in-
habitants during storms or typhoons, sea dike defense sys-
tems have been constructed. At Hai Hau District the system
comprises two parallel dikes with a distance of about 200–
250 m in between. Their purpose is to withstand attacks by
heavy storms or typhoons. During a storm or typhoon attack,
if the first dike facing the sea fails, resulting in some dike
sections being breached and the land between the two dikes
inundated, then the second dike diminishes effects of flooding
on the inhabitants and agricultural land behind this dike.
When breaching at the first dike takes place, the land in be-
tween the two dikes is considered lost, and a new dike will
be built behind the former second dike.

Overall, sea dike defense systems in Vietnam, including in
the Hai Hau District, are made purely of soil or soil core
covered by a revetment layer of stones. These sea dikes,
therefore, often fail during heavy attacks such as storms or
typhoons. Since the first dike in the Hai Hau District directly
faces heavy attacks from the sea, it has been upgraded with
stones and mortar. In a 5-year (1995–2000) project funded by
the French government to upgrade the sea dike system of
Nam Dinh Province, some dike sections at Hai Hau District
were reinforced. However, these dike sections can only sur-
vive moderate weather conditions and may still fail during
heavy attacks. This dike system is not capable of stopping
the erosion, but it seems to decrease the erosion rate. The
erosion of the sea dike system at Hai Hau does not depend
only on the structure of the revetment; scours developing at
the dike toe is another issue. The dike toe is gradually un-
dermined even during moderate weather conditions, result-
ing in a series of cavelike features penetrating into the dike
body. Thus, scours create favorable conditions for breaching
and subsequent sea dike collapse when heavy attacks occur.

MODELING OF SHORELINE CHANGE

Offshore Wave Climate Estimation

In general, the main challenge in modeling of a coastal pro-
cess is to estimate accurately the offshore wave climate.
Long-term time series of offshore wave data are not available
in Vietnam or at Hai Hau Beach. Therefore, offshore waves
were hindcasted from wind data recorded at the wind sta-
tions around the study area. As mentioned previously, wind
data at BLV station (see Figure 2) were preferred to estimate
offshore waves (Pruszak et al., 2002; Wijdeven, 2002). How-
ever, by comparing measured wave data with predictions
from winds at Con Co (CC) station, Häglund and Svensson

(2002) realized that the wind at CC station may significantly
control the wave climate at Hai Hau Beach under certain
circumstances. In order to derive a more representative wind
climate for the waves, they suggested the approach of com-
bining wind data at BLV and CC. In the present study, a
long-term time series of waves (20 y from 1976 to 1996) was
estimated by combining wind data at BLV and CC. The pro-
cedure for combining wind data postulated by Häglund and
Svensson (2002) was applied. Wind data at BLV are mainly
used to estimate the offshore waves, except when the wind
comes from the angle band between SE and SW. In those
cases, the offshore waves at Hai Hau Beach are approaching
from the south, and thus they are partly controlled by the
wind climate at CC station (see Figure 2). Therefore, within
this angle band, wind data at CC was included in estimating
the offshore waves by using the wind direction at CC and a
weighted average value of the measured wind speeds at BLV
and CC.

A commonly applied wave hindcasting method was used to
calculate the offshore wave parameters. The Sverdrup-Munk-
Bretschneider (SMB) method described in USACE (1984) was
verified by comparing the wave climate hindcast with visu-
ally observed wave records at BLV station during 1 year,
1984 (Donnelly et al., 2004; Häglund and Svensson, 2002).
Thus, in this study the waves were calculated using the SMB
method and used as input data to a nearshore wave trans-
formation model.

In order to estimate the waves generated during extreme
storms or typhoons, in the absence of measurements, a nu-
merical model for storm- and typhoon-generated waves is
most reliable. Here, for simplicity, the parametric wave mod-
el developed by Young in 1987, described in USACE (2002),
based on results from simulations with a numerical spectral
model, was used to estimate waves generated by extreme
storms or typhoons.

Nearshore Wave Transformation

Some earlier studies (Häglund and Svensson, 2002; Pru-
szak et al., 2002; Wijdeven, 2002) used one-dimensional wave
transformation models to estimate the nearshore wave char-
acteristics. However, the bathymetry offshore of Hai Hau
Beach is complex, and in this case, a one-dimensional trans-
formation is insufficient to account for the changes in wave
angle that can have a significant effect on the sediment trans-
port direction (Donnelly et al., 2004). Donnelly et al. (2004),
Hung, Hanson, and Dien (2006), and Sjödahl and Kalantari
(2005) used the 2-D STeady State spectral WAVE (STWAVE)
transformation model to calculate the inshore wave climate.
STWAVE is a steady-state finite-difference model based on
the wave-action balance equation (Smith, Sherlock, and Re-
sio, 2001). Advantages of using STWAVE include the ability
to model wave transformation over complicated bathymetry
quickly and efficiently for many different wave spectra.

In the present study, another 2-D Energy Balance Equa-
tion with a Diffraction term (EBED) transformation model
was applied to calculate the inshore wave climate. The EBED
model was developed by Mase (2001) based on the energy-
balance equation for multidirectional random waves, taking
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Figure 7. Sketch illustrating the rotation of the calculated coordinate
system to simulate waves coming from N to SW.

into account wave shoaling, refraction, diffraction, and wave
breaking. Advantages of using the EBED model include the
ability to reproduce wave transformation over complicated
bathymetry and the facilities for setting up the input and
output for many different wave spectra. The 20-year-long
hindcast time series of offshore waves was used as input data
for the EBED model in order to reproduce the nearshore wave
climate at Hai Hau Beach.

The shoreline of Hai Hau Beach runs in the NE-SW direc-
tion, whereas the shoreline around the Ba Lat Mouth pri-
marily runs in the N-S direction (Figure 1). Thus offshore
waves coming from N and NNE occur in deep water when
wind blows from these directions, and a part of this wave
energy is transported to the nearshore region of Hai Hau
Beach via diffractive and refractive effects of the headland of
the Ba Lat Estuary. Data from recent wave observations at
Hai Hau Beach also indicate that inshore waves exist in the
nearshore zone, while offshore waves as well as winds at BLV
station are coming from the N or NNE direction. Offshore
wave energy coming from both N and NNE constitutes a con-
siderable amount, about 31%, of the total offshore wave en-
ergy. Therefore, it is necessary to take the waves coming from
these directions into account. In principle, wave transfor-
mation models can reproduce waves with incoming angles of
�90� to �90�, referring to the offshore axis of the orthogonal
coordinate system used. This implies that if the orthogonal
coordinate system of the studied domain is rotated so that
the x-axis is parallel with the shoreline (NE-SW direction),
only incoming waves from NE to SW will be reproduced. Be-
cause a basic assumption is that waves are entering through
the offshore boundary, it was decided that the wave grid
should only be used for waves with incoming angles of �45�
to �45�. Thus, in order to represent all wave directions from
N to SW, it was necessary to establish three orthogonal co-
ordinate systems (Figure 7). On each coordinate system, in-
coming wave angles from �45� to �45� referring to the ver-
tical axis (offshore-pointing y-axis) were simulated. The first
system is rotated so that the y-axis is parallel to the NE di-
rection (called System-NE), the second one is rotated so that
the y-axis is parallel to the SE direction (called System-SE),
and the third one is rotated so that the y-axis is parallel to
the SW direction (called System-SW). Thus, the incoming
wave angles from N to ENE, encompassing 75.7% of total
offshore wave energy, are simulated on System-NE; the in-
coming wave angles from E to SSE, encompassing 13.8% of
total offshore wave energy, are simulated on System-SE; and
the incoming wave angles from S to SW, encompassing 8.1%
of total offshore wave energy, are simulated on System-SW.
Through this procedure, most of the offshore wave energy, up
to 98%, was taken into account. The wave model domain was
expanded in the northward direction over the Ba Lat Mouth
(Figure 1) to examine the effects of the Ba Lat Estuary head-
land on the wave climate in the nearshore zone of Hai Hau
Beach.

It is useful to investigate the difference in the simulated
results of wave propagation between the respective coordi-
nate systems. Two cases were examined, corresponding to the
two borders between the coordinate systems (Figure 7). The
first border, between System-NE and System-SE, is direction

E. The incoming wave angles from this direction correspond
to �45� in System-NE, whereas they correspond to �45� in
System-SE. The second border, between System-SE and Sys-
tem-SW, is direction S. The incoming wave angles from this
direction correspond to �45� and �45� in System-SE and
System-SW, respectively. Because only the nearshore wave
climate is used as input data for the shoreline change model,
wave parameters along the 7-m depth contour, outside the
breaker line, were taken into consideration. Input offshore
wave parameters for the wave propagation model used to test
at the first border were as follows: significant wave height Hs

� 2.3 m, and significant wave period Tp � 6.0 s. The average
absolute differences along the 7-m depth contour with respect
to wave height and wave angle are 0.06 m and 1.5�, respec-
tively (Figures 8a and 8b). Consequently, the average relative
difference in LST is 2.3% (Figure 8c). At the second border,
input offshore wave parameters for the wave propagation
model were Hs � 1.3 m and Tp � 5.0 s. The average absolute
differences along the 7-m depth contour with respect to wave
height and wave angle are 0.02 m and 1.9�, respectively (Fig-
ures 9a and 9b). Consequently, the average relative differ-
ence in LST is 2.6% (Figure 9c). These tests show that dif-
ferences in simulated results for the wave climate in the
nearshore zone between the different coordinate systems are
not significant for the present application.

Shoreline Data

Shoreline data were obtained from maps and satellite im-
ages. Several difficulties were encountered when digitizing
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Figure 8. Comparison of simulated results of wave transformation and
LST in the System-NE system (thin line) and the System-SE system
(thick line) along the 7-m depth contour. (a) Wave height, (b) wave angle,
(c) average relative difference in LST.

Figure 9. Comparison of simulated results of wave transformation and
LST in the System-SW system (thin line) and the System-SE system
(thick line) along the 7-m depth contour. (a) Wave height, (b) wave angle,
(c) average relative difference in LST.

the map and satellite image data sets. Owing to the age of
the maps and the different mapping authorities, the available
maps employed different mapping projections based on dif-
ferent geographical ellipsoids and ellipsoidal data, and the
shoreline was given at varying tidal data. It was therefore
not possible to find full sets of coordinate transformation pa-
rameters to match the maps. The tidal data used for shore-
line mapping was also unclear on the older maps. Donnelly
et al. (2004) further investigated and determined that the ac-
curacy of the shoreline digitization was in a range of �8.5 to
�18.0 m, depending on the scale of the map.

Comparisons of historical shorelines from the past century
showed an estimated coastline retreat of up to 14 m/y in some
areas, with an alongshore average of 7 m/y. These figures,
however, have reduced to a maximum of 8 m/y and an along-
shore average of only about 1 m/y between 1992 and 2000.
This is probably because by 1992, dikes were built to extend
the full length of the shoreline, and 75% of these were up-
graded between 1995 and 2000. Table 2 compares the shore-

line erosion rates calculated in various earlier studies. As can
be seen, the erosion rates calculated by Pruszak et al. (2002)
differ substantially from those calculated by Wijdeven (2002)
and Donnelly et al. (2004). This is probably because the data
used for the shoreline comparisons of Pruszak et al. (2002)
were not referenced geographically, nor was the tidal datum
consistent. The larger erosion rates observed by Wijdeven
(2002) for the period 1955–1965 can be explained because the
1955 French map was plotted using a different tidal datum
to the other maps. The results of Wijdeven (2002) for the
periods 1912–1955 and 1965–1995 are similar to the new
rates from Donnelly et al. (2004).

Digitizing the shoreline required some simplifications to
arrive at a shoreline suitable for one-line modeling. There are
several minor estuaries and some sand spits along the Hai
Hau coast. These were smoothed over in order to create a
continuous, well-defined shoreline that could be modeled
with one-line theory (Hanson, 1989). The estuaries, which
were more significant in the first half of the century, were
anticipated not to have significant influence on the overall
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Table 2. Calculated shoreline recession rates.

Pruszak et al. (2002)

Period (y) Erosion Rate (m/y)

Wijdeven (2002)

Period (y) Erosion Rate1 (m/y)

Donnelly et al. (2004)

Period (y) Erosion Rate2 (m/y)

1905–1927 34.7 1912–1955 5.5–9.5 1910–1992 7.0 (14.0)
1927–1966 18.7 1955–1965 20.0–24.0 1992–20003 1.0 (8.0)
1966–1992 3.6 1965–1995 6.0–9.0 — —

1 Erosion rates indicated are lower and upper boundary rates.
2 Erosion rate averaged along the shoreline. Figure in parentheses is the maximum.
3 This figure may not reflect mapping accuracy, but it indicates that erosion rates have decreased.

shoreline development because of their limited size. In the
second half of the century, these estuaries were sealed off
from the ocean by dikes and sluices, and hence they had an
even lesser effect on the shoreline development. The long-
shore dike line in the latter part of the century was quite
complicated, and spits could be seen building up across the
recessed sections of the dike. The digitized shoreline was
drawn across the seaward edge of such spits, so that the
beach was assumed solid behind that stretch of shoreline.

In this study, the best available maps were from 1910 (Ser-
vice Geographique de l’Indochine, the French colonial map-
ping service), 1965 (USACE Army Map Service), and 2000
(various Vietnamese mapping authorities). The shoreline of
Hai Hau Beach was modeled between the Ha Lan Estuary in
the north and the Lach Giang Estuary in the south (Figure
1). The shoreline appears to have been fairly stable at these
locations. The section modeled varied therefore between 18
and 22 km in length (different stable shoreline points were
identified as lateral boundaries for the calibration and vali-
dation periods of the modeling).

Sediment Transport and Shoreline Change Modeling

Some earlier investigations used varying methods to quan-
tify the longshore sediment transport and shoreline change
in the study area. The Coastal Engineering Research Center
(CERC) formula (USACE, 1984) was used by Häglund and
Svensson (2002) to calculate the longshore gradients in sed-
iment transport. A one-dimensional wave transformation
model was used to reproduce the inshore wave data with dif-
fering shoreline orientations to calculate a value for the sed-
iment transport rate. Thus, this approach does not take into
account gradients in breaking wave height along the shore-
line. The BIJKER formula (Bijker, 1971) was used by Pru-
szak et al. (2002) and Wijdeven (2002) to calculate discrete
values for sediment transport at various sites along the mod-
eled coastline. The shoreline change model, GENESIS (Han-
son, 1989), was used by Donnelly et al. (2004) and Hung,
Hanson, and Dien (2006) to calculate sediment transport
rates and shoreline evolution. In this approach, sediment
transport rates at each cell are calculated based on a modified
version of the CERC formula to take into account the long-
shore gradients in breaking wave height.

In this study, the shoreline change modeling is based on
the theory of one-line model of shoreline change. The algo-
rithms for the numerical modeling were developed by Hanson
(1987). The general equation of shoreline change was derived
from conservation of sediment volume. The continuity equa-

tion with respect to a local coordinate system, where the y-ax-
is points offshore and the x-axis is oriented parallel to the
trend of the shoreline, is expressed as

�y 1 �Q
� � q � 0 (1)� ��t (D � D ) �xB C

where x � longshore coordinate (m); y � cross-shore shore-
line position (m); t � time (s); DB � average berm elevation
(m); DC � depth of closure (m); Q � longshore sand transport
rate (m3/s); and q � source or sink of sand (m3/s/m).

The empirical predictive formula for LST is expressed as
(Hanson, 1987)

�H
2Q � (H C ) a sin(2	 ) � a cos 	 (2)g b 1 bs 2 bs[ ]�x b

where H � wave height (m); Cg � wave group celerity given
by linear wave theory (m/s); b � subscript denoting the
breaking wave condition; 	bs � angle of breaking waves to
the local shoreline; and

K1a � (3)1 (5/2)16(
 /
 � 1)(1 � p)(1.416)s

K2a � (4)2 (5/2)8(
 /
 � 1)(1 � p)tan �(1.416)s

where K1 and K2 � empirical coefficients, treated as calibra-
tion parameters; 
s � density of sand (kg/m3); 
 � density of
water (kg/m3); p � porosity of sand on the bed; and tan � �
average bottom slope from the shoreline to the depth of active
longshore transport.

The hypotheses for the causes of erosion at Hai Hau Beach
were introduced above. Under wave influence, eroded mate-
rial is picked up from the seabed and transported in two di-
rections: the longshore direction and the cross-shore direc-
tion. The former is expected to contain coarser sediment that
is transported alongshore. This component is represented by
the term �Q/�x in Equation (1). The latter contains a larger
amount of fine-grained sediment that is transported offshore
and deposited further out in the Gulf of Tonkin. Such cross-
shore sediment losses may be expressed in the one-line mod-
eling through the term q (Equation [1]). Because classical
one-line models of shoreline change do not include more com-
plex relationships for q, it was necessary to develop such a
relationship. In this study, the cross-shore loss of fine sedi-
ment depends on the rate of erosion, directly proportional to
the gradient of LST rate through an offshore loss parameter
�, which specifies the ratio of fine material in the eroded
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Figure 10. Comparison of equilibrium beach profiles behind the dikes
and in the surf zone (Donnelly et al., 2004).

Figure 11. Sketch of calculated sediment budgets (values are multiplied
by 103 m3/y).

Figure 12. Computational sketch of offshore fine sediment lost (Qoff).

sediment. The relationships employed are given by (Donnelly
et al., 2004)

� �Q �Q
q � ,  0 (5)

1 � � �x �x

�Q
q � 0, � 0. (6)

�x

Equations (5) and (6) state that the loss of fine sediment only
occurs during erosive conditions when the resident sediment
is being mobilized. These equations were substituted into
Equation (1) such that the sediment continuity equation is
expressed in terms of �:

�y 1 1 �Q
� � 0. (7)

�t (D � D ) (1 � �) �xB C

The value of the loss parameter was estimated by comparing
equilibrium beach profiles for sediment samples taken behind
the dikes and in the surf zone. Sediment behind the dikes
consists of deltaic deposits laid down by the Red River dis-
tributaries. Sediment sampling shows the median grain size
in this region, D50, to be about 0.085 mm (Donnelly et al.,
2004). On the other hand, sediment in the surf zone, where
finer sediments are put into suspension and carried offshore,
is coarser, and samples gave D50 values of 0.15 to 0.20 mm
(Donnelly et al., 2004; Häglund and Svensson, 2002; compare
with Table 1). If an equilibrium beach profile, as defined by
Dean (1977), is constructed for each of these sediment sam-
ples (Figure 10), it may be assumed that �, the material loss,
is the area difference in percent between the two profiles.
This can then be expressed as (Donnelly et al., 2004)

3/2Adelta� � 1 � (8)� �Asurf

where Adelta is the shape parameter in the equilibrium beach

profile equation for deltaic sediments and Asurf is the shape
parameter for the surf zone sediments. For the samples taken
at Hai Hau Beach, � varied around 0.6–0.7. When calibrating
the model, � was varied within this range.

Sediment Budget Estimation

To obtain an overall view of the sediment entering and ex-
iting the study area, a sediment budget was developed (see
Figure 11). The sources and sinks in the sediment budget for
the study area are defined as follows (particular values will
be shown in the section ‘‘Modeled Sediment Budget’’): At the
north boundary (cell number 1), sediment enters through the
southward longshore transport rate (Q ) and exits throughl

south

the northward transport (Q ). Similarly, at the southernl
north

boundary (at cell number n), sediment enters through the
northward transport (Q ) and exits through the southwardn

north

transport (Q ). The fine sediment transported into deepn
south

water is denoted by Qoff.
Figure 12 illustrates how the offshore loss of sediment was

computed. At each time step, the offshore loss is calculated
as a function of the longshore transport gradient (Qi�1 � Qi),
as expressed by Equations (5) and (6). In Figure 12, erosion
occurs in cells 1 and 2 because Q3  Q2  Q1. Thus, these
cells will experience offshore losses, q1 and q2. In cell 3 there
is no erosion (Q4 � Q3) and, thus, no offshore losses. The total
rate of offshore loss of fine sediment q at time step (t) was(t)

tot

calculated as
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Figure 13. Measured and modeled shorelines from the period 1910 to
1965.

Table 3. Summary of errors and erosion rates in calibration and vali-
dation.

Max Absolute
Error (m)

% Average
Relative Error

Max Erosion
Rate (m/y)

Average
Erosion Rate

(m/y)

Calibration 133.7 9.0 12.1 8.7
Validation 123.4 9.1 12.7 6.8

n�1
(t)q � q . (9)�tot i

i�1

The average loss of fine sediment over the simulation period
was estimated from

T1
(t)Q � q �t�x (10)�off totT t�0

where �t is the time step and T is the total simulated time.

MODELING RESULTS

An implicit solution scheme was used to solve the coupled
Equations (1) and (2) with space and time steps of 200 m and
1 hour, respectively. A stability parameter (Rs) of the calcu-
lation scheme is estimated on the basis of the Courant Cri-
terion (Hanson and Kraus, 1989), where values of Rs � 10
are suggested. The model calculates values of Rs at each time
step at each grid point alongshore and determines the max-
imum value. For both the calibration and validation period,
the calculated maximum value of Rs is 4.8. In addition, de-
pending on the interval of time series of input wave hindcast
(DTW), the time step must be opted so that the model re-
ceives the input wave data at a specific time corresponding
to DTW. To satisfy this requirement, the time step must be
a proper fraction (e.g., 1/2, 1/3) of DTW. Thus, with 6 hours
of DTW and the maximum value of Rs mentioned above, the
time step of 1 hour satisfies all critical conditions for the cal-
culation scheme.

The model was calibrated and validated using the mea-
sured shorelines from 1910, 1965, and 2000 at Hai Hau
Beach. Note that the Ha Lan Estuary, at the northern end
of the beach (Figure 1), migrated during this period; hence a
stable shoreline point at the northern end of Hai Hau Beach
was not found. The northern boundary of the model was
therefore simulated as a moving boundary. The average val-
ue of the shoreline movement at this boundary was estimated
from the measured shoreline positions to be 4.4 m/y. This
value is used for both the calibration and validation period.

To estimate how well the modeled shorelines agreed with
the measured shorelines, two kinds of error were employed:

maximum absolute error (in m) and average relative error
(%). The maximum absolute error is defined as the maximum
absolute difference between measured and modeled shore-
lines. The average relative error is estimated using the fol-
lowing formula:

n1
(i) (i)�y � y �� modeled measuredn i�1

% error � � 100 (11)n1
(i)�y �� erodedn i�1

where n � the number of cells alongshore; y � the mod-(i)
modeled

eled shoreline position of cell i; y � the measured shore-(i)
measured

line position of cell i; and y � the distance between the(i)
eroded

measured initial and final shorelines, respectively, in cell i.

Model Calibration and Validation

The measured shorelines from 1910 and 1965 were used to
calibrate the model. The parameter values during calibration
were optimized based on error minimization (Figure 13). The
calibration parameters obtained are � � 0.7, K1 � 0.89, and
K2 � 0.50. The maximum absolute error and average relative
error for the calibration period are 133.7 m and 9.0%, re-
spectively (Table 3).

Employing the above calibration parameters, the model
was validated from 1965 to 2000 using the 1965 measured
shoreline as the initial shoreline. For the period from 1995 to
2000, two sea dike segments reinforced by stones and mortar
that were constructed in 1995 were represented using a sea-
wall boundary condition (Figure 14). Maximum absolute er-
ror and average relative error for the validation period are
123.4 m and 9.1%, respectively (Table 3). The difference in
the maximum rate of shoreline retreat between the calibra-
tion and validation periods is negligible, with values of 12.1
m/y and 12.7 m/y, respectively. However, the average rate of
shoreline retreat shows a greater difference, with 8.7 m/y for
the calibration period and 6.8 m/y for the validation period
(Table 3).

Modeled Sediment Budget

The calculated values for the components in the sediment
budget show that the total amount of sediment from sources
is Qsource � Q � Q � 203 � 103 m3/y, and the totall n

south north

amount of sediment from sinks is Qsink � Q � Q �l n
north south

Qoff � 1043 � 103 m3/y, where fine sediment lost offshore is
767 � 103 m3/y (70% of total sink volume). Thus, the annual
sediment volume lost from the area is Qlost � Qsink � Qsource

� 840 � 103 m3/y.



41Shoreline Evolution at Hai Hau Beach, Vietnam

Journal of Coastal Research, Vol. 26, No. 1, 2010

Figure 14. Measured and modeled shorelines from the period 1965 to
2000.

Figure 15. Spatial distribution of annual longshore sediment transport
rates.

There is a large difference in the LST rates between the
southward and northward directions. Overall, the southerly
directed sediment transport rate is around 150 � 103 to 250
� 103 m3/y, whereas the northerly sediment transport rate is
only about 30 � 103 to 50 � 103 m3/y, constituting about 15%
of the gross sediment transport rate. The result is a signifi-
cant net sediment transport rate in the southward direction
with values in the range of 100 � 103 to 200 � 103 m3/y
(Figure 15). It should be stressed that the curves in Figure
15 and the block arrows in Figure 11 represent averages and
that the net local transport gradients in space that determine
the offshore sediment transport are not shown. As previously
discussed, the offshore losses are proportional to the trans-
port gradient during erosive conditions and without such gra-
dients there will be no offshore losses.

DISCUSSION

This model does not simulate the fine details of the shore-
line shape; however, the general trend and magnitude of
shoreline change are well reproduced during both the cali-
bration and the validation periods, including the influence of
the seawalls through the boundary conditions (Figures 13
and 14). Average relative errors for the calibration and vali-
dation periods are 9.0% and 9.1%, respectively, and maxi-
mum absolute errors are 133.7 m and 123.4 m, respectively
(Table 3). Annual shoreline retreat rates estimated from the
measured shorelines decreased from 8.7 m during the cali-
bration period to 6.8 m during the validation period. This
shows that the average erosion rate at Hai Hau Beach has
been slowing down during recent decades.

As mentioned above, the sea dike system in Hai Hau Dis-
trict was constructed purely of soil, and then, before 2000,
only some segments were reinforced with stones and mortar.
Even though these sea dike segments may fail during heavy
storm or typhoon attacks, in the present model they were
treated as seawalls because they survived during the simu-
lating period. However, these seawalls were subsequently
completely destroyed by heavy typhoon attacks in 2005.
Based on a report on the state of the sea dikes in Hai Hau
District (Lam et al., 2005), there were two reinforced sea dike
segments that were described with the seawall boundary con-

dition during the validation period. The first one belongs to
Hai Loc Commune in the northern part of the area and faces
attacks from the sea resulting in higher erosion intensity at
the two ends of the seawall. The second one belongs to Hai
Hoa Commune in the southern part; it does not face the sea,
and therefore no effects have been observed. Due to the net
sediment transport in the southward direction, higher inten-
sity of erosion takes place at the south end of the northern
reinforced sea dike.

Because of the different wind energy supply between win-
ter and summer, offshore wave energy in the winter (coming
from the north) is much greater than that in the summer
(coming from the south). Estimates of the offshore wave en-
ergy from the wave hindcast show that in winter (from No-
vember to March) about 52.2% of the total offshore wave en-
ergy is supplied, while in summer (from May to September)
only 29.3% is supplied. On the other hand, since the shoreline
of Hai Hau Beach runs in the NE-SW direction (about 40�
with respect to the N direction), incoming wave angles from
N to ESE, generating the LST in the southward direction,
encompass about 81% of the total offshore wave energy. In-
coming wave angles from SE to SW, generating the LST in
the northward direction, encompass only about 17% of the
total offshore wave energy (Table 4). Thus, the southward
sediment transport, encompassing about 85% of the gross
transport, is much higher than the northward sediment
transport, making up only about 15% of the gross transport
(Figure 15); this results in a large net sediment transport to
the south. In addition, gradients in the LST rates to the south
(in winter) are higher than in the transport to the north (in
summer), and therefore there is a large amount of fine sedi-
ment being transported into deep water during the winter
(Figure 11). This implies that the serious erosion at Hai Hau
Beach mainly occurs during the winter period.

According to previous studies, river outflow and riverine
sediment from the Red River seldom reach the Hai Hau
coastline (Do et al., 2007; Pruszak et al., 2002; Van Maren,
2004). The sediment from the Red River is mainly deposited
within a 10-km area around the river mouth (Van Maren,
2004), and the remaining finer sediment is transported to
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Table 4. Distribution of offshore wave energy estimated from the wave hindcast.

Direction N NNE NE ENE E ESE SE SSE S SSW SW WSW W WNW NW NNW

% energy 4.5 26.7 42.1 2.4 3.6 1.3 3.1 5.8 2.7 0.4 5.0 0.2 0.4 0.2 0.8 0.9

Figure 16. Distribution of wave height and angle along the 7-m depth
contour for waves coming from the NE, Hs � 3.3 m, and Tp � 6 s. (a)
Wave height, (b) wave angle.

deeper water. This implies that the coastline of Hai Hau
Beach is only supplied with sediment from the Red River to
a limited degree. The limited sediment supply is expected to
contribute to the sediment deficit and associated erosion
along the Hai Hau coastline. In this study, the considered
domain was expanded over the Ba Lat Mouth when running
the wave propagation model to examine the effects of the riv-
er mouth and its protruding topography. The results of the
wave simulations show that the headland of the Ba Lat Es-
tuary produces significant diffractive and refractive effects on
the waves approaching from the north, resulting in an along-
shore variation of wave heights and angles in the nearshore
zone of Hai Hau Beach. Wave height and angle along the 7-m
depth contour increase from the Ha Lan Estuary (north) to
the Lach Giang Estuary (south). Thus, when waves come
from the northern sector, a corresponding increase appears
of about 0.2–0.4 m in height and 10–15� in angle (Figure 16).
Consequently, a gradient occurs in the LST when waves are
coming from these directions. Thus, the Ba Lat Estuary does
not only provide limited sediment for Hai Hau Beach, but it
also produces gradients in the LST, causing the serious ero-
sion at the Hai Hau coastline.

Several previous studies pointed out the existing high sed-

iment transport alongshore and cross-shore. Pruszak et al.
(2002) stated that the material originating from the Red Riv-
er system is very mobile. About 70% of the mainly clayey
material being discharged remains suspended, passes the in-
tertidal plain, and goes offshore to deepwater areas (depths
of 2 m to 30 m). The severe beach erosion suggests that rel-
atively high sediment movement (longshore and cross-shore
transport) should exist. Donnelly et al. (2004), by comparing
the equilibrium beach profile behind the dikes and in the surf
zone based on samples taken at Hai Hau Beach, found that
60–70% of the material mobilized by gradients in LST was
transported to deep water. Do et al. (2007), using the method
by McLaren and Bowles (1985) to analyze and relate grain-
size trends with the net transport paths, showed that the
dominant transport direction is perpendicular to the depth
contours to a depth of about 25 m. Sediments are transported
alongshore in a southwestward direction in coastal waters
shallower than 5 m. Again, in this study, calculated results
of LST and shoreline change show that fine sediment lost in
the offshore direction represents a large ratio (about 60%) of
the total sediment transport. Annual sediment transport in
the southward, northward, and offshore directions is on the
average about 220 � 103 m3/y, 40 � 103 m3/y, and 750 � 103

m3/y, respectively. The net sediment transport is in the south-
ward direction, being on the average 180 � 103 m3/y.

CONCLUSIONS

(1) The shoreline change model successfully simulated the
shoreline evolution at Hai Hau Beach, including the dike-
seawall boundary condition, offshore sediment losses, and
the complex morphology around the Ba Lat Mouth. The
overall magnitude and trend of the simulated shoreline
evolution was in good agreement with the measurements,
both for the calibration and validation period. The cal-
culated results used to establish a sediment budget
showed that the net sediment transport is in the south-
ward direction and that a large amount of fine sediment
is transported offshore into deep water.

(2) Gradients in the LST and fine sediment lost into deep
water are the major causes of the severe erosion at Hai
Hau Beach. Gradients in the LST are generated by dif-
fractive and refractive effects of the headland of the Ba
Lat Estuary on the waves coming from the north; thus,
the erosion rate of the Hai Hau shoreline is believed to
have a strong relationship with the deposition rate at the
Ba Lat Estuary.

(3) Incoming wave energy in the winter is much higher than
in summer, resulting in a net sediment transport in the
southward direction. Gradients in the LST rate are sig-
nificant when the waves are coming from the north. Thus,
the severe erosion at Hai Hau Beach occurs mainly in
winter.
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Abstract 
A new numerical model was developed to simulate regional sediment transport and 
shoreline response in the vicinity of tidal inlets based on the one-line theory combined with 
the reservoir concept for volumetric evolution of inlet shoals. Sand bypassing onshore and 
sheltering effects on wave action from the inlet bar and shoals were taken into account. 
The model was applied to unique field data from the south coast of Long Island, United 
States, including inlet opening and closure. The simulation area extended from Montauk 
Point to Fire Island inlet, including Shinnecock and Moriches Inlets (Fig. 1). A 20-year 
time series of hindcast wave data at three stations along the coast were used as input data 
to the model. The capacity of the inlet shoals and bars to store sand was estimated based on 
measured cross-sectional areas of the inlets as well as from comprehensive surveys of the 
inlet area. Several types of sediment sources and sinks were represented, including beach 
fills, groin systems, jetty blocking, inlet bypassing, and flood shoal and ebb shoal feeding. 
The model simulations were validated against annual net longshore transport rates reported 
in the literature, measured shorelines, and recorded sediment volumes in the flood and ebb 
shoal complexes. Overall, the model simulations were in good agreement with the 
measured data. 

Key words: Numerical modeling, sediment transport, shoreline response, tidal inlet, inlet 
shoal. 

1. Introduction 
Morphology change and shoreline response in the vicinity of tidal inlets are controlled by 
both dynamic and static factors. Dynamic factors include net longshore transport rate, tidal 
prism, and wave regime, whereas properties of structures, angle of ebb jet related to the 
local shoreline, general offshore and nearshore bathymetry, size and shape of the back bay, 
sediment grain size, and artificial beach fills are static factors (Carr and Kraus, 2001). The 
dynamic factors can play a role in regional coastal processes, whereas the static factors 
often act at the scale of the local processes. Engineering activities around tidal inlets, such 
as creation and maintenance of navigation channels, require comprehensive knowledge of 
regional and local processes as well as the interactions between them. Regional sediment 
transport and shoreline evolution models that include local processes at tidal inlets are to a 
large degree lacking at present. 
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Kraus (2000, 2002) introduced a mathematical aggregate model of volume change and 
sand bypassing at tidal inlets, based on a reservoir analogy approach. In this model, the ebb 
shoal, bypassing bar, and attachment bar were included, but the flood shoal and main 
channel were neglected. Larson et al. (2002a) introduced a numerical model to simulate 
sediment transport and coastal evolution at regional scale, named Cascade. This model can 
simultaneously simulate different spatial and temporal processes at scales from regional to 
local. Regional sediment transport and shoreline change extending hundreds of kilometers 
and covering several inlets were represented. The model also includes inlet phenomena 
such as inlet creation, ebb shoal development, and bypassing bars between beaches and 
inlets. Larson et al. (2006) further developed the inlet reservoir model to include flood 
shoal development, based on the model introduced by Kraus (2002). This model was then 
included in Cascade after which the sediment transport and shoreline response in the 
vicinity of Shinnecock Inlet and Moriches Inlet on the south coast of Long Island, United 
States, were simulated. However, in these simulations the shoreline change downdrift the 
inlets were not well reproduced. The reasons for this discrepancy between calculations and 
measurements are attributed to sand moving onshore from the attachment bars, as well as 
the sheltering effects on wave action from the inlet shoals and bars. These processes have 
not been included in any previous model. Thus, in order to develop a general model for 
regional coastal evolution with regard to the effects of inlets, sand bypassing onshore from 
the attachment bars and the sheltering effects of the inlet morphological elements on the 
downdrift shoreline were described in the present model. 

 

 

Fig. 1. Study site and locations of the inlets on the south Long Island coast, New York. 
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In this study, a new numerical model of regional sediment transport and shoreline change, 
combined with the inlet reservoir model, is introduced. The shoreline change model was 
based on one-line theory following basic formulations and algorithms developed by 
Hanson (1987). The predictive formula for longshore transport rate as modified by Larson 
et al. (2002a) to include shoreline characteristics at the regional scale was employed. 
Measured data by Gaudiano and Kana (2001) were used to model the onshore movement 
of a portion of the attachment bar volumes. Sheltering effects on the wave action from the 
inlet shoals and bars were represented by an attenuation coefficient affecting the breaking 
wave height in the sheltered area. Distances from the centerline of the inlets to the 
attachment bars were calculated using the empirical formulas introduced by Carr and 
Kraus (2001). The model was employed to simulate the coastal evolution of the Long 
Island coast covering the inlets at Shinnecock and Moriches. Measured shorelines in 1983, 
net longshore transport rates estimated by Rosati et al. (1999), and measured volumes of 
the flood and ebb shoal complexes (the ebb shoal complex includes ebb shoal, bypassing 
bar, and attachment bar) were used to validate the model. 

2. Methodology 
The model development focused on simulating regional sediment transport and local 
shoreline response in vicinities of the tidal inlet as well as development of the tidal shoal 
volumes. Regional sediment transport and shoreline evolution was simulated based on the 
shoreline change model developed by Hanson (1987). The inlet reservoir model based on a 
reservoir analogy approach developed by Kraus (2000, 2002) was employed. For this 
model, relationships between tidal morphological units and pathway of sand bypassing 
must be specified. The basics of the model components are described below with some of 
the components were developed as a part of this study, whereas other components were 
based on previous work. 

2.1 Shoreline change model 
The shoreline change modeling is based on the one-line theory (Pelnard-Considere, 1956), 
employing algorithms for the numerical solution developed by Hanson (1987). 
Conservation of sediment volume yields the fundamental equation to be solved for 
obtaining the shoreline change. Employing a local coordinate system, where the y-axis 
points offshore and the x-axis is oriented parallel to the trend of the shoreline, this equation 
is expressed as, 

1 0
( )B C

y Q q
t D D x

� �
 �� � �� � � �� �
  (1) 

where: x = longshore coordinate;  y = cross-shore shoreline position; t = time; DB = 
average berm elevation; DC = depth of closure; Q = longshore sand transport rate; q = 
source or sink of sand. 
 
The empirical predictive formula for the total longshore sand transport developed by 
Hanson et al. (2006) was used, 
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where: H = wave height; d = water depth; Cg = wave group celerity; b = subscript 
denoting breaking wave condition; K1, K2 = empirical coefficients (treated as calibration 
parameters); s� = density of sand; � = density of water; p = porosity of sand on the bed; 

sw = fall velocity; exV = external surf-zone average longshore current velocity generated by 
tide or/and wind; A = shape parameter; � = breaker index; g = acceleration due to 
gravity; fC = bottom friction coefficient; � = transport coefficient expressing efficiency of 
the waves keeping sand grains in suspension, which can be estimated through physical 

parameters as (Bayram et al., 2007), 54.0 9.0 10b

s p

H
w T

�
� �

� � � �� �� �
� �

; pT = peak wave period; 

and 0� = angle of breaking waves to the local shoreline orientation given by,  

� �0 arctanb y x� �� � � �   (3) 

The effect of a regional shoreline shape enters in Eq. (3) by assuming that the local 
shoreline evolves with respect to the regional shoreline (Larson et al., 2002a), yielding a 
new expression for 0� , 

� �0 arctanbr b y x� � �� � � � �   (4) 

where � �arctanbr ry x� � � �  and yr denotes the regional shoreline, which is taken to be 
constant in time. 

2.2  Tidal prism and equilibrium volume of ebb shoal complex 
Jarret (1976) summarized the state of knowledge on the relationship between cross-
sectional area and tidal prism for inlets in the United States. Separate relationships were 
developed for the Atlantic, Gulf, and Pacific Ocean coasts classified according to whether 
the inlets have two, one, or no jetties. The relationship for the Atlantic Ocean coast and 
inlets with two jetties is (Militello and Kraus, 2001), 

5 0.9514.74 10cA P�� �   (5) 

where cA = minimum cross-sectional area of the entrance channel below mean sea level 
(in m2), and P = spring tidal prism (in m3).  
 
Walton and Adams (1976) developed predictive empirical formulas for the equilibrium 
volume of an ebb tidal shoal depending on the tidal prism and the amount of wave 
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exposure of the coasts classified into groups of highly exposed, moderately exposed, and 
mildly exposed coasts. The formula for moderately exposed coasts is most applicable to 
the inlets along the southern shore of Long Island (Millitello and Kraus, 2001), and thus it 
was used in this study, 

3 1.236.44 10EV P�� � �   (6) 

where EV = volume of ebb shoal complex at equilibrium (in m3).  

 

2.3   Inlet Reservoir Model 
Larson et al. (2006) refined the inlet reservoir model by Kraus (2002) through the 
introduction of the flood shoal and associated coupling coefficients, which analytically 
describe the transfer of sediment between the morphological units. The inlet morphology is 
schematically divided into distinct morphology units including ebb shoal, bypassing bars, 
attachment bars, and flood shoal (Fig. 2). Each morphological unit is assumed to have a 
certain equilibrium volume for fixed hydrodynamic and sediment conditions. 

 
In order explain the inlet model employed in the present study, the simple case of sediment 
being transported from left-to-right is considered here, where inQ is the incoming sediment 
transport rate around the jetty (if such a structure is present). The transport inQ is split into 

 

Fig. 2. Definition sketch for inlet morphological units with sediment transport 
occurring from the left-hand side (after Larson et al., 2002a). 
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one portion that goes to the ebb shoal, 1eQ , and one portion that goes into the channel, cQ . 
Once in the channel, the sediment might be transported to the ebb shoal, 2eQ or to the flood 
shoal, fQ . Sediment at a rate bQ is leaving the ebb shoal and feeding the bypassing bar. 
The volume of the ebb and flood shoal at any given time is eV  and fV , respectively, with 
the corresponding equilibrium values of eqV and fqV . 

The mass conservation equation of sediment for the ebb shoal is, 

1 2
e

e e b
dV

Q Q Q
dt

� � �    (7) 

and for the flood shoal, 

f
f

dV
Q

dt
�  (8) 

Transport out of the ebb shoal is, 

� �1 2
e

b e e
eq

VQ Q Q
V

� �  (9) 

Transport rates between elements are defined through the coupling coefficients, 

1e inQ Q#�  ; (1 )c inQ Q#� �  (10) 

� �2 1e inQ Q$ #� �  ; � �� �1 1f inQ Q$ #� � �  (11) 

where #  and $  are coupling coefficients defined as follows (Larson et al., 2006), 
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�
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� �

  (12) 

Sediment at rate aQ  is leaving the bypassing bar and feeding the attachment bar. The 
volume of the bypassing and attachment bars at any given time is bV and aV , respectively, 
with the corresponding equilibrium values bqV and aqV . 

The sediment volume conservation equation for the bypassing bar is, 

b
b a

dV
Q Q

dt
� �    (13) 

whereas the transport from the bypassing bar is given by, 

b
a b

bq

VQ Q
V

�   (14) 

The transport out from the attachment bar and further along the shore, sQ , is: 
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�  (15) 

In the area of the bypassing and attachment bars, incident wave energy greatly exceeds 
ebb-directed tidal energy, allowing a portion of the ebb shoal to migrate towards the shore 
under accretionary wave conditions (Kana et al., 1999; Rosati et al., 1999; Gaudiano and 
Kana, 2001). Thus, shoal bypassing is a natural form of beach nourishment (Gaudiano and 
Kana, 2001). This process is believed to contribute partly in the generation of a salient-
type feature commonly observed on beaches downdrift inlets.  In order to describe the 
process of onshore sand transport from the attachment bar to the shoreline in the numerical 
model, a macroscopic approach is taken where it is assumed that a certain fraction of the 
transport supplying the attachment bar volume is transferred to the beach at each 
calculation time step. Thus, sediment moves at a rate beachQ from the attachment bar to the 
shoreline, expressed through a fraction, % , of the total net sand transport being supplied to 
the attachment bar at any given time, 

� � 1 a
beach a s a

aq

VQ Q Q Q
V

% %
� �

� � � �� �� �
� �

 (16) 

The sediment volume conservation equation for the attachment bar is: 

� �� �1a
a s beach a s

dV
Q Q Q Q Q

dt
%� � � � � �

 
(17) 

Larson et al. (2002a) introduced a nonlinear relationship for releasing sediment from the 
ebb shoals when the inlet cross-sectional area is decreasing or closes completely. Thus, the 
above equations, (9), (14), (15) and (16) were changed to a nonlinear form, that 
is, ( / )n

out in qQ Q V V� , where outQ and inQ are sediment transport rates going out and 
entering a morphological unit, respectively, V and qV are the volumes at a given time and 
at equilibrium of the unit, and n  is an empirical power. By specifying a value of 1n &  for 
situations where sediment is released back to the beach, the release will be slower than for 
the linear model. Larson et al. (2002a) suggested a value of n  between 0.1 and 0.2 when 
the shoal experienced reduction in volume. 

2.4 Distance to attachment bars  
According to Hicks and Hume (1996) and Carr and Kraus (2001), the tidal prism is 
expected to control the size and location of the ebb shoal. Carr and Kraus (2001) 
developed an empirical relationship between tidal prism and the distance from the 
centerline of the inlet to the downdrift and updrift attachment bars by examining 108 tidal 
inlets in the United States. The inlets were classified according to whether the inlets had 
two, one or no jetties. For inlets with two jetties, the empirical relationships governing 
distance to the attachment bar was found to be, 

for downdrift attachment bars: 0.4510.50Wd P� �  (18) 
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for updrift attachment bars:      0.4950.16Wu P� �  (19) 

where Wd  and Wu = distance from centerline of the inlet to the downdrift and updrift 
attachment points where the ebb shoal complex attaches to the shoreline (in m), 
respectively.  
 
The angle between the orientation of the ebb jet and the shoreline affects the size and 
shape of the delta (Hicks and Hume, 1996); thus, the above relationships could be 
modified for improved predictability by including the ebb jet angle. If the ebb jet is 
perpendicular to the local shoreline trend, the morphological asymmetry is mainly 
controlled by the magnitude and direction of net longshore transport, as well as wave 
refraction and diffraction over the bathymetry and ebb shoal. Thus, a straight channel is 
expected to promote morphological symmetry and a reduced distance to the downdrift 
attachment point (Carr and Kraus, 2001). However, if the ebb jet angle becomes more 
acute, the tidal and wave energy oppose each other less. An ebb jet flow more parallel to 
the wave crests implies that the waves can more efficiently return shoreward sand 
deposited from the ebb jet (Hicks and Hume, 1996), but at a location further downdrift. 
Thus, a more acute ebb jet angle is expected to promote more sand being transferred to the 
downdrift beach and a longer distance to the attachment bar. These effects are believed to 
act at Shinnecock Inlet  as well as at Moriches Inlet (Carr and Kraus, 2001), where the ebb 
shoal is attached to the updrift shoreline close to the jetty with an extended distance to the 
downdrift attachment bar. Thus, Eqs. (18) and (19) were modified by including the angle 
between the ebb jet and the local shoreline, ( , expressed as, 

for downdrift attachment bars: 0.4510.50 (1 cos )Wd P (� � �  (20) 

for updrift attachment bars:     0.4950.16 (1 cos )Wu P (� � �  (21) 

For the case where the ebb jet is perpendicular to the shoreline, (  takes on a value of 90 
deg, implying no asymmetry due to ebb jet orientation. 

2.5  Wave sheltering effects from attachment bar 
Beach erosion typically occurs along the shoreline on both sides of the attachment bar, 
whereas accretion occurs in its lee (Dean and Walton, 1975; Williams and Kana, 1987; 
Gaudiano and Kana, 2001) (see Figs. 3 and 4). The sheltered area behind the bar is 
gradually filled in, and finally the shoal attaches to the shore resulting in alongshore 
spreading of the bar in both directions from the point of attachment (Gaudiano and Kana, 
2001). Thus, there are two mechanisms that cause sediment to gradually feed sand to the 
area behind the bar. The first mechanism is the onshore bypassing process of sand from the 
attachment bar due to landward flow associated with the waves (Williams and Kana, 1987; 
FitzGerald et al., 2000). The second mechanism is due to the sheltering from the wave 
activity provided by the bar, which produces a zone of low energy in which alongshore 
currents can deposit transported material (Dean and Walton, 1975). The onshore bypassing 
process is described through the coefficient, % , which represents the fraction of the 
transport supplied to the attachment bar build-up that is transferred to the shore (see Eq. 
(16) ). The decrease in wave energy in the lee of the bar is expressed through a reduction in 
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breaking wave height. In the numerical model, a calibration parameter for reduction of the 
breaking wave height in the lee of the bar was introduced. In principal, the value of this 
parameter depends on the size and shape of the bar, which are different on the downdrift 
and updrift sides of the inlet due to asymmetry in inlet morphology. The breaking wave 
height in the lee of the bar was multiplied by a spatially varying attenuation parameter, ) , 
and thus, bH  in Eq. (2) was replaced with bH) , where 0 1)" " . The value of )  is less 
than 1.0 behind the bars, and equals 1.0 outside the sheltered areas. In principal, )  has a 
minimum value at the centre point of the sheltered area, and its value increases towards 
both sides of the bar.  As a simplification for this study, the values of )  within the 
sheltered areas were obtained by linearly interpolating between a minimum value at the 
centre point of the respective sheltered area and 1.0 in areas not sheltered by the bar. The 
minimum values inside the bars were determined through a calibration procedure. 

 

3.  Study area and model setup 
The Long Island coast, New York, was selected as a suitable location for validating the 
capability of the model to simulate regional sediment transport and development of tidal 
inlet shoal volumes. The study area extended from Fire Island Inlet to Montauk Point 
because the most available information originated from this coastal stretch (Larson et al., 
2002a). The stretch includes many coastal features and processes such as sediment 
transport and evolution at regional scale, the cross-sectional areas of the inlets varied 
substantially with time including opening and closure of the inlets, substantial shoreline 
response in vicinities of the jettied inlets, large amount of beach fill volumes placed at 
several locations along the coast (Larson et al., 2002a), and a system of groins constructed 
to protect the beach. 
 

 

Fig. 3. Onshore migration of 
sediment from attachment bar at 
Moriches Inlet. 

Fig. 4. Depiction of sand movement (after 
Kana et al., 1985). 
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Two types of simulations were performed with the new numerical model for the study 
area: (1) simulating the overall annual net longshore transport and regional shoreline 
evolution; and (2) simulating shoreline response in vicinities of the inlets and the tidal inlet 
shoal development in connection with varying cross-sectional area of the inlets. The 
objectives of these simulations were to validate the capability of the model to simulate 
shoreline response in the vicinity of the inlets and tidal inlet shoal development at local 
scale in combination with longshore sediment transport and shoreline evolution at regional 
scale. 
 
The Long Island shoreline has a length of about 135 km and it is oriented in a direction of 
about 67.5 deg northeast. A model coordinate system was defined with a similar 
orientation for the x-axis. The lateral boundary conditions for the modeling consisted of 
“no shoreline change” specified based on shoreline measurements covering a period from 
1830 to 1995 (Larson et al., 2002a). Suitable locations for such a boundary condition were 
identified approximately 10 km west of Montauk Point and 15 km east of Fire Island Inlet. 
 
Hindcast wave data (a 20-years time series at an interval of 3 hours from 1976 to 1995) 
from three WIS Stations along the coast was used as input data for the modeling. The 
spatial step was set at 100 m, and the input wave parameters were linearly interpolated 
based on the three stations corresponding to this spatial interval. The time step was set at 3 
hours, coinciding with the interval of measured wave data. Following Larson et al. 
(2002a), the depth of closure was chosen to 8 m and the representative median grain size 
0.3 mm. The regional shoreline shape was determined from spatial filtering of the 
shoreline measured in 1870 when no inlets existed using a window length of 7 km (Larson 
et al., 2002a). 
 
Measurements of inlet cross-sectional areas at Shinnecock and Moriches Inlets were 
performed at several occasions between 1931 and 1998, which includes the closure and 
subsequent opening of Moriches Inlet in the 1950’s. These data were used to calculate the 
equilibrium volumes of the ebb shoal complexes, from which the equilibrium volumes of 
the individual morphological units at the inlets could be estimated (Larson et al., 2002a). 
Equilibrium volume of the flood shoals were set to 4.106 m3 for both inlets (Larson et al., 
2006). 
 
Several structures were included in the simulations. Jetty lengths on each side of the inlets 
and the time of construction were specified according to information from the literature. 
The lengths of the east and west jetties at Moriches Inlet are 258 m and 445 m, 
respectively, and the jetties were constructed in 1953 (Vogel and Kana, 1984). For 
Shinnecock Inlet, the lengths of the east and west jetties are 280 m and 450 m, 
respectively, with construction carried out in 1953 (Smith et al., 1999). Changes in the 
jetty lengths were not modeled, but they were kept constant during the simulation time 
after completion. The 15 groins comprising the Westhampton groin field were constructed 
in three phases, from March 1965 to October 1966, from 1969 to 1970, and in 1998 
(Rosati et al., 1999). These groins were included in the model at the proper times and the 
lengths and locations of the groins were specified based on available data. 
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Dredged material has typically been placed along adjacent beaches or within nearshore 
areas east and west of the inlets (Smith et al., 1999). These beach fill volumes were 
included in the model as source terms in the sediment conservation equation that vary in 
time and space. A total volume of about 800,000 m3 was placed west of Shinnecock Inlet 
between 1949 to 1983, and another 1,115,000 m3 was put in this area between 1983 and 
1995 (Larson et al., 2002a). From 1955 to 1969, a total volume of about 661,000 m3 was 
placed east of the inlet. Total quantities placed at Moriches Inlet between 1953 to 1996 
were approximately 2.5 million cubic meters in which about 1.3 million cubic meters 
(52%) and 0.75 million cubic meters (30%) were placed to the east and west of the inlet, 
respectively (Smith et al., 1999). Smaller beach fills have been placed at other locations, 
but they were neglected in the present modeling study. 
 
In order to employ Eqs. (20) and (21), the angle between the ebb jet and the local shoreline 
must be specified. At Shinnecock Inlet, after completion of the jetties, the inlet opening 
rotated to conform to the jetty orientation which were in a north-south direction (Smith et 
al., 1999), and at Moriches Inlet, the channel was oriented slightly east of north entering 
the inlet (Psuty et al., 2005). The ebb jets are generally oriented parallel to the jetties. 
Based on satellite images, the angle between the ebb jet and local shoreline at Shinnecock 
and Moriches Inlet were set to 60 deg and 67 deg, respectively. 
 
The equilibrium volumes, eqV , bqV  and aqV , of each morphology unit must be specified in 
Eqs. (7) to (17). Limited information exists on the equilibrium size of the individual 
morphological units described in the reservoir model. To simplify, the units are determined 
as being a constant fraction of the volume of the ebb shoal complex, which in turn is a 
function of inlet cross-sectional area (tidal prism). Militello and Kraus (2001) estimated 
sand bypassing to the attachment bar at a rate of about 19,000 m3/yr for Shinnecock Inlet. 
The rate of ebb shoal growth, which is estimated to 117,000 m3/yr (Williams et al., 1998), 
implies that the ratio between the attachment bar and the ebb volume growth is 0.16. The 
ratio between bypassing bar and the ebb shoal volume is assumed to be 0.25 following 
Larson et al. (2002a). In the present study, the same ratios were employed for the both 
inlets. 
 
To employ Eqs. (16) and (17), the fraction of the transport causing deposition on the 
attachment bar transferred to the shore at any given time must be specified. Gaudiano and 
Kana (2001) analyzed nine tidal inlets in South Carolina on the Atlantic Coast, which 
revealed that only a small fraction of the entire ebb shoal complex are transferred to the 
shore during bypassing events. The mean volume percentage is about 3.1. Taking into 
consideration the ratio between the attachment bar and the ebb shoal complex volume, the 
sand volume percentage transferred to the shore is about 20.0. Thus, the coefficient % in 
the Eqs. (16) and (17) was set to 0.20. 
 
The length of the attachment bars must be specified when modeling the alongshore 
distribution of the onshore sand transport from the attachment bar. This term could be 
expressed through the distances from inlet to the attachment bars, which is a function of 
the tidal prism. The assumption is made here that the length of the attachment bar 
corresponds to half the distance from the inlet to the attachment bar center.  
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4.  Results and discussion 
4.1.  Shoreline evolution 
The model was first run for the period 1933 to 1983 to compare with the measured 
shoreline in 1983. The simulated and measured shorelines, as well as the initial shoreline, 
are plotted in Fig. 5, in which Fig. 5a gives an overview and Fig. 5b and 5c the details at 
Shinnecock and Moriches Inlet, respectively. The shoreline plots provide a view “standing 
on shore” looking towards the ocean with Montauk Point on the left side and Fire Island 
Inlet on the right side. The transport coefficients were chosen based on the best fit between 
simulated and measured shorelines to be 1 0.15K �  and 2 0.04K � , respectively. The 
value of the transport coefficient was held constant for the entire study domain. The wave 
height attenuation coefficient was set to 0.85) � , implying that the breaking wave height 
at centre point of the lee of the attachment bars decreases 15% compared to the height 
outside the sheltered areas. This value was held constant during the entire simulation time, 
as well as for the downdrift and updrift bars. In general, )  depends on the size and shape 
of the attachment bar, the incident wave energy relative to the tidal energy, and the wave 
refraction and diffraction around the bar. Ebb shoal volumes vary over time and differ 
between downdrift and updrift sides due to the morphological asymmetry of tidal inlet. 
However, for long-term simulation performed here, the attenuation coefficient is regarded 
as an average value. 
 
The simulated shoreline is overall in good agreement with the measured shoreline, 
particularly on the updrift side of the jetties and in the downdrift area where the salient-
type feature appears. However, at Shinnecock Inlet, on both sides of this feature, the 
shoreline retreat was overestimated by the model, and south of the downdrift attachment 
bar at Moriches Inlet, the simulated shoreline retreat was underestimated. The reason for 
this discrepancy may be due to several factors, at regional and local scale, that were not 
included in the model. Overwash by storm waves could produce shoreward displacement 
of the shoreline, which may have been the case west of Moriches Inlet. During storm 
surge, waves may overtop the island, and overwash of sediment occurs. This sediment is 
deposited on the back of the island and it is lost from the nearshore system or transported 
back at a low rate by wind (Larson et al., 2002b). Large storm events have contributed to 
significant alteration of the Fire Island shoreline. These storms generally cause rapid beach 
erosion, dune displacement, and coastal flooding (Psuty et al., 2005). 
 
A local transport process, not described in the model, is a part of the transport system that 
is formed when sediment moves around the inlet, being bypassed through the shoals and 
bars (Kana et al., 1999). In this system, a portion of the bypassing sand cycles back to the 
inlet (Williams and Kana, 1987; Kana et al., 1999) due to flood tidal currents and wave 
refraction around the ebb shoal. This process is expected to produce erosion in the area 
close to the jetties. In addition, there are a number of other factors expected to cause the 
difference between the modeled and measured shorelines that were not included the model, 
such as wind-blown sand, inlet channel dredging, and sea level rise.  
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4.2  Longshore transport rate 
The simulated net transport rate together with the derived transport data reported by Rosati 
et al. (1999) is plotted in Fig. 6. The simulated annual net longshore transport rates were in 
good agreement with the analyzed data, except at Montauk Point where the rate was 
underestimated. The data from Rosati et al. (1999), for Montauk Point, included several 
important sinks and sources not described in the model, such as offshore losses due to sea 

 

Fig. 5. Comparison between the measured and simulated shoreline in 1983 (a): 
Overview and detail from (b) Shinnecock Inlet and (c) Moriches Inlet. 
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level rise (76,000 m3/yr), beach fill placement (from zero to 170,000 m3/yr), and bluff 
erosion (from 33,000 to 203,000 m3/yr). This will affect net transport rates and cause a 
difference between the modeled and analyzed results at Montauk Point.  
 
The net annual longshore transport rate exhibits an increasing trend from Montauk Point to 
Fire Island Inlet. Since the tidal inlets act as sinks to the longshore transport as they evolve 
towards their equilibrium state, the net transport rate decreases significantly across the 
inlets. The average annual longshore net transport rate obtained in this study is 108,000 
m3/yr. 

 

4.3 Flood and ebb shoal growth                                                                                                   
The model was also run for the period 1933 to 2000 to compare with the measurements of 
ebb and flood shoal volume growth. Comparison between the calculated and measured ebb 
and flood shoal volumes are plotted in Figs. 7 and 8, respectively, where the total volume 
of the ebb shoal complex is displayed. Overall, the calculated and measured data are in 
good agreement, although specific individual points show more discrepancy. 

 

 

Fig. 6. Comparison between annual net transport rate and estimated data from 
measurements. 
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5. Conclusions 
A new numerical model of regional sediment transport and shoreline change combined 
with the inlet reservoir model was developed and successfully applied to simulate the 
evolution of the south shore of the Long Island coast, New York. The model was 
employed to simulate the period from 1933 to 2000, which included inlet opening and 
closure. The simulations covered a stretch of coastline from Montauk Point to Fire Island 
Inlet that includes two tidal inlets and other complex conditions involving a wide range of 
structures and activities such as jetties, groins, and beach fill. Model calculations were 
compared with measured shoreline evolution, annual net longshore transport rates reported 
in the previous literatures, and measured flood shoal and ebb shoal complex volumes. The 
simulated shoreline agreed well with the measured shoreline, including the accumulation 
updrift the inlets, the overall erosion downdrift the inlets, and the formation of salient-type 
features downdrift the inlets. The annual net longshore transport rates were overall in good 
agreement with the reported data, showing an increase in transport rate going west from 
Montauk Point. The growth of the flood and ebb shoal complexes at the inlets was also 
well predicted. 

In order to realistically simulate the erosion and development of the salient-type feature 
downdrift the inlets, the predictive formula for the longshore transport rate was modified 
by introducing an attenuation coefficient for breaking wave height in the lee domain of the 
attachment bars. Also, sand bypassing from the bar to the shore was included in the inlet 
reservoir model. This modeling approach was indirectly validated through the improved 
agreement between the simulated and measured shoreline change downdrift of the inlet, in 

 

Fig. 7. Comparison between the 
measured and calculated volume of 
ebb-shoal complex (SI = Shinnecock 
Inlet, MI = Moriches Inlet). 

Fig. 8. Comparison between the 
measured and calculated volume of 
flood shoal (SI = Shinnecock Inlet, 
MI = Moriches Inlet). 
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comparison with the previous model by Larson et al. (2002a), which failed to capture the 
details of the shoreline response downdrift the inlets. 

The empirical formulas for calculating the distance from centerline of an inlet to the 
attachment bars based on the tidal prism, developed by Carr and Kraus (2001), were 
modified by including the angle between ebb jet and the local shoreline trend. The average 
calculated distances from the inlet to updrift and downdrift attachment bars are, 
respectively, 252 m and 1150 m for Shinnecock Inlet, and 310 m and 1073 m for Moriches 
Inlet. These values are close to reported field data, implying that the updrift attachment 
bars are close to the jetties at both inlets, but the downdrift attachment bars extend to about 
1200 m at Shinnecock Inlet (Williams et al., 1998) and approximately 1100 m at Moriches 
Inlet (Psuty et al., 2005). The calculated results show that the empirical formulas proposed, 
Eqs. (20) and (21), which include the angle between the ebb jet and the local shoreline, 
work reasonably well for the study site. 

Application of the model to the Long Island coast shows the capability of the model to 
simulate regional sediment transport and shoreline evolution for complex conditions. Thus, 
a simulation domain may extend over hundreds of kilometers and cover several inlets 
including opening and/or closure, development of flood shoal and ebb shoal complexes, 
different shore protection measures, and shoreline response in the vicinity of inlets. 
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Abstract 

A mathematical model of spit growth and barrier elongation adjacent to an inlet (of 
arbitrary width), supplied by sediment coming from longshore sediment transport, was 
developed based on the spit growth model proposed by Kraus (1999). The fundamental 
governing equation is the conservation equation for sand, where the width of the spit is 
assumed constant during growth. The portion of the longshore sediment transport feeding 
the spit is estimated based on the ratio between the depth of the inlet channel and the depth 
of active longshore transport. Sediment transport out from the channel due to the inlet 
flow, as well as other sinks of sand (e.g. dredging), are taken into account. Measured data 
on spit elongation at Fire Island Inlet, United States, and at Badreveln spit, Sweden, were 
used to validate the model. The simulated results are in good agreement with the measured 
data at both study sites, where spit growth at Fire Island was restricted by the inlet flow 
and the growth at Badreveln spit was unrestricted. The model calculation for Fire Island 
Inlet indicates that the dredging to maintain channel navigation is the major reason for the 
stable period observed from 1954 to 1994 at the Fire Island barrier. The average annual net 
longshore transport rate at the eastern side of the Fire Island inlet obtained in this study 
was about 220,000 m3/yr, in which approximately 165,000 m3/yr (75% of the net 
longshore transport) is deposited in the inlet feeding the spit growth, whereas the 
remaining portion (25%), is bypassed downdrift through the ebb shoal complex. 

Key words: Mathematical model, numerical modeling, sediment transport, spit growth, 
barrier elongation, tidal inlet, inlet shoal. 

 
1. Introduction 

Spits are common morphological features at tidal inlets, entrances, river mouths, and 
barrier islands. A primary mechanism for spit development is accretion by longshore 
sediment transport (LST) in the shelter of a promontory, structure, or island. A second 
mechanism for spit elongation is associated with the migration of a tidal inlet where one 
spit elongates and the other spit shortens as the inlet migrates (Aubrey and Gaines, 1982; 
Petersen et al., 2008). These mechanisms require an active LST in combination with 
proper hydrodynamic conditions at the inlet.  In addition, some other mechanisms may 
form a spit, independently of LST, under a restricted combination of wave climate, tidal 
conditions and geological setting in the area where the spit is formed (Aubrey and Gaines, 
1982). In some cases, a spit may be found where the coast makes a sudden change in its 
orientation (Petersen et al., 2008). In the present study, however, only spit growth by 
accretion of sand coming from LST is investigated. 
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Spit growth is often categorized into restricted and unrestricted growth. In many cases, 
spits form at a tidal inlet or river mouth, where a significant net LST exists and/or a 
considerable amount of sediment is transported from the landmass or river mouth to the 
water body (Kraus, 1999). Depending on magnitude and direction of the net LST, the spit 
may form on one side or both sides of the inlet. Spit development can result in changes of 
the hydrodynamic conditions and geomorphological features at the tidal inlet, such as 
decreasing the cross-sectional area of the inlet and consequently causing the tidal jet to 
become gradually stronger. Therefore, the spit growth is, in turn, modified by the 
hydrodynamic forces. Under these conditions, the spit is expected to develop towards an 
equilibrium state, where the entire sediment feeding the spit is removed by the inlet flow. 
In this case, the spit elongation will be limited by the presence of the channel (Kraus, 
1999).  If the spit forms at an inlet with weak hydrodynamic forcing, the tidal channel may 
close due to the spit elongation. Thus, the spit growth will eventually be limited by the 
facing coast or by the opposite spit (if spit growth on both sides of the inlet prevails). In 
this study, spit elongation limited by the presence of an inlet channel or by an obstacle is 
classified as a restricted spit growth. A spit may also form in the shelter of headlands, 
barrier islands, or structures, where the spit growth is oriented towards an open area and 
growing without any restriction during the period under consideration. In such cases, spit 
elongation is classified as an unrestricted spit growth. 
 
Kraus (1999) developed a mathematical model of spit growth due to LST. The model of 
Kraus was based on the continuity equation for the sediment under the assumption that the 
width and shape of the spit are constant during growth. In the work of Kraus, an attempt 
was made to estimate the amount of sediment bypassing the spit in the two cases of 
restricted and unrestricted spit growth. For an unrestricted spit growth, he assumed that no 
sediment was lost from the spit, implying that the entire LST from the updrift side feeds 
the spit. In a more complex situation, a time-varying LST (e.g., seasonal variation) was 
included through a sinusoidally fluctuating rate. For a restricted spit growth, Kraus 
analyzed a case of spit growth influenced by the presence of an inlet channel. The amount 
of sediment bypassing the spit is calculated based on a reservoir analogy using the ratio of 
the spit length at a particular time to that at equilibrium. Thus, an initial location of the spit 
must be specified to quantify the spit length. As one simple type of boundary condition, 
Kraus assumed that the initial location of a spit is far updrift of the channel, where the 
transport is unrestricted (no sediment bypasses the spit). Since there is no explicit 
expression to locate the initial position of spit, specifying the initial conditions for the 
model by Kraus is one of its greatest challenges. In addition, several factors expected to 
modify the spit growth rate are not included in the model, such as the channel depth 
(adjusts the sediment transport bypassing the spit), channel scour by tidal and river flow, 
and dredging works to maintain channel navigation. 
 
Petersen et al. (2008) developed a simple analytical model based on the one-line concept 
suggested by Pelnard-Consid. re (1956) to predict the dimensions and elongation rate of an 
unrestricted spit growth. They considered an idealized and simplified case of a spit 
growing due to constant supply of the LST along a straight stretch of coastline updrift of 
the spit. The relationship between the angle of wave incidence and direction of spit growth 
was investigated. Experimental results obtained with small waves and a constant angle 
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showed that the width of a spit is proportional to the width of the surf zone and the 
proportionality factor was found to be about 8-10. 
 
In this study, the main objective is to develop a mathematical model to simulate spit 
elongation due to sediment coming from LST for two different cases, restricted and 
unrestricted spit growth. The governing equation is primarily based on the sand volume 
conservation equation suggested by Kraus (1999) under the assumption that the width of 
the spit is constant. For restricted spit growth, under a particular LST rate and 
hydrodynamic conditions at a tidal inlet or river mouth, the spit elongation is expected to 
eventually reach an equilibrium state where the LST rate feeding the spit is equal to the 
transport rate going out from the channel due to the channel flow. The ratio of the depth of 
the inlet to the depth of active LST, together with an assumption of uniform cross-shore 
distribution of LST suggested by Hanson (1987), are employed to estimate the amount of 
sediment bypassing the spit. In addition, the sediment transport going out from the channel 
due to the channel flow, as well as other sinks or sources of sand, were included in the 
model. For an unrestricted spit growth, the entire LST feeds the spit, and no sediment is 
lost from the channel. The model was applied to simulate the spit growth at Fire Island 
Inlet, New York, United States, as an example of restricted spit growth. Then, as a 
simplified application, an analytical solution of the model was applied to the Badreveln 
spit, Sweden, as an example of unrestricted spit growth. 
 
The spit growth model requires the calculation of LST rates, which are used as input data 
for the model. For the Fire Island case, a shoreline change model combined with the inlet 
reservoir model (Hoan et al., 2010) was employed to represent the LST along the coastline 
stretch from Mountauk Point to the Fire Island Inlet, including Shinnecock and Moriches 
Inlets. Hindcast wave data (a 20-years time series with waves at an interval of 3 hours 
from 1976 to 1995) from three WIS Stations along the coast were used as input data for the 
shoreline change model. The inlets along the coastline were regarded as sinks for the LST 
and simulated by the inlet reservoir model. For Badreveln spit, since detailed information 
on historical shorelines as well as the incident wave data were not available, the estimation 
of the annual net LST employed in the analytical solution was based on existing studies. 

2.  Spit growth model 

The governing equation of the model is primarily based on the sand volume conservation 
equation suggested by Kraus (1999). In this study, an attempt is made to estimate the 
amount of sand, coming from the LST, bypassing the spit, and take other sinks or sources 
of sand into account. The model mainly focuses on two typical types of spit growth. First, 
spit elongation is restricted by the presence of an inlet channel or by an obstacle, and 
second, the spit elongates without restriction over the time period of consideration. 

 

2.1 Restricted spit growth 

Under proper hydrodynamic forcing and availability of sediment, a spit may form and 
elongate over time. However, at inlets an equilibrium state is typically reached at some 
point controlled mainly by the flow through the inlet and the LST rate. Such a limitation to 
the spit development is known as restricted spit growth. If the inlet flow is too weak to 
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prevent the navigation channel from filling in completely, the inlet will eventually close. 
Spits can form at the ocean and bay sides of inlets (Kraus, 1999), resulting in migration of 
the inlet channel and changes in the dynamic conditions at the inlet. Depending on the 
magnitude and direction of the net LST rate, spits can form at one side or both sides of the 
inlet. 

 
In general, tidal inlets act as sinks for LST, although sediment is also bypassed from the 
updrift to the downdrift side. The magnitude of the bypassing depends on how close the 
morphological units of the inlet are to their equilibrium states. Natural bypassing of 
sediment at inlets occurs mainly through two processes: the LST can be bypassed through 
the ebb shoal complex or fall into the inlet channel and then be directly flushed out of the 
inlet to the downdrift beach (Bruun and Gerritsen, 1959). The hydrodynamic conditions at 
the inlet govern the fraction of the sediment falling into to the channel. Weak 
hydrodynamic forces promote deposition of sediment in the channel, which may be the 
case at inlets or entrances with a large cross-sectional area or with a small tidal prism. This 
deposition results in spit development together with shoaling of the inlet channel. Spit 
elongation can decrease the inlet cross-sectional area, gradually increasing the 
hydrodynamic forces in the channel. The stability of a spit depends on the balance between 
the LST rate coming into the channel and the tidal (and/or river) flow that scours the 
channel. 
 
In order to derive a spit growth model, the following assumptions are made (compare 
Kraus, 1999), 

 

 spit growth is sustained by the LST, 

 spit elongation is in the same direction as the regional shoreline trend, 

 spit width is constant, 

 contours of the spit move in parallel. 
 
Assuming that the LST ( LSTQ ) is coming to the inlet in the positive x-direction (see Fig. 
1), the sand volume conservation equation that governs spit growth can be expressed as,  

 

   
1

s in c s

d
h B x Q Q Q

dt W
       (1) 

 
where t = time; x = spit length; h = channel depth; sB = average berm elevation of the spit; 

W = spit width; inQ = sediment transport entering the channel; cQ = sediment transport 

going out from the channel; and sQ = sources or sinks of sand associated with the channel. 

 
Kraus and Seabergh (2002; see also Kraus, 1999) proposed an approach to calculate inQ  
for spit growth restricted by the presence of an inlet channel. In their approach, the portion 
of the LST rate that is transported away by the channel depends on how far the spit is from 
the center line of the inlet channel with respect to an initial condition for the spit position 
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located far updrift of the channel where the LST is unrestricted. Thus, the definition of the 
initial condition presents some difficulties and contains an element of subjectivity. 
 
In this study, another method is employed to calculate inQ and cQ in Eq. 1, where the 

sediment pathways are taken into account. The sediment that falls into the channel ( inQ ), 
contributing to the spit growth, is estimated based on the relationship between the 
maximum depth of the channel and the depth of active LST. If the maximum depth of the 
channel ( MD ) is deeper than the depth of active LST (DLT) it is expected that the entire 
LST falls into the channel (Fig. 1). Otherwise, if the maximum depth of the channel is 
smaller than the depth of active LST, a fraction of the LST is directly transferred to the ebb 
shoal complex and then bypassed downdrift (or possibly lost into deep water). If the cross-
shore distribution of the LST is assumed to be uniform (Hanson, 1987), inQ  is expressed 

through the ratio between MD  and DLT according to, 

 

M
in LST

LT

D
Q Q

D
  (2) 

 
where LTD is estimated from an empirical equation (Hanson, 1987) as 1.6LT bD H , where 

bH = breaking wave height. 

 

 

 

Fig. 1. Definition sketch for spit growth and sediment pathway: (a)- overview,  
(b)- plan view and coordinate axis. 
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The sediment transport rate ( cQ ) produced by the inlet flow is given by (Watanabe et al., 
1991; Kraus, 1998), 

 

 m cr
c c cQ U w

g

 





  (3) 

 
where   = an empirical coefficient (on the order of unity); m  = bottom shear stress;  = 

density of water; cU = mean velocity of the inlet channel flow; cw = channel width; and cr

= critical shear stress for sediment transport calculated from (Van Rijn, 1993), 
 

  50cr cr s gd       (4) 

 
where s = density of sand; 50d = medium grain size; and cr = critical Shield’s parameter 
given by (Soulsby, 1998), 

 

 *
*

0.30
0.055 1 exp 0.020

1 1.2cr D
D

      
   (5) 

where 
 

1 3

* 50

1s g
D d



 
  

  

; ss   ; and  = viscosity coefficient.  

The bottom shear stress due to the mean current is expressed as (Kraus, 1998), 

 
2

m f cc U    (6) 

where fc = bottom friction coefficient, estimated following Kraus (1998),   

2 1 3
fc gm h   (7) 

where g = acceleration due to gravity; m = the Manning coefficient; and h = average 

depth of the channel. Mean current velocity in the inlet channel is calculated based on the 
tidal prism (P), the tidal period (T), and the cross-sectional area of the inlet ( cA ) according 
to Keulegan and Hall (1950), 

 

k
c

c

C P
U

TA


   (8) 

 
where kC = a coefficient to account for a non-sinusoidal tide, having a value in the range 
of 0.81 to 1.0 (Kraus, 1998), and 
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t

L

c
x

A hdx    (9) 

where tx = length of the spit at any given time, and L = maximum length of the spit from 
the initial spit position (Fig. 1). 

Using Eqs. (3), (6), and (7), Eq. (1) may be written, 

 
2

2
1/ 3

1 cr
s in c c c s

d mh B x Q U w U Q
dt W gh






  
        

   

  (10) 

Spit elongation can gradually decrease the entrance cross-sectional area, increasing the 
mean current velocity in the inlet. Equilibrium conditions for the spit occur when 

  0sd dt h B x    , that is, 

2
2

1/ 3
cr

in c ce c s
mQ U w U Q

gh





 
   

 
(11) 

where cew = width of the inlet at equilibrium. Under conditions of strong inlet flow at 
equilibrium, cr  may be neglected (Kraus, 1998). If the channel depth is assumed to be 
constant, and neglecting sand sources or sinks, substituting (8) and (9) into (11), the 
equilibrium length of the spit is obtained as: 

3/ 21/ 2 3/ 2

5 / 3 1/ 2
k

e
in

Cm Px L
Th Q
  

   
 

  (12) 

Eq. (12) shows that the length of a spit at equilibrium is directly proportional to the LST 
rate supplied to the channel to a power 1/2 and inversely proportional to the tidal prism to 
a power 3/2. This means that, for the same magnitude of LST, a lower inlet flow will 
produce a longer spit at equilibrium than that produced by a stronger flow.

As an example of how a spit may grow depending on the tidal prism, the spit length is 
plotted in Fig. 2 as a function of time for different magnitude of the prism. The following 
input values are employed: 100,000inQ  m3/year; 5h  m; 0sB  ; 100W  m; and 

1000L  m. Fig. 2 shows that during the initial stage under a weak inlet flow, spit growth 
is not depending on the tidal prism, but subsequently a strong channel flow develops, 
slowing down the spit growth. In cases with small tidal prisms (and/or small river 
discharge), corresponding to 0P   in Fig. 2, the spit growth close the inlet. 

2.2  Unrestricted spit growth 
Unrestricted spit growth occurs if there is nothing preventing its elongation, for example, 
at a headland or a large entrance. In such cases, the cross-sectional area of the entrance is 
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assumed to be large enough so that the inlet current velocity is causing negligible sediment 
transport, implying that 0cQ  . Thus, Eq. (1) simplifies to: 

 

   
1

s in s

d
h B x Q Q

dt W
      (13) 

 
If a spit grows without restriction in time, the entire LST is expected to fall into the 
channel and feed the spit (Kraus and Seabergh, 2002), yielding in LSTQ Q , and: 

 

   
1

s LST s

d
h B x Q Q

dt W
      (14) 

 
 

 (14) 
 

3. Sediment transport and shoreline change model 

In order to simulate spit growth, the sediment transport feeding the spit at the updrift end 
(QLST) must be calculated. A LST and shoreline change model may be employed to 
compute QLST and how it varies in time, which is then used as input data to the spit model. 
It is important that QLST is simulated at a scale compatible with the scale determining spit 
growth.  Over a longer time period (i.e., centuries), the spit growth will be governed by the 
regional shoreline evolution, making it necessary to describe processes occurring at 
associated time and space scales. In this study, data from spit elongation at Fire Island Inlet 
in the United States will be used to test the spit model, and since a record of the spit 

 
Fig. 2. Restricted spit growth for the same incoming 
longshore sediment transport rate with different tidal prism. 
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growth is available for over 150 years, a regional coastal evolution model is employed to 
calculate QLST. 

 
The regional sediment transport and shoreline change model is based on the one-line 
theory (Pelnard-Considere, 1956), employing algorithms for the numerical solution 
developed by Hanson (1987). Conservation of sediment volume together with a 
relationship for the LST rate yield the fundamental equations to solve for obtaining 
shoreline change. Employing a coordinate system where the y-axis points offshore and the 
x-axis is oriented parallel to the trend of the shoreline, the conservation of sediment 
volume is expressed as, 

1
0

( )
LST

B C

Qy
q

t D D x

  
      

  (15) 

where x = longshore coordinate; y = shoreline position; t = time; CD = depth of closure; 

BD = average berm elevation; and q = source or sink of sand. 
 
The empirically based predictive formula for the total LST rate developed by Hanson et al. 
(2006) that exhibits sensitivity towards grain size and includes other currents than wave-
generated ones was used, 
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where d = water depth; Cg = wave group celerity; b = subscript denoting breaking wave 

conditions; K1, K2 = empirical coefficients (treated as calibration parameters); p = porosity 

of sand; sw = fall velocity; exV = external surf-zone average longshore current velocity 

generated by tide or/and wind; A = shape parameter in equilibrium beach profile equation; 
 = breaker index;  = transport coefficient expressing efficiency of the waves keeping 

sand grains in suspension, which can be estimated through physical parameters as (Bayram 

et al., 2007), 54.0 9.0 10b

s p

H

w T


 
    

 
 

; pT = peak wave period; and 0 = angle of 

breaking waves to the local shoreline orientation given by, 

 0 arctanb y x       (17) 

The effect of a regional shoreline shape may be included in Eq. (17), assuming that the 
local shoreline evolves with respect to the regional shoreline (Larson et al., 2002), yielding 
a new expression for 0  according to, 

 0 arctanbr b y x         (18) 



10 
 

where  arctanbr ry x     and yr denotes the regional shoreline shape, which is taken to 

be constant over the time period studied. 

 

4. Inlet reservoir model 

Tidal inlets located along the coastline act as sinks for the LST (FitzGerald et al., 2000). 
As previously stated, the capability of an inlet to trap sand depends on how close the 
morphological units (e.g., ebb shoal complex and flood shoal) are to their equilibrium 
volumes (Kraus, 2000), which are functions of the tidal prism and the erosion and 
deposition processes in vicinity of the inlet. Thus, inlet development can produce a 
decrease in the LST rate on the downdrift side, reducing the LST towards a spit located 
further downdrift. In order represent sediment storage and transfer at inlets, the inlet 
reservoir model by Kraus (2000) as implemented by Larson et al. (2006) was employed in 
the present study. 
 
Larson et al. (2006) refined the inlet reservoir model by Kraus (2000, 2002) through the 
introduction of the flood shoal and associated coupling coefficients, which analytically 
describe the transfer of sediment between the morphological units. The inlet morphology is 
schematically divided into distinct morphological units including the ebb shoal, bypassing 
bars, attachment bars, and flood shoal. Each morphological unit is assumed to have a 
certain equilibrium volume for fixed hydrodynamic and sediment conditions. Sediment is 
assumed to be transferred through a specific unit at a rate proportional to the ratio between 
actual and equilibrium volumes. 
 
Assuming that LSTQ  is transported towards the inlet, sediment bypasses the inlet through 

the ebb shoal complex at a rate bQ , to be further transported alongshore downdrift the 
inlet, (Larson et al., 2006), 

 1a b e
b LST

aq bq eq

V V V
Q Q

V V V
         (19) 

where aV , bV
 

and eV
 

= volume of attachment bar, bypassing bar, and ebb shoal, 

respectively, at any given time, with the corresponding equilibrium volumes aqV , bqV
 
and 

eqV , estimated based on the tidal prism (Walton and Adams, 1976); and   and   = 

coupling coefficients defined as follows, 

e f

eq fq

V V

V V






, 

1

2
e eq

e eq f fq

V V

V V V V





 
  (20) 

where fV , fqV
 
= volume of flood shoal at any given time and at equilibrium, respectively. 

The coefficient  specifies the portion of the incoming transport (QLST) that goes directly to 
the ebb shoal (1- ends up in the channel) and  the portion of the transport deposited in 
the channel that is eventually transported to the ebb shoal (1- goes to the flood shoal) (for 
details, see Larson et al., 2006). 
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5. Validation of the model - examples of the model application  

The calculated results of spit elongation were compared with measured data at Long Island 
coast, New York, and at the Badreveln spit, Sweden. For the Long Island coast, the 
shoreline change model combined with the inlet reservoir model were used to represent the 
input data of LST for the spit growth model. For the Badreveln spit, estimated data on the 
LST from the existing literature were used as input data to an analytical solution of the 
model. 

5.1  Study site and model setup for Long Island coast 

Fire Island Inlet is one of several inlets along the south Long Island (LI) coast, New York 
(Fig. 3). It is located on the western side of a 130-km long stretch of the Atlantic coast that 
extends west of Mountauk Point, which is at the eastern most tip of LI.  Fire Island inlet 
has existed continuously since the early 1700’s (Smith et al., 1999), and from 1825 to 
1940, the inlet migrated approximately 8 km to the west (USACE, 1999) (see Fig. 4). The 
migration of the inlet was temporarily halted by the construction of a jetty on the eastern 
side of the inlet in 1939 that was given a length of 1,525 m (USACE, 1999). However, this 
jetty did not provide a stable navigation channel, although it was successful in preventing 
inlet movement for more than a decade (Psuty et al., 2005). Fire Island Inlet is the major 
entrance to the Great South Bay, which has an estimated tidal prism of between 52106 and 
62106 m3, according to different sources (Jarrett 1976). 

 

 

 

Fig. 3. Study site and locations of the inlets on the south Long Island coast, New 
York. 
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On the south coast of Long Island there are two other tidal inlets that lie between Montauk 
Point and Fire Island Inlet, namely Shinnecock and Moriches Inlets. Shinnecock Inlet was 
formed during a hurricane on the 21st of September 1938, whereas Moriches Inlet was 
opened during a major storm on the 4th of March 1931 (Smith et al., 1999). These tidal 
inlets together with the Westhampton groin field between Shinnecock and Moriches Inlets 
have been major sinks for the LST along the south coast of Long Island east of Fire Island 
inlet (Rosati et al., 1999). Inlet formation and migration at Fire Island Inlet has been 
influenced by the stabilization of Moriches Inlet as well as Shinnecock Inlet (USACE, 
1999). These two inlets were therefore included in the modeling of the spit growth at Fire 
Island Inlet by using the inlet reservoir model. Measurements of inlet cross-sectional areas 
at Shinnecock and Moriches Inlets were performed at several occasions between 1931 and 
1998, which included the closure and subsequent opening of Moriches Inlet in the 1950’s. 
The recorded areas were used to calculate the equilibrium volumes of the ebb shoal 
complexes, from which the equilibrium volumes of the individual morphological units at 
the inlets could be estimated (Larson et al., 2002). The equilibrium volumes of the flood 
shoals were set to 4106 m3 for both inlets (Larson et al., 2006). 

 
The simulation area for the shoreline change model extended from Montauk Point to Fire 
Island Inlet, including Moriches Inlet and Shinnecock Inlet. The lateral model boundaries 
were placed at two stable shoreline locations, identified from historical shoreline 
measurements, one west of Montauk Point and the other east of Fire Island Inlet. The 
calibration parameter values in the empirical predictive formula for the LST rate were 
taken to be the same as in a previous modeling effort (Hoan et al., 2010), with 1 0.15K   

and 2 0.04K  . Following Larson et al. (2002), the depth of closure was set to 8 m and the 

representative median grain size to 0.3 mm. The regional shoreline shape was determined 

 

Fig. 4. Historical shoreline and spit growth at Fire Island inlet, New York (after Kana, 
1995; Kraus and Seabergh, 2002; and satellite image in 2010). 
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from spatial filtering of the shoreline measured in 1870 when no inlets existed along the 
modeled stretch using a window length of 7 km (Larson et al., 2002). 
 
The Fire Island Inlet is classified as a barrier overlap inlet (Kraus et al., 2003), indicating 
that the LST is large and mostly from the prevailing updrift direction, with a tidal flow 
sufficiently strong to maintain the inlet (Escoffier, 1977). The LST coming from the east is 
expected to feed the Fire Island barrier, while the LST coming from the west supplies the 
area west of Fire Island Inlet (Fig. 5). Thus, on the western side, the boundary condition 
for the shoreline change model could be set up as no sediment entering the simulation 
domain from the west side of Fire Island inlet, and LST from the east was used as input for 
the spit growth model of the Fire Island barrier.  

 

 
In order to employ Eqs. (8)-(10) to describe spit growth, the geometrical parameters of the 
spit must be specified. Based on available maps, Cedar Island to the west of Fire Island 
Inlet, which follows the regional shoreline trend of Fire Island, can be regarded as a stable 
point with respect to the Fire Island barrier elongation. Thus, the Fire Island barrier can be 
modeled as a spit where growth is restricted by an obstacle. The distance from the initial 
position to the Cedar Beach along the lengthening regional shoreline trend obtained from 
the Fire Island shoreline in 1825 (Kana, 1995) is about L = 10500 m. Furthermore, the 
average width of the Fire Island barrier is taken to be 500 m (W ). Based on the measured 
topography reported by Smith et al. (1999), the depth of the entrance from the initial 
position to the Cedar Beach was taken as linearly decreasing from 8.5 m to 2.5 m. Tidal 
prism was specified to be 52106 m3 (Jarrett, 1976) with a semi-diurnal oscillation of about 
12 hours tidal period (Psuty et al., 2005). The empirical coefficients,   and kC , were set 

to 1.0 and 0.9, respectively, whereas the Manning coefficient m  was given a value of 
0.025 (Kraus, 1998). 

 
Fig. 5. Pathway of longshore sediment transport at the Fire 
Island inlet, New york, based on the description of Escoffier 
(1977) and Kraus et al. (2003) for a barrier overlap inlet. 
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Hindcast wave data (a 20-years time series with waves at an interval of 3 hours from 1976 
to 1995) from three WIS Stations along the coast were used as input data for the shoreline 
change model. The spatial step in the model was set at 100 m, and the input wave 
parameters were linearly interpolated alongshore based on the three stations corresponding 
to this spatial interval. The time step was set at 3 hours, coinciding with the interval of the 
measured wave data. 
 
The jetty construction on the east side of the Fire Island inlet began in June 1939 and was 
completed in April 1941 (Bonisteel et al., 2004). The jetty intercepted the westward LST 
and stopped the migration of Fire Island, but by the mid-1950’s it had become impounded 
and sand began bypassing around the tip of the jetty (Kraus et al., 2003; Bonisteel et al., 
2004). This indicates that the jetty was successful to block most of the westward LST 
transport during the period from 1939 to the mid-1950’s. Thus, a boundary condition of no 
sediment supply for barrier elongation was employed in the model during this period. 
 
Dredged sand volumes were also included in the model. In order to maintain the 
navigational channel at Fire Island Inlet, approximately 300,000 m3/yr of sand was 
dredged from 1954 to 1994 (USACE, 1999; Smith et al., 1999). However, the dredging 
work was carried out along the length of some kilometers of the navigational channel 
where it is expected to include the deposited sediment coming from both sides of the 
channel (see Fig. 5). Roughly half of the dredged sand volume is assumed to come from 
the east and the other half to come from the west. Thus, in the present study, the dredged 
sand volume at a rate of 150,000 m3/yr was modeled as a sink in Eq. (1). 
 
The 15 groins comprising the Westhampton groin field were constructed in three phases, 
from March 1965 to October 1966, from 1969 to 1970, and in 1998 (Rosati et al., 1999). 
These groins were included in the shoreline change model at the proper times and the 
lengths and locations of the groins were specified based on available data. 

5.2  Study site and model setup for the Badreveln spit, Sweden 

The Badreveln spit is formed in the northeast part of the Falsterbo Peninsula in southern 
Sweden (Fig. 6). The spit started to develop in the early 1860’s after the Skanör habor was 
constructed (Blomgren and Hanson, 2000), and extended northward from the harbor into 
an open area in the southwest corner of the Baltic Sea (see Fig. 6). Therefore, the 
Badreveln spit elongation may be modeled as an unrestricted spit growth, and it was 
selected as a suitable location for validating the spit growth model. 
 
In order to employ the shoreline change model to represent the LST rate that feeds the spit, 
initial shoreline positions, offshore wave properties, and other boundary conditions must 
be specified. However, these necessary data are not available at the study site. As a 
simplification, the analytical solution to Eq. (14) was applied under the assumption that the 
sediment transport rate feeding the spit is constant (linear growth): 

 
LST

s

Q
x t

h B W



   (21) 
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The input LST rate was estimated from information in existing studies. Hanson and Larson 
(1993) applied the numerical shoreline change model GENESIS to estimated the potential 
sediment transport rates along the south and west coast of the Falsterbo Peninsula. Along 
the Falsterbo bay coast, the average net transport rate was calculated to be 61,000 m3/year, 
directed westward, and along the west coast, the average net transport rate was calculated 
to be 35,000 m3/year, directed northward (see Fig. 6). The sediment transport along the 
west coast is expected to be partly blocked by Skanör harbor to build the south Skanör 
beach, and the remaining part is bypassed around the Skanör harbor to feed the Badreveln 
spit and the north Skanör beach. An average sediment transport rate feeding the spit was 
estimated to about 10,000 m3/year. Based on the measured data, the depth of closure and 
the berm elevation were estimated to be 4 m and 1 m, respectively. An average width of 
the spit was determined based from satellite images to be 70 m. Measured data of spit 
elongation at several occasions from 1860 to 1994 (see Fig. 7) were used to compare with 
the analytical solution. 

 

 

 

Fig. 6. Study site and calculated net sediment transport rates at the Falsterbo 
Peninsula in the south-west Baltic Sea (Blomgren and Hanson, 2000). 
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6. Results and discussion 

The main objective of the present study is to develop a mathematical model for spit growth 
and validate it towards data mainly on the elongation of the Fire Island barrier. In order to 
provide input data on LST rates to the spit model, a regional shoreline evolution model 
was employed for the stretch between Montauk Point and Fire Island Inlet, including 
Shinnecock Inlet and Moriches Inlet. The model for the regional evolution consisted of a 
modified one-line model combined with the inlet reservoir model (Hoan et al., 2010), 
yielding the LST rates and information on the wave conditions needed as input at each 
time step to calculate spit growth. 

 
The models were run for a period between 1825 and 2010 to reproduce the barrier 
elongation at Fire Island Inlet. Simulation results were compared with measured data 
reported by Kana (1995) and Kraus and Seabergh (2002), and the data based on satellite 
image in 2010 (see Fig. 8). The measured position of the Fire Island barrier in 1825 was 
used as the initial condition in the model. Overall, the calculated barrier elongation agreed 
well with the measured data, although some underestimation is observed between 1933 
and 1962. These differences may be caused by lack of detailed data on dredging as well as 
modifications to structures during this period. Also, the actual wave conditions were not 
known and the simulations were performed through the repetitive use of the 20-year 
hindcasted time series of waves. 
 
According to the present simulation results, the Fire Island barrier has approximately 
reached an equilibrium state regarding its westward extension, which is partly confirmed 
by the data. However, several factors have not been taken into account in the spit model, 
such as bottom friction effects of the long inlet channel, sediment supply from the western 
side (Cedar Island), and protective structures on the western side of the inlet. These factors 

 
Fig. 7. The elongation of the Badreveln spit since 1860 
(Blomgren and Hanson, 2000). 
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may significantly impact the equilibrium state of the barrier spit and the inlet cross-
sectional area.   

 

 
 
The simulated net transport rate together with derived transport data reported by Rosati et 
al. (1999) are plotted in Fig. 9. The simulated annual net longshore transport rates were in 
good agreement with the analyzed data, except at Montauk Point where the rate was 
underestimated. The data from Rosati et al. (1999), for Montauk Point, included several 
important sinks and sources not described in the model, such as offshore losses due to sea 
level rise (75,000 m3/yr), beach fill placement (between 0 and 170,000 m3/yr), and bluff 
erosion (between 30,000 and 200,000 m3/yr). These sources will affect the net transport 
rates and cause a difference between the modeled and analyzed results at Montauk Point. 
 
The net annual LST rate shows an increasing trend from Montauk Point to Fire Island 
Inlet. Since the tidal inlets act as sinks to the LST when they evolve towards their 
equilibrium states, the net transport rate decreases significantly across the inlets. The 
average annual net LST rate obtained in this study is about 108,000 m3/yr. This value is 
close to the estimated rate reported by Williams et al. (1998) being about 110,000 m3/yr. 
The average annual net LST rate at the eastern side of Fire Island Inlet obtained in this 
study is 220,000 m3/yr. This value is close to the estimated net LST rate reported by Rosati 

 
Fig. 8. Comparison between modeled and measured barrier 
elongation at the Fire Island inlet, New York. 
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et al. (1999) being in the range of 160,000 to 230,000 m3/yr. The fraction of the net LST 
rate falling into the channel and feeding the spit, estimated from the Eq. (2), is about 
165,000 m3/yr (75% of net LST rate). The remaining portion of the net LST (25%) is 
transferred to the ebb shoal complex and/or lost into deep water. 
 

 
 
The westward elongation of the Fire Island barrier was halted by the jetty from 1939 to the 
mid-1950’s, after which the jetty became impounded and sand began bypassing around the 
tip of the jetty (Kraus et al., 2003; Bonisteel et al., 2004). Then, according to measured 
shorelines at Fire Island Inlet (Kana, 1995; Kraus and Seabergh, 2002), the Fire Island 
barrier was almost stable until 1996. This period is in close agreement with the period of 
dredging to maintain channel navigation at Fire Island Inlet reported by Smith et al. (1999) 
and USACE (1999). From 1954 to 1994 a sand volume of about 300,000 m3/yr was 
dredged from the channel. However, as discussed above, the dredging work was carried 
out along the navigational channel where the deposited sediment is expected to come from 
both sides of the inlet. In this study, half of the dredged sand volume is assumed to come 
from the westward LST and thus, a dredging sand volume of 150,000 m3/yr was employed 
in the model as a sink. This amount of dredging is close to the net LST feeding the spit. 
This indicates that the dredging at the inlet is the main reason for the stable period 
experienced at present for the Fire Island barrier. 
 
For the Badreveln spit, comparison between the analytical solution and measured data of 
the spit elongation is plotted in Fig. 10. The analytical solution employed the estimated 
incoming net LST at a rate of 10,000 m3/yr. Overall, the analytical solution is in good 
agreement with the measured data. 

 

 

Fig. 9. Comparison between calculated annual net sediment transport rate 
and estimated data from measurements at Long Island coast, New York. 
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7. Conclusions 
 

A mathematical spit model was introduced for simulating elongation of a restricted or 
unrestricted spit growth supplied by sediment coming from LST, under the assumptions 
that spit elongation is in the same direction as the regional shoreline trend, the spit width is 
constant, and contours of the spit move in parallel. The model requires estimates of the 
regional shoreline trend and maximum spatial length in which the spit elongates. Inputs for 
the model are the LST rate together with the breaking wave height at the incoming 
boundary of the spit. In this study, the ratio between maximum depth at the inlet and depth 
of active LST, estimated from the breaking wave height at a tip of the spit, is the main 
parameter governing the portion of the LST rate feeding the spit. The remaining portion of 
the LST rate is directly transferred to the ebb shoal complex and subsequently bypassed 
downdrift and/or lost into deep water. For an unrestricted spit growth, the required input of 
LST for an analytical solution may be the estimated net LST rate. For a restricted spit 
growth, tidal prism and/or river discharge are required to calculate sediment transport 
going out from the channel. In addition, other sinks or sources, such as sand removed by 
dredging or sand supplied by beach fills, are included in the model. 
 
The model was successfully applied to simulate the barrier elongation at Fire Island inlet, 
New York. The model calculations were compared with measurements of the barrier 
elongation from 1825 to 2010 and the average annual net LST reported in previous studies.  
The model result of barrier elongation was in good agreement with the measured data. The 
calculated annual net LST rates reproduced reported data well, showing an increase in 

 
Fig. 10. Comparison between the analytical solution 
and measured data on spit elongation at the 
Badreveln spit, Sweden. 
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transport rate going west from Montauk Point. The average annual net LST at the eastern 
side of Fire Island inlet obtained in this study is about 220,000 m3/yr, of which 165,000 
m3/yr (75% of the entire net LST) is estimated to feed the spit growth. The remaining 
portion (about 25% of entire net LST) is directly bypassed through the ebb shoal complex. 
The calculated results show that the dredging is the main reason for stable period of the 
spit from 1954 to 1994. 
 
An analytical solution to the spit model for unrestricted growth was validated through 
measurements at Badreveln spit, Sweden, with an estimated incoming net LST rate of 
about 10,000 m3/yr. The analytical solution yielded predictions in good agreement with the 
measured data. 
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Direct Formula to Compute Wave Height and Angle
at Incipient Breaking
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Abstract: The purpose of this technical note is to present a new formula to compute the incipient breaking wave properties based on a
simplified solution of the wave energy flux conservation equation combined with Snell’s law. The execution time and calculated results of
the new formula were compared with those of the iterative method which is commonly used in coastal engineering calculations, including
in shoreline response modeling. The new formula could be used instead of the iterative method to save calculation time for application in
coastal engineering.
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Introduction

Computationally efficient algorithms to determine the wave prop-
erties at incipient breaking from knowledge of the wave condi-
tions in the offshore, often taken to be deep water, are required in
most coastal evolution models �Kraus and Harikai 1983; Hanson
1989�. The longshore sediment transport, which is the main
mechanism for moving the material and causing coastline
changes, is typically estimated based on the wave conditions at
the break point. In coastal evolution models with a strong cou-
pling between the waves and the coastline changes, calculations
of the wave properties at the break point are made for every grid
cell and every time step, implying that any reduction in compu-
tational time to obtain these properties causes significant decrease
in the overall needed computer simulation time. Since long-term
simulations of coastal evolution are becoming more common in
engineering applications �Larson et al. 2002�, reduction in com-
puter simulation time is necessary.

The calculations of the wave properties at incipient breaking in
coastal evolution models are made by employing the conservation
of wave energy flux from an offshore location, where the wave

conditions are known, to the break point combined with Snell’s
law for wave refraction. Substituting Snell’s law into the energy
flux conservation equation yields an equation that must be solved
using some iterative numerical technique, for example, the
Newton-Rhapson method. Thus, if a simplified, direct method can
be developed to compute the wave properties at the break point,
the simulation time can be greatly decreased.

In the following, a direct accurate formula is developed to
compute the wave properties at incipient breaking based on a
simplified solution of the wave energy flux conservation equation
combined with Snell’s law. A fourth-order polynomial equation is
derived to correct the solution to the linearized equation. How-
ever, before the new formula is presented, the governing equa-
tions are first reviewed and a solution is presented for the
linearized case that often yields quite accurate results. Finally,
some computational tests are made with the new formula and
compared to the results from solving the governing equations
with an iterative technique showing the accuracy of the new for-
mula and the savings in execution time for applications in a typi-
cal shoreline evolution model.

Governing Equations and Solution after
Linearization

Assuming input wave conditions in deep water, the wave proper-
ties at incipient breaking are obtained by simultaneously solving
the energy flux conservation equation and Snell’s law, both equa-
tions taken from deep water to the break point. The two equations
are written as

Ho
2Cgo cos �o = Hb

2Cgb cos �b �1�

sin �o

Co
=

sin �b

Cb
�2�

where H=wave height; Cg=group speed; �=wave angle; C
=phase speed; and subscripts o and b=deep water and the break
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point, respectively. The two equations are coupled and may be
solved through an iterative procedure. Introducing expressions for
the various wave quantities valid for deep and shallow water and
substituting the unknown angle from Snell’s law into the energy
flux conservation equation give the following equation to solve
with the water depth at breaking as the unknown:

� hb

Lo
	5/2

cos
arcsin��2� sin �o�hb

Lo
	� = �Ho

Lo
	2 cos �o

�b
22�2�

�3�

where hb=water depth; Lo=deepwater wavelength; and �b

=breaker depth ratio �Hb=�bhb�. Eq. �3� assumes that the long-
wave theory is applicable at the break point, that is, Cb=Cgb

=�ghb. This approximation is typically made in shoreline evolu-
tion models, although it may introduce some errors for steep
waves.

This equation shows that hb /Lo �or equivalently hb /Ho� is a
function only of Ho /Lo and �o �if the input wave conditions are
not in deep water, hm /Lo will appear as another variable in the
solution, where hm is the water depth at which the wave properties
are known�. Once hb is obtained, Hb and �b may be calculated
directly from the definition of the breaker depth ratio and Snell’s
law, respectively. Fig. 1 illustrates the variation of hb /Ho with
Ho /Lo and �o �solid lines�, where the governing equations were
solved using the Newton-Rhapson method.

If the wave angle at incipient breaking is small �cos �b1.0�,
which is typically a good approximation, hb can be calculated
directly from

hb

Lo
= 
�Ho

Lo
	2 cos �o

�b
22�2�

�2/5

�4�

Fig. 1 also includes solutions after this linearization �broken
lines�, indicating that the error introduced by this solution is mar-
ginal for a wide range of values on Ho /Lo and �o �calculations
showed that the error is less than 10% for all angles and steep-
nesses investigated�. The wave angle at the break point is calcu-
lated from Snell’s law

�b = arcsin��2� sin �o�hb

Lo
	 �5�

The solution to the linearized equation �Eq. �4�� has previously
been derived by several writers �e.g., Walton et al. 1982; Larson
et al. 2002�, but it is not commonly used in coastal evolution
models.

New Formula for Wave Properties at Incipient
Breaking

Although Eq. �4� tends to be a good approximation in general,
larger deviations between the exact solution and the solution for
the linearized equation may occur if the input wave conditions are
not in deep water. Also, because the longshore sediment transport
is quite sensitive to small changes in the breaking wave angle,
accurate estimates of this angle are needed.

The equations to solve for the case of wave input at an arbi-
trary water depth �denoted by the subscript m� are

Hm
2 Cgm cos �m = Hb

2Cgb cos �b �6�

sin �m

Cm
=

sin �b

Cb
�7�

Assuming shallow-water wave theory at the break point and com-
bining Eqs. �6� and �7� give

Hm
2 Cgm cos �m = �b

2hb
2�ghb cos
arcsin�sin �m

Cb

Cm
	� �8�

Introducing �=ghb /Cm
2 and manipulating Eq. �8� give the follow-

ing result:

�5/2� Cm

�gHm
	4 Cm

Cgm

�b
2

cos �m
cos�arcsin�sin �m

���� = 1 �9�

Introducing a parameter � defined as

� = � Cm

�gHm
	4 Cm

Cgm
�b

2 �10�

into Eq. �9� and using a trigonometric relationship implies that
this equation can be rewritten as

�5/2 �

cos �m

�1 − sin2 �m� = 1 �11�

If the breaking wave angle is assumed small, the square root term
approaches 1 and the solution to Eq. �11� simplifies to

�a = � cos �m

�
	2/5

�12�

where subscript a denotes that it is an approximate solution cor-
responding to the linearized case �compare with Eq. �4��.

Employing Eq. �12� allows us to express Eq. �11� into the
following form:

� �

�a
	5/2�1 − �

�

�a
= 1 �13�

where

Fig. 1. Normalized depth at breaking as a function of wave steepness
and angle in deep water �exact and approximate solutions�
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� =
sin2 �m�cos �m�2/5

�2/5 = sin2 �m�a �14�

Thus, Eq. �13� can be solved in terms of 	=� /�a for different
values on �. If the relationship between 	 and � can be approxi-
mated with an empirical function, Eq. �12� can be used to com-
pute �a and this value can then be corrected based on 	 �predicted
from �, which may be directly computed from input data�. Fig. 2
illustrates the exact solution to Eq. �13�, plotting 	 as a function
of � �solid line�. The same figure shows a least-squares approxi-
mation by a fourth-order polynomial �broken line�, which more or
less falls on top of the exact solution. The polynomial is given by

	a = 1.0 + 0.1649� + 0.5948�2 − 1.6787�3 + 2.8573�4,

0 � � � 0.5 �15�

where subscript a denotes an approximate solution, as before. To
further illustrate how well Eq. �15� fits the exact solution, the
absolute difference between 	 and 	a, normalized with 	 is also
plotted in the figure. The deviation from the exact value is typi-
cally below 0.1% when Eq. �15� is employed. The range of � for
which the polynomial equation was fitted should cover the input
wave conditions of interest in most cases.

Evaluation of the New Formula

The new formula was evaluated by comparing the calculation
speed and difference in calculated results between the new for-
mula and the iterative method �the latter method from Hanson and
Kraus �1989��. Two computing procedures, one based on the new
formula �hereafter called the new procedure� and the other based
on the iterative method �hereafter called the iterative procedure�,
were developed and then called by a coastal evolution model.
Varying values of deepwater wave properties, including To, Ho,
and �o, were employed as input data for the model to test speed
and accuracy of the new procedure �see Table 1�.

Because the new procedure executes only one loop �direct cal-
culation�, calculation speed of this procedure for varying input
wave data are not significantly different. In contrast, calculation
speed of the interactive procedure depends on input deepwater
wave properties and the critical value �
c� of the iterative tech-
nique �used to define the accuracy of the iterative procedure�. To
examine the relationship between calculation speeds and the input
data, the input wave properties were divided into three groups in

which each group employed two constant properties and the re-
maining property was varied as follows: Group I where T0 and H0

were held constant and �o was varied; Group II where T0 and �o

were held constant and H0 was varied; and Group III where H0

and �o were held constant and T0 was varied �see Table 1�. The
critical value was used as a threshold to stop the computing pro-
cess when the absolute difference between the calculated breaking
wave heights, at the previous step and the present step, was less
than �
c�. Thus, accuracy of the calculated breaking wave prop-
erties is partly controlled by the values of �
c�. In general coastal
engineering calculation, the degree of accuracy in calculated
wave height is in the order of centimeters �10−2 m�. Thus, in this
study, �
c� was taken to be 10−2.

The relative difference in calculation speed between the two
methods was estimated through a ratio of calculation time of the
new procedure �Tn� to those of the iterative procedure �Ti� �see
Fig. 3�. Fig. 3 shows that there is no clear trend in calculation
speed among the groups. The relative difference in speed is in a
range of 0.22 to 0.57; the average value is about 0.38. This shows
that calculation time of the new formula is greatly decreased in
comparison with those of the iterative method, reducing the cal-
culation time about 40–80%.

An average relative difference in calculated breaking wave
properties between the two methods was estimated through the
following formula:

Fig. 2. Correction factor for normalized depth at breaking as a func-
tion of a nondimensional parameter that depends on input wave con-
ditions �exact and approximate solutions�

Table 1. Input Deepwater Wave Properties for Testing of Procedures to
Compute Wave Properties at Incipient Breaking

Number
T0

�s�
H0

�m�
�0

�deg�

Group I 1 9.0 3.0 80.0
2 9.0 3.0 60.0
3 9.0 3.0 40.0
4 9.0 3.0 20.0
5 9.0 3.0 0.0

Group II 6 6.0 2.5 40.0
7 6.0 2.0 40.0
8 6.0 1.5 40.0
9 6.0 1.0 40.0

10 6.0 0.5 40.0
Group III 11 9.0 2.0 40.0

12 8.0 2.0 40.0
13 6.0 2.0 40.0
14 5.0 2.0 40.0
15 4.0 2.0 40.0

Fig. 3. Comparison of calculation speeds between the new and itera-
tive procedures
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ER�%� =
1

K�
k=1

K
�Vkn − Vki�

Vki
� 100

where K=total number of the tested cases and Vkn and Vki

=values of each wave property calculated by the new formula and
the iterative method, respectively �the subscripts “n” and “i” de-
note the new formula and the iterative method, respectively�. The
average relative difference and maximum absolute difference of
hb, Hb, Cgb, and �b are correspondingly 0.96, 0.82, 0.46, and
0.43%, and 0.04 m, 0.03 m, 0.04 m/s, and 0.28°, respectively �see
Fig. 4�. These values show that the differences in calculated
breaking wave properties between the two methods are negligible.

Concluding Remarks

The new method involves the following calculation procedure,
assuming that the wave input at an arbitrary water depth is
known:
• Compute �a from Eq. �12� using � obtained from Eq. �10�

�input wave conditions employed�;
• Correct the computed �a by computing �=	�a with 	 given by

Eq. �15�. In many cases, this correction will be small; and
• Compute the depth at breaking �and wave height� from the

definition of �=ghb /Cm
2 and the angle at breaking from �b

=arcsin�sin �m
���.

The calculation time of the new formula is significantly de-
creased, about 40–80%, in comparison with those of the iterative
method. Relative differences in calculated results between the two
methods are negligible, about 0.4–1.0%. Therefore, the new for-

mula is recommended to be used instead of the iterative method
to calculate properties at incipient wave breaking in coastal evo-
lution models.
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A two-dimensional numerical model of nearshore waves, currents, and sediment transport was developed.
The multi-directional random wave transformation model formulated by Mase [Mase, H., 2001. Multi-
directional random wave transformation model based on energy balance equation. Coastal Engineering
Journal 43(4), 317-337.] based on an energy balance equation was employed with an improved description of
the energy dissipation due to breaking. In order to describe surface roller effects on the momentum
transport, an energy balance equation for the roller was included following Dally and Brown [Dally, W.R.,
Brown, C.A., 1995. A modeling investigation of the breaking wave roller with application to cross-shore
currents. Journal of Geophysical Research 100(C12), 24873-24883.]. Nearshore currents and mean water
elevation were modeled using the continuity equation together with the depth-averaged momentum
equations. Sediment transport rates in the offshore and surf zone were computed using the sediment
transport formulation proposed by Camenen and Larson [Camenen, B., Larson, M., 2005. A general formula
for non-cohesive bed load sediment transport. Estuarine, Coastal and Shelf Science 63, 249-260.; Camenen,
B., Larson, M., 2007. A unified sediment transport formulation for coastal inlet application. Technical report
ERDC/CHL CR-07-1, US Army Engineer Research and Development Center, Vicksburg, MS.; Camenen, B.,
Larson, M., 2008. A general formula for non-cohesive suspended sediment transport. Journal of Coastal
Research 24(3), 615-627.] together with the advection–diffusion equation, whereas the swash zone transport
rate was obtained from the formulas derived by Larson and Wamsley [Larson, M., Wamsley, T.V., 2007. A
formula for longshore sediment transport in the swash. Proceedings Coastal Sediments '07, ASCE, New
Orleans, pp. 1924–1937.]. Three high-quality data sets from the LSTF experimental facility at the Coastal and
Hydraulics Laboratory in Vicksburg, USA, were used to evaluate the predictive capability of the model. Good
agreement between computations and measurements was obtained with regard to the cross-shore variation
in waves, currents, mean water elevation, and sediment transport in the nearshore and swash zone. The
present model will form the basis for predicting morphological evolution in the nearshore due to waves and
currents with special focus on coastal structures.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Accurate predictions of waves, nearshore currents, and sediment
transport play a key role in solving coastal engineering problems,
especially those related to beach morphological evolution. Waves and
currents mobilize and transport sediment, and gradients in the
transport cause deposition or erosion of sediment, affecting the local
topography. Gradients in transport rate may occur naturally or be
induced by man-made structures and activities such as groins,
seawalls, detached breakwaters, dredging, and beach nourishment.
In order to predict the beach morphological evolution for the purpose
of engineering analysis and design, a robust model of nearshore
waves, currents, and sediment transport is required.

There have been a number of studies on numerical modeling of
nearshore waves, currents, and sediment transport (a brief review of
relevant previous work is described in the next section). However,
hydrodynamic and sediment transport processes are highly complex
in the nearshore and swash zone, and presently there is no general
model that yields robust and reliable predictions to be used in
engineering studies for a wide range of conditions. Furthermore, the
lack of high-quality and synchronized experimental datamakesmodel
validation difficult.

The overall objective of this studywas to develop a robust and reliable
numerical model of nearshore waves, currents, and sediment transport
which can be applied in coastal engineering projects. First, the present
paper discusses modifications of a multi-directional random wave
transformation model (EBED), which was originally developed by Mase
(2001), to improve thepredictive capability ofwave properties in the surf
zone. Then, a model for nearshore currents due to randomwaves in the
nearshore zone is developed. In order tomake thismodel applicable for a
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varietyof conditions including complexalongshorebathymetry, a general
depth-averaged two-dimensionalmodel of the nearshore currents due to
breaking waves and tides was formulated, although in this paper the
focus is on thewave-induced currents. The two-dimensional creation and
evolution of the surface roller in connection with wave breaking is
modeled based on a period-averaged energy balance, as proposed by
Dally and Osiecki (1994), Dally and Brown (1995), and Larson and Kraus
(2002). Finally, a model to calculate the sediment transport in the
nearshore zone, including the surf and swash zones, is developed based
on the transport formulationbyCamenenand Larson (2005, 2007, 2008),
Larson and Wamsley (2007), and the advection–diffusion equation. The
present model will subsequently form the basis for calculating beach
topography change due to waves and currents.

The paper is structured as follows: Section 2 provides a brief
review of previous work relevant to the present model development.
In Section 3 the model description is given, including the four sub-
models: (1) the wave model; (2) the surface roller model; (3) the
nearshore wave-induced current model; and (4) the sediment
transport model. Section 4 briefly describes the data sets employed
from the Large-Scale Sediment Transport Facility (LSTF) basin of the
Coastal and Hydraulics Laboratory (CHL), U.S. Army Engineer Research
andDevelopment Center (ERDC), in Vicksburg, United States. Section 5
summarizes the results of detailed model comparison with these data
sets. Section 6 encompasses a discussion on various modeling results
pertaining to the wave energy dissipation, surface roller and lateral
mixing effects, bottom roughness height, suspended transport
obtained by advection–diffusion equation, and sediment transport in
swash zone. Finally, the conclusions are given in Section 7.

2. Review of relevant previous work

Waves in coastal areas display random characteristics; thus, random
wave models are needed to properly assess the wave environment.
Random wave transformation models can be classified into (i) phase-
resolving models, and (ii) phase-averaging models. The first type of
model, for example the ones based on the Boussinesq equations, is
expressed through the conservation equations of mass and momentum
(Madsen and Warren, 1984, Madsen et al., 1991, 1997; Nwogu, 1993).
These models describe the main physical processes in the coastal area
(e.g., shoaling, diffraction, refraction, and dissipation) at the intra-wave
scale. Thus, they require fine resolution in space and time and, therefore,
their applications are often only suitable for small coastal areas and
short-term simulations. On the other hand, phase-averaging models,
commonly based on the energy balance equation, describe slowly
varyingwavequantities (for example,waveamplitude andwave energy)
on the scale of awavelength. Thus, they can be applied for the prediction
of multi-directional random wave transformation over large coastal
areas. Originally, the non-stationarywavemodelsWAM (WAMDI group,
1988) and SWAN (Booij et al., 1996) were based on phase-averaged
equations including source terms. However, diffractionwas not included
in these models. Then, several attempts have been made in order to
include diffraction effects in the phase-averaging wave model. For
example, diffraction effects were included into the characteristic
velocities through the wave number containing the second derivative
of wave amplitude with respect to the spatial coordinates (Booij et al.,
1997; Rivero et al.,1997;Holthuijsen et al., 2003). Although thesemodels
can be applied in the coastal zone containing structures, the numerical
schemes seem to be unstable, especially for the discontinuities and
singularities occurring (see Holthuijsen et al., 2003).

Mase (2001) developed a randomwave transformationmodel called
EBED in which diffraction effect was included. The diffraction termwas
derived from a parabolic approximation of the wave equation. The
numerical scheme is stable and the model can be applied for complex
coastal areas with structures. In the present study, the EBEDmodel was
employed to calculate wave transformation after modifications to more
accurately predict the wave conditions in the surf zone. Although,

structures were not included in the investigated data of this study, the
long-term objective is to model the hydrodynamics and morphological
evolution in the vicinity of structures. Therefore, it is necessary to
employ a wave model that includes diffraction.

There have been a number of numerical models for wave-driven
currents after the concept of radiation stresswas introduced by Longuet-
Higgins and Stewart (1964). Early simulations of longshore current
induced by regularwaves, for a simple plan formbeach, were carried out
by Bowen (1969), Longuet-Higgins (1970), and Thornton (1970). The
disadvantage of these semi-analytic models is the occurrence of an
abrupt change in longshore current at the break point. By introducing an
eddy viscosity term (i.e., lateral mixing) in the momentum equation for
the longshore current, the physically unrealistic current distribution at
the breaker-line was eliminated. Since the early models, significant
progress has been made concerning nearshore currents generated by
randomwaves. The pioneeringwork of Battjes (1972) illustrated that the
longshore current generated by random waves is smooth in the surf
zone, even though the lateral mixing term is not included. Thornton and
Guza (1986) presented amodel for the longshore current based on their
randomwavebreakingmodel (Thornton andGuza,1983).VanDongeren
et al. (1994, 2003), andVanDongeren and Svendsen (2000) developed a
quasi-3D nearshore hydrodynamic model named SHORECIRC, which is
capable of describing several phenomena such as the edge waves, surf
beats, infragravity waves, and longshore current. Kraus and Larson
(1991), Larson and Kraus (2002) developed the NMLong model for
computing the longshore current focusingonbarred beaches.Militello et
al. (2004) developed the M2D model for simulating the nearshore
current due to tide, waves, wind, and rivers. Recently, Goda (2006)
examined the influence of several factors on the longshore currentunder
random waves. He demonstrated that significant differences in wave
height and longshore velocity resulted depending on the employed
random wave breaking model. Thus, selecting a wave model that can
accurately simulate surf-zone conditions is important when computing
wave-induced nearshore currents.

Much research has demonstrated that the surface roller plays an
important role in generating nearshore currents. The roller was initially
investigated in the laboratory by Duncan (1981) and first applied
theoretically by Svendsen (1984a,b) to improve the modeling of wave
setup and undertow in the surf zone. Then, the roller model, including
the roller energy gradients in the energy flux balance based on the roller
theory of Svendsen (1984a,b), was employed inmany studies related to
wave-induced currents (e.g. Nairn et al.,1990;Deigaard et al.,1991; Stive
and De Vriend, 1994; Lippmann et al., 1996; Reniers and Battjes, 1997;
Ruessink et al., 2001). Van Dongeren et al. (2003) extended the roller
energy flux balance equation derived by Nairn et al. (1990), and they
obtained calculations of longshore current that were in good agreement
with the data from the DELILAH field experiment. Based on the depth-
integrated and period-averaged energy balance equation, Dally and
Osiecki (1994), andDallyandBrown (1995)developed a rollermodel for
the evolution of the roller itself. Larson and Kraus (2002) applied this
model in NMLong to improve longshore current simulations. In the
energy balance equation, the energy dissipation per unit area after Dally
et al. (1985) was used instead of the gradient in the depth-integrated
time-averaged wave-induced energy flux in the x-direction. In general,
the roller energy flux is only considered in the cross-shore direction in
the balance equation. In the present study, the approaches by Dally and
Brown (1995) and Larson and Kraus (2002) were followed, and the
energy flux term in alongshore direction was included in the energy
balance equation for the evolution of the roller itself.

Calculating sediment transport in the nearshore zone is a challenge
because of the complexity of the hydrodynamics and the variety of
governing phenomena. There are a number of nearshore sediment
transport formulas that have been developed through the years for
different types of applications in coastal engineering. For example,
several formulas were examined and evaluated by Bayram et al.
(2001), and Camenen and Larroude (2003). However, these formulas

1085P.T. Nam et al. / Coastal Engineering 56 (2009) 1084–1096



have typically described a specific set of physical processes and been
validated with limited data. Recently, Camenen and Larson (2005,
2007, 2008) developed a unified sediment transport formulation,
which has been validated for a large set data on longshore and cross-
shore sediment transport from the laboratory and field. Performance
of the new sediment transport formulation was compared to several
popular existing formulas, and the new formulation yielded the
overall best predictions among investigated formulations, and there-
fore, it was employed in this study.

The mechanics of sediment transport in the swash zone have
received less attention than the surf zone. However, the swash zone
is important for the sediment exchange between land and sea, which
in turn affects both the sub-aerial and sub-aquaeous evolution of the
beach. The limited number of studies, as well as lack of measure-
ment data on net transport in the swash, has made it difficult to
formulate mathematical models based on a detailed understanding
of the governing physics. In spite of these difficulties, significant
progress has been made in the last decade concerning the
hydrodynamics and sediment transport conditions in the swash
zone (see Elfrink and Baldock, 2002; Larson et al., 2004; Larson and
Wamsley, 2007). In this study, the formulas of hydrodynamics and
sediment transport rates in swash zone of Larson and Wamsley
(2007) were employed. The obtained sediment transport rate at the
still-water shoreline was used as boundary condition for computing
the suspended load in the inner surf zone, which was derived from
the advection–diffusion equation.

3. Model description

3.1. Wave model

3.1.1. The random wave model EBED
Mase (2001) developed a multi-directional random wave trans-

formation model based on the energy balance equation with energy
dissipation and diffraction terms (EBED). The governing equation, for
steady state, is expressed as follows,

∂ðvxSÞ
∂x +

∂ðvySÞ
∂y +

∂ðvθSÞ
∂θ =

κ
2ω

ðCCg cos
2 θSyÞy−

1
2
CCg cos

2 θSyy

� �
−εbS

ð1Þ

where S is the angular-frequency spectrum density, (x, y) are the
horizontal coordinates, θ is the angle measured counterclockwise
from the x axis, ω is the frequency, C is the phase speed, and Cg the
group speed, (vx,vy,vθ) are the propagation velocities given by,

ðvx; vy; vθÞ = Cg cos θ;Cg sin θ;
Cg

C
sin θ

∂C
∂x− cos θ

∂C
∂y

� �� �
ð2Þ

The first term on the right-hand side is added in the balance equation
in order to represent the diffraction effects, and κ is a free parameter
that can be optimized to change the influence of the diffraction effects.
The second term represents the wave energy dissipation due to wave
breaking, and εb is the energy dissipation coefficient. The output from
thewave transformationmodel includes threemainwave parameters:
significant wave height Hs, significant wave period Ts, and mean wave
direction θ̄.

3.1.2. The modified-EBED model
The original EBED model is stable and can be applied to the

complex beach topography of coastal zones containing structures.
However, the obtained output from themodel often overestimates the
wave parameters in the surf zone compared to measurements. The
overestimation is due mainly to the algorithm describing wave energy
dissipation caused by wave breaking. In the EBED model, the energy
dissipation coefficient was determined by the Takayama et al. (1991)

model. The calculation of this coefficient is rather complex and the
coefficient does not easily lend itself to calibration.

In this study, a new approach for calculating the energy dissipation
term, which was based on the Dally et al. (1985)model, was employed
for improving the predictive capability of the wave model. The model
is referred to as the Modified-EBED model in this paper hereafter.
Thus, a modified energy balance equation is proposed as follows,

∂ðvxSÞ
∂x +

∂ðvySÞ
∂y +

∂ðvθSÞ
∂θ =

κ
2ω

ðCCg cos
2 θSyÞy−

1
2
CCg cos

2 θSyy

� �

−K
h
CgðS−SstabÞ

ð3Þ

where h is the still-water depth, K is dimensionless decay coefficient,
Sstab is the stable wave spectrum density, which is determined based
upon the stablewave heightHstab (=Γh), with Γ being a dimensionless
empirical coefficient.

Assuming that the spectrum density S and the stable spectrum
density Sstab are functions of Hs

2 and Hstab
2 , respectively, the dissipation

term in Eq. (3) can be rewritten as,

Ddiss =
K
h
CgS 1− Γh

Hs

� �2� �
: ð4Þ

In the Dally et al. (1985) model, the recommended values for Γ and
K were 0.4 and 0.15, respectively. Goda (2006) used his formula in
1975 for determining the decay coefficient, K=3(0.3+2.4 s)/8,
where s is the bottom slope. In the Modified-EBED model, in order
to obtain a good description of wave conditions in the surf zone for the
LSTF data, the coefficients were modified according to:

Γ = 0:45; K =
3
8
ð0:3−19:2sÞ : sb0

Γ = 0:45 + 1:5s; K =
3
8
ð0:3−0:5sÞ : s≥0

:

8>><
>>: ð5Þ

Thewave radiation-driven stresses were determined by the output
from the wave model,

Sxx =
E
2
½2nð1 + cos2 θÞ−1� ð6Þ

Syy =
E
2
½2nð1 + sin2 θÞ−1� ð7Þ

Sxy = Syx =
E
2
n sin 2θ ð8Þ

where E=ρgHrms
2 /8 is the wave energy per unit area, and n=Cg/C is

the wave index.

3.2. Surface roller model

The wave energy balance equation for the surface roller in two
dimensions is expressed as (Dally and Brown, 1995; Larson and Kraus,
2002),

PD +
∂
∂x

1
2
MC2

r cos
2 θ

� �
+

∂
∂y

1
2
MC2

r sin
2 θ

� �
= gβDM ð9Þ

where PD is the wave energy dissipation (=KCgρg(Hrms
2 −(Γh))2)/

(8h)), M is the wave-period-averaged mass flux, Cr is the roller speed
(≈C), and βD is the roller dissipation coefficient.

The stresses due to the rollers are determined as follows:

Rxx = MCr cos
2 θ ð10Þ
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Ryy = MCr sin
2 θ ð11Þ

Rxy = Ryx = MCr sin 2θ: ð12Þ

3.3. Nearshore current model

The governing equations for the nearshore currents are written as
(Militello et al., 2004),

∂ðh + ηÞ
∂t +

∂qx
∂x +

∂qy
∂y = 0 ð13Þ

∂qx
∂t +

∂uqx
∂x +

∂vqx
∂y + gðh + ηÞ ∂η∂x =

∂
∂xDx

∂qx
∂x +

∂
∂yDy

∂qx
∂y

+ fqy−τbx + τSx

ð14Þ

∂qy
∂t +

∂uqy
∂x +

∂vqy
∂y + gðh + ηÞ∂η∂y =

∂
∂xDx

∂qy
∂x +

∂
∂yDy

∂qy
∂y

−fqx−τby + τSy

ð15Þ

where η is the water elevation, qx,qy is the flow per unit width parallel
to the x and y axis, respectively, u,v is the depth-averaged velocity in x
and y direction, respectively, g is the acceleration due to gravity, Dx,Dy

are the eddy viscosity coefficients, f is the Coriolis parameter, τbx,τby
are the bottom stresses, and τSx,τSy are the wave stresses (the latter
variables are all in the x and y directions, respectively).

The depth-averaged horizontal eddy viscosity coefficient can be
calculated as a function of the total water depth, current speed, and
bottom roughness according to Falconer (1980),

D0 = 1:154gðh + ηÞ jU j
C2
z

ð16Þ

where Cz is the Chezy roughness coefficient.
In the surf zone, the eddy viscosity is simulated as a function of the

wave properties,

D1 = εL ð17Þ

where εL represent the lateral mixing below the trough level. Kraus
and Larson (1991) expressed this term as,

εL = ΛumHrms ð18Þ

in which Hrms is the root-mean-square wave height, Λ is an empirical
coefficient, and um is the wave orbital velocity at the bottom.

In the transition zone, the eddy viscosity is calculated as,

D2 = ð1−αÞD0 + αD1 ð19Þ

where α is weighting parameter (=(Hrms/(h+η))3, see Militello et al.,
2004).

The bottom stresses under combined current and waves are
determined from Nishimura (1988),

τbx = Cb Uwc +
ω2

b

Uwc
cos2 θ

 !
u +

ω2
b

Uwc
cos θ sin θ

 !
v

" #
ð20Þ

τby = Cb Uwc +
ω2

b

Uwc
sin2 θ

 !
v +

ω2
b

Uwc
cos θ sin θ

 !
u

" #
ð21Þ

in which Cb is the bottom friction coefficient, Uwc, andωb are given by,

Uwc =
1
2
f ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ju2 + v2 + ω2
b + 2ðu cosθ + v sinθÞωb j

q

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ju2 + v2 + ω2

b−2ðu cosθ + v sinθÞωb j
q g

ð22Þ

ωb =
σHrms

π sinh½kðh + ηÞ� ð23Þ

where σ is the wave frequency, and k the wave number.
Thewave stresses are derived from thewave transformationmodel

and the surface roller model. They are expressed by the following
formulas:

τSx = − 1
ρw

∂
∂x ðSxx + RxxÞ +

∂
∂y ðSxy + RxyÞ

� �
ð24Þ

τSy = − 1
ρw

∂
∂x ðSxy + RxyÞ +

∂
∂y ðSyy + RyyÞ

� �
: ð25Þ

3.4. Sediment transport

3.4.1. Swash zone
Larson and Wamsley (2007) developed the formula for the net

transport rates in the cross-shore and longshore direction, respec-
tively, as,

qbc;net = Kc
tanϕm

tan2ϕm−ðdh=dxÞ2
u3
0

g
dh
dx

− tanβe

� �
t0
T

ð26Þ

qbl;net = Kl
tanϕm

tan2ϕm−ðdh=dxÞ2
u2
0v0
g

t0
T

ð27Þ

where qbc,net, qbl,net are the net transport in the cross-shore and
longshore direction, respectively, Kc and Kl are empirical coefficients,
ϕm the friction angle for a moving grain (≈30°), βe the foreshore
equilibrium slope, u0,v0 and t0 the scaling velocities and time,
respectively, and T the swash duration (assumed that T is equal to
the incident wave period). The swash zone hydrodynamics without
friction, which were derived based on the ballistic theory, were
employed in the model (for details see Larson and Wamsley, 2007).

3.4.2. Nearshore zone (offshore and surf zone)
Camenen and Larson (2005, 2007, 2008) developed a general

transport formulation for bed load and suspended load under
combined waves and current. It is referred as the Lund-CIRP formula
in this paper hereafter. It can be used for both sinusoidal and
asymmetric waves. To simplify calculations, the waves are assumed to
be sinusoidal, having no asymmetry. Thus, the contribution to the
transporting velocity from waves is negligible, implying that only the
current moves thematerial. In such case, the bed load transport can be
expressed as,

qbcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs−1Þgd350

q = ac
ffiffiffiffiffi
θc

p
θcw;m exp −bc

θcr
θcw

� �
ð28Þ

where the transport qbc is obtained in the direction of the current, the
transport normal to the current is zero, s is the relative density
between sediment and water, d50 is the median grain size, ac and bc
are empirical coefficients, θcw,m and θcw are the mean and maximum
Shields parameters due to wave and current interaction, respectively,
θcr is the critical Shields parameter, and θc is the Shields parameter due
to current.
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The suspended load is calculated based on the assumption of an
exponential concentration profile and a constant velocity over the
water column,

qs = UccR
ε
ws

1− exp −wsd
ε

� �� �
ð29Þ

where Uc is current velocity, cR is the reference concentration at the
bottom,ws is the sediment fall speed, ε is the sediment diffusivity, and
d is the total depth (=h+η).

The bed reference concentration is obtained from,

cR = AcRθcw;m exp −4:5
θcr
θcw

� �
ð30Þ

where the coefficient AcR is written as,

AcR = 3:510−3 expð−0:3d4Þ ð31Þ

with d4 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs−1Þg = υ23

q
d50 being the dimensionless grain size and υ

is the kinematic viscosity of water.
The sediment fall speed is determined from Soulsby (1997) as:

ws =
υ
d50

10:362 + 1:049d34
	 
1=2−10:36
� �

: ð32Þ

The sediment diffusivity is related to the energy dissipation as
(Battjes, 1975; Camenen and Larson, 2008),

ε =
k3bDb + k3cDc + k3wDw

ρ

 !1=3

d ð33Þ

where the energy dissipation from wave breaking (Db) and from
bottom friction due to current (Dc) and waves (Dw) were simply
added, and kb, kc and kw are coefficients (see Camenen and Larson,
2008).

Alternatively, the suspended load can be obtained by solving the
advection–diffusion equation. The advection–diffusion equation is
obtained from the continuity of depth-averaged suspended sediment
transport as,

∂ðCdÞ
∂t +

∂ðCqxÞ
∂x +

∂ðCqyÞ
∂y =

∂
∂x Kxd

∂C
∂x

 !
+

∂
∂x Kyd

∂C
∂y

 !
+ P−D

ð34Þ

where C ̄ is the depth-averaged sediment concentration, Kx and Ky are
the sediment diffusion coefficient in x and y direction, respectively, P
is the sediment pick-up rate, and D is the sediment deposition rate.

The sediment diffusion coefficient can be calculated by Elder
(1959) as,

Kx = Ky = 5:93u4cd ð35Þ

where u⁎c is shear velocity from the current only.
The sediment pick-up and deposition rates, respectively, are

obtained as,

P = cRws ð36Þ

D =
C
βd

ws ð37Þ

where βd is a coefficient calculated based on Camenen and Larson
(2008); see also Militello et al., 2006),

βd =
ε

wsd
1− exp −wsd

ε

� �� �
: ð38Þ

The suspended transport rates in the x and y directions can be
calculated from Eq. (34) as:

qsx = Cqx−Kxd
∂C
∂x ð39Þ

qsy = Cqy−Kyd
∂C
∂y : ð40Þ

The sediment transport rate is often large near the shoreline
because of swash uprush and backwash processes. For example, the
measurements from LSTF showed a peak in the sediment transport
rate close to the shoreline that was larger than in the inner surf zone.
The computed sediment transport rates obtained from currently
available formulas often tend to decrease too rapidly from the swash
zone towards the offshore. Thus, the interaction between the swash
zone and the inner part of the surf zone is not well described.
Therefore, the calculations of sediment transport may not agree with
measurements in this region, unless some modifications are
introduced.

In the present study, we use the sediment transport at the still-
water shoreline obtained from swash zone computations as the
boundary value for computing suspended load in the surf zone using
the advection–diffusion equation. Furthermore, the pick-up and
deposition rates described in the Eqs. (36) and (37), respectively,
were also modified as follows,

P̃ = P 1 + ϑ
V
v0

exp −μ
d
R

� �" #
ð41Þ

D̃ =
D

1 + ϑ V
v0
exp −μ d

R

� �h i ð42Þ

where ϑ and μ are free non-negative coefficients, V̄ ̄ is the mean
velocity across the profile, R is the runup height. The velocity V̄ ̄ is
determined as the average longshore current across the surf zone, v0 is
obtained from swash zone computation, and R is calculated by the
Hunt (1959) formula.

The total load, given by the bed load from the Lund-CIRP formula
and the suspended load calculated by the advection–diffusion
equation with the above modifications, is referred to as AD-Lund-
CIRP hereafter. The above modifications increase the suspended
sediment load near the shoreline. The empirical parameter values
introduced are related to the magnitude of longshore current, scaling
velocity, water depth, and runup height. Although the modifications
are somewhat ad hoc, themodel produces more reasonable computed
sediment fluxes in agreement with the investigated measured data.

4. Large-Scale Sediment Transport Facility (LSTF) data

Five series of movable bed physical model experiments were
carried out in the LSTF basin (see Hamilton and Ebersole, 2001; Wang
et al., 2002) at the Coastal and Hydraulics Laboratory of the U.S. Army
Engineer Research and Development Center in Vicksburg, Mississippi
by Gravens and Wang (2007), and Gravens et al. (2006). The first
series of experiments, referred to as “Base Cases”, including four runs
of approximately 160min each on a natural beach (without structure),
were aimed at generating high-quality data sets for testing and
validation of sand transport formulas due to waves and currents. The
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four remaining series of experiments were designed to generate data
sets for testing and validation of the development of tombolos in the
lee of nearshore detached breakwaters and T-head groins. Spilling
breaking waves were generated by four wave generators. The beach
consisted of very well-sorted fine quartz sandwith amedian grain size
of 0.15 mm. The longshore current generated by the obliquely incident
waves was circulated with twenty turbine pumps through twenty
flow channels at the updrift and downdrift ends of the basin.

In this study, the Base Cases were used for validation of the model.
In Base Case 1 (BC-1) the longshore current was induced by random
waves and circulated by the turbine pumps. Base Case 2 (BC-2)
encompassed the wave-induced current and an external longshore
current which was generated by recirculating two times the wave-
generated longshore flux of water. In Base Case 3 (BC-3) the wave
generators were not operated so it was not used for testing the
numerical model. Similar to BC-2, the external longshore current was
also imposed across the model beach in Base Case 4 (BC-4) by
recirculating 1.5 times the wave-generated longshore flux of water.
The wave height, wave period, and wave setup were measured by
thirteen capacitance gauges. However, the wave sensor at ADV10 did
not work so themeasured data onwave conditions at this locationwas
not available. The data on nearshore current were collected and
measured by ten Acoustic Doppler Velocimeters (ADVs). Tenwave and
current sensors were collocated at ten cross-shore locations and
synchronized in time for each of the eleven cross-shore sections.
These locations are presented in Table 1. The remaining wave sensors,
Gauge#11, Gauge#12 and Gauge#13, were located at three alongshore
positions, 18.43 m seaward from the still-water shoreline, to measure
wave conditions outside the toe of the movable beach (see Fig. 1).
Twenty-one gravity-feed sediment traps located at the downdrift end
of the movable bed model beach, in which two traps were located in
the swash zone, were used to measure the magnitude and cross-shore
distribution of sand transport. Beach profiles at the interval between

0.25 and 4 m were measured by rod and acoustic survey techniques
after each model run.

5. Model simulation results

The computational grid for the LSTF beach was generated based on
interpolation of measured beach profile data from profile Y34 to
profile Y14 (see Fig. 1). The grid size was 0.2×0.2 m, and the
measurements at Gauge#11, Gauge#12, and Gauge#13 were used as
offshore wave conditions. The detailed information of the wave
conditions at these points for cases BC-1, BC-2, and BC-4 are presented
in Table 2. A TMA spectrum was assumed at the offshore boundary
with the parameter values γ=3.3, σa=0.07, σb=0.09, and Smax=25.
Values for the decay and stable coefficients were determined from
Eq. (5). Because the beach topography of the Base Cases is fairly
uniform in the alongshore direction, the variation in alongshore
significant wave height and longshore current was relative small.
Therefore, the comparisons between calculation and measurement in
this paper were only made at the profile Y24 (center profile).

Fig. 2 shows the comparison between calculated and measured
significant wave height for case BC-1. The dashed line is the calculated
significant wave height obtained by the original EBED model, which
overestimated the wave height in the surf zone compared to the
measured data. By employing the new method for calculating wave
energy dissipation due to breaking, the Modified-EBED model
produced improved results. The calculated significant wave height
agreed well with the measured data at all measurement locations. The
root-mean-square (rms) error of the significant wave height obtained
by Modified-EBED model was only 3.6%, whereas it was 13.0% for the
EBED model.

The output from the Modified-EBED model, such as significant
wave height, wave direction, and wave period, as well as wave-driven
stresses, were employed to calculate the nearshore currents. The

Table 1.
Measurement locations for LSTF Base Cases.

Measured locations ADV1 ADV2 ADV3 ADV4 ADV5 ADV6 ADV7 ADV8 ADV9 ADV10

Distance to shoreline (m) 1.125 2.725 4.125 5.73 7.125 8.525 10.125 11.625 13.125 15.625

Fig. 1. Configuration of LSTF basin (Gravens and Wang, 2007).
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Chezy coefficient was specified to be 40, the coefficient for lateral
mixing Λ=0.5, the roller dissipation coefficient βD=0.1, and the time
step 0.02 s. The water fluxes on the upstream boundary were given
based on measured data on longshore current at profile Y34. The
downstream boundary was treated as an open boundary.

Fig. 3 illustrates the measurement data and computations of the
wave-induced longshore current with and without roller. The roller
effects did not only cause a shift in the longshore current towards the
shoreline but also increased the maximum current in the surf zone.
Although there were differences between measured and calculated
longshore current with the roller at ADV3 and ADV4, the tendency
after including the roller is to improve the agreement with measured
data in the surf zone. The rms errors of the calculated longshore
current with and without roller were 27.2% and 29.8%, respectively.

The comparison of calculated and measured wave setup is
presented in Fig. 4. Both calculations of wave setup with and without
roller agree well with the measurements. The setup without roller
yielded slightly better agreement with the measurements compared
to the setup with roller. Although the rms error of wave setup with
roller (32.5%) was higher than without roller (24.3%), the difference
between the computations was relatively small.

In order to calculate the scaling velocities, the runup height and
wave angle prior to runup are needed. The runup height was
determined by the Hunt (1959) formula. The wave angle prior to
runup was given by the wave angle at the cell next to the shoreline
from the Modified-EBED model output. The foreshore equilibrium
slope was determined based on the observed topographical data. The
values of Kc and Kl were both set to 0.0008, following Larson and
Wamsley (2007).

The computed longshore sediment flux in the swash zone is
presented by the dashed line in Fig. 5. There were only two
measurement points in the swash zone, but the calculated longshore
sediment flux is in good agreement with the measured data.

The output from the Modified-EBED model and the nearshore
wave-induced currents with roller were used to determine the Shields
parameters due to waves and currents. The kinematic viscosity of
water υ was set to 1.36×10−6 m2/s, and the density of water and
sediment was given as 1000 kg/m3 and 2650 kg/m3, respectively. The
critical Shields parameter was determined by the Soulsby and
Whitehouse formula (see Soulsby, 1997). The coefficient values in
the bedload transport formula ac and bc were given as 12 and 4.5,
respectively (see Camenen and Larson, 2005). In the suspended load
formula, a value of kb=0.017 was employed and kc and kw were
calculated based on the Schmidt number (see Camenen and Larson,
2008). The coefficient values ϑ=9.3 and μ=2.4 were employed for
calculating the pick-up and deposition rates. In addition, the total load
formula of Watanabe (1987) with a transport coefficient equal to 1.0
was employed to compare with the Lund-CIRP and AD-Lund-CIRP.

The computations of the longshore sediment flux in the nearshore
are presented in Fig. 5. There was only a slight difference in the
longshore sediment flux between the Lund-CIRP and Watanabe
formulas, and these calculations agree fairly well with the measured
data in the offshore and outer surf zone. However, there is a significant
difference between measurements and computations near the shore-
line for these two formulas. Using AD-Lund-CIRP overcomes this
discrepancy. Based on the calculations of longshore sediment flux in
the swash zone and the modifications of pick-up and deposition rates
in the advection–diffusion equation, the computed longshore sedi-
ment flux in the inner part of the surf zone also agrees with the
measurements. The rms error of longshore sediment flux obtained by
AD-Lund-CIRP for both swash zone and nearshore zone was 33.2%,
better than those by Lund-CIRP (49.1%) and by Watanabe (49.6%).

The computations of waves, nearshore current, and sediment
transport for BC-2 and BC-4 were carried out in the same manner as
for BC-1. The coefficient values used for BC-1 were kept the same in
the simulations for BC-2 and BC-4.

The significant wave height, longshore current, wave setup, and
longshore sediment flux for BC-2 were presented in Figs. 6–9,
respectively. As for BC-1, the wave predictions by the Modified-EBED
model were better than those by the EBED model agreeing well with
the measured data. The longshore current and wave setup were also
well predicted (including roller effects). Although the overall shape of
cross-shore distribution of the longshore current was in good
agreement with the data, the magnitude of the current at ADV3 and
ADV4 was overestimated. Sediment transport rate in the swash zone
agreedwellwith themeasureddata. Thedifference between longshore
sediment flux obtained by Lund-CIRP and Watanabe was more
pronounced in the surf zone than for BC-1, especially between 0.2 m
and 5.6 m seaward of the still-water shoreline. However, computations

Table 2
Offshore wave conditions for LSTF Base Cases.

Data sets Gauges Hmo (m) Tp (s) Θ (°)

BC-1 #11 0.220 1.444 6.5
#12 0.225 1.468 6.5
#13 0.228 1.465 6.5

BC-2 #11 0.213 1.439 6.5
#12 0.226 1.469 6.5
#13 0.228 1.460 6.5

BC-4 #11 0.216 1.447 6.5
#12 0.221 1.472 6.5
#13 0.222 1.460 6.5

Fig. 2. Computed and measured significant wave height for LSTF BC-1.
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with both Lund-CIRP and Watanabe showed the same tendency of
decreasing sediment flux towards the shoreline as for BC-1. Calculation
with AD-Lund-CIRP, including the swash zone computation, produced
reasonable sediment fluxes from the swash zone to the offshore.

Computational results and comparisonwithmeasurements for BC-4
regarding significant wave height, longshore current, wave setup, and
longshore sedimentfluxwere presented in Figs.10–13, respectively. The
significant wave height obtained by Modified-EBED agreed well with
themeasureddata, except at ADV3andADV4, and the nearshore current
model produced satisfactory predictions of the longshore current.
However, in this run, the measured wave setup at ADV1, ADV2, ADV3,

and ADV4 were too small compared to the calculated results, especially
at ADV3 and ADV4wherewave setdownwas observed. Themeanwater
elevation should normally increase in the surf zone for a monotonically
increasing profile, similar towhatwas observed in BC-1 and BC-2, so the
datamay contain some errors at these gauges. FromADV5 to ADV10, the
calculated wave setup agrees well with the measured data. The
computed longshore sediment fluxes were not as good as for BC-1 and
BC-2. It was difficult to obtain good agreement between calculated and
measured sediment flux in the inner surf zone near the shoreline, but
AD-Lund-CIRP gave the best predictions of the longshore sediment flux
compared to the Lund-CIRP and Watanabe formulas.

Fig. 3. Computed and measured longshore current for LSTF BC-1.

Fig. 4. Computed and measured wave setup for LSTF BC-1.

Fig. 5. Computed and measured longshore sediment flux for LSTF BC-1.
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A quantitative assessment of the predictive capacity of the model
was performed based on the rms error. Table 3 summarizes in detail
the rms errors between computations and measurements for
significant wave height obtained by the Modified-EBED and EBED
model, and for the longshore current and wave setup with and
without roller. Table 4 presents the quantitative assessment of the
longshore sediment transport calculations in both the nearshore and
the swash zone. The assessment showed that the developed model
can produce reasonable computational results for the investigated
data sets.

6. Discussion

In the neashore zone, energy dissipation due to wave breaking is
an important process to describe in the wave model. The Takayama
approach used in the original EBED model often caused an over-
estimation of thewave heights in the surf zone. Thus, themodification
of the energy dissipation calculations in the EBED model following
Dally et al. (1985) implied a significant improvement in computing
waves in the surf zone. However, appropriate values on the decay and
stable coefficients should be given. The coefficient values determined

Fig. 6. Computed and measured significant wave height for LSTF BC-2.

Fig. 7. Computed and measured longshore current for LSTF BC-2.

Fig. 8. Computed and measured wave setup for LSTF BC-2.
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from Eq. (5) produced good results for the Base Cases, but this
equation needs to be validated with other laboratory and field data to
ensure its general applicability.

Surface roller effects are necessary to include when calculating
nearshore currents generated by waves. It is not only the peak of the
longshore current that shifts towards the shoreline, but also the
magnitude of the longshore current in the surf zone increases. The
roller effects on the nearshore currents were in agreement with
previously published works. By using the 2D surface roller model,
energy conservation was expressed in a better manner than with the
1Dmodel. Because the bathymetry of the LSTF basin for the Base Cases
was fairly uniform, the roller energy flux alongshore in Eq. (9) was

very small and could be neglected. However, this term should be
included in calculations for the areas with complex bathymetry in
order to obtain more accurate wave-induce currents.

Lateral mixing makes the cross-shore variation in the wave-
induced longshore current smoother, and for monochromatic waves
this phenomenon is needed to avoid a discontinuity at the break point.
However, in the case of random waves the lateral mixing is less
needed since gradual wave breaking across the profile occurs,
producing a smooth forcing. Reniers and Battjes (1997) found that
lateral mixing was needed to model the case of random waves
breaking over a barred profile. For such a profile shape, a major
portion of thewavesmay break on the bar and reform in the trough. In

Fig. 9. Computed and measured longshore sediment flux for LSTF BC-2.

Fig. 10. Computed and measured significant wave height for LSTF BC-4.

Fig. 11. Computed and measured longshore current for LSTF BC-4.
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model simulations, this behavior implies little forcing in the trough
and small currents here. By applying lateral mixing, this reduction in
the current velocity may be counteracted. Sensitivity tests on the
importance of the lateral mixing coefficient in the present study
showed small effects, probably because of the profile shape changing
rather gradually in the area of breaking waves.

The sediment transport typically displays great sensitivity to the
roughness. Using the total roughness, including the grain-related
roughness, form-drag roughness, and sediment-related roughness will
produce shear stresses that may be used to calculate the sediment
transport rateswith someconfidence.However, the formula of sediment-
related roughness,which is given byWilson (1989), is of the implicit type
(for details, see Militello et al., 2006, pp. 18–20). Therefore, an iterative
approach is required for solving the non-linear equation describing this
roughness. In thepresent calculations, theNewton–Rhapsonmethodwas
used for solving this equation yielding rapid convergence.

Calculating the suspended load using the advection–diffusion
equation produces a smoother sediment transport rate distribution
than the Lund-CIRP formula. Moreover, it can be applied to situations

where suspended sediment concentration changes in time and space at
a high rate, forexample, at rivermouths, tidal inlets, and in the vicinityof
structures. Another advantage of the advection–diffusion equation is
that the model uses the sediment transport rate at shoreline from the
swash-zone calculations as the boundary condition for computing the
suspended sediment transport in the inner surf zone.

The swash uprush and backwash occur rapidly and frequently in
the swash zone, which may induce increased transport rates in the
inner surf zone. If the pick-up and deposition rates were not modified
(ϑ=0), the distribution of the longshore sediment transport rate
would drop at a high rate seaward of the still-water shoreline, and
then be similar to the calculationwith the Lund-CIRP formula. Thus, it
would not agree well with the investigated measured data near the
shoreline. The calibration of the coefficients ϑ and μwas made for BC-
1 using a range of values. The sensitivity to these coefficients is shown
in Fig. 14. Based on the calibrated values for ϑ and μ, we calculated the
longshore sediment flux for BC-2 and BC-4. The calibration showed
that ϑ=9.3 and μ=2.4 were the most suitable values. Nevertheless,
the modification of the formulas introduced and the optimal
coefficient values should be validated with further data to improve
the accuracy calculation of sediment transport not only for laboratory
but also for field conditions.

Fig. 12. Computed and measured wave setup for LSTF BC-4.

Fig. 13. Computed and measured longshore sediment flux for LSTF BC-4.

Table 3
Root-mean-square error (%) for significant wave height, longshore current, and wave
setup.

Data
sets

Hs Hs v v η η

Modified-EBED EBED With
roller

Without
roller

With
roller

Without
roller

BC-1 3.64 12.96 27.20 29.81 32.50 24.32
BC-2 3.92 14.12 17.61 19.57 51.42 52.04
BC-4 11.47 18.53 20.76 18.47 151.31 158.29

Table 4
Root-mean-square error (%) for longshore sediment transport flux.

Data sets AD-Lund-CIRP Lund-CIRP Watanabe

BC-1 33.21 49.12 49.64
BC-2 18.34 59.23 62.72
BC-4 34.73 59.08 58.83
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7. Conclusions

A unified numerical model of nearshore waves, wave-induced
currents, and sediment transport was developed. The energy dissipa-
tion due to wave breaking in the spectral wave transformation model
EBED (Mase, 2001) was modified based upon the Dally et al. (1985)
model, producing better predictions of the wave parameters in the
surf zone. The evolution of the surface roller associated with the wave
breaking after Dally and Brown (1995) was employed and enhanced,
which improves the description of wave radiation stresses inside the
surf zone. Including the roller shifts the nearshore current towards the
shore, yielding better agreement between calculations and measure-
ments. Newly developed formulations for the sediment transport in
both swash zone and nearshore zone were applied. The modifications
of pick-up and deposition rates were effective for simulating the
sediment transport in the near shoreline.

The capability of model to predict the nearshore waves, wave-
induced current, and sediment transport, was evaluated by compar-
isonwith three high-quality data sets from the LSTF at the Coastal and
Hydraulics Laboratory. These simulations showed that the model
yields reasonable predictions for the conditions studied. Thus, the
model is expected to provide reliable input for calculating the
morphological evolution due to waves and currents.
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Abstract 
A numerical model was developed of beach morphological evolution in the vicinity of 
coastal structures. The model includes five sub-models for random wave transformation, 
surface roller development, nearshore wave-induced currents, sediment transport, and 
morphological evolution. The model was validated using high-quality data sets obtained 
during experiments with a T-head groin and a detached breakwater in the basin of the 
Large-scale Sediment Transport Facility at the Coastal and Hydraulics Laboratory in 
Vicksburg, Miss. The simulations showed that the model well reproduced the wave 
conditions, wave-induced currents, and beach morphological evolution in the vicinity of 
coastal structures. Both salient and tombolo formation behind a detached breakwater were 
simulated with good agreement compared to the measurements. 

Key words: morphodynamics, random waves, wave-induced currents, surface roller, 
sediment transport, coastal structures. 

1.   Introduction 

1.1  Background and objectives 
Numerical models of beach change are useful tools in engineering projects dealing with 
the morphological evolution of coastal areas. Thus, a number of numerical models have 
been developed through the years for application in beach erosion protection, harbor 
construction, and navy channel dredging. However, traditionally these models have 
focused on a limited set of processes characterized by certain time and space scales. For 
example, shoreline evolution models, which were the first type of models to be used in 
engineering studies, describe changes in the shoreline evolution due to gradients in the 
longshore transport. These models typically simulate shoreline evolution over decades 
with limited resolution of the response on the intra-annual scale. On the other hand, profile 
evolution models compute changes in the profile shape due to cross-shore transport only. 
Such models have traditionally been used to estimate the impact of storms, implying a 
characteristic scale for the processes on the order of days.  

Coastal structures, such as groins and detached breakwaters, are frequently utilized in 
coastal engineering projects to prevent beach erosion. Thus, understanding the 
morphological evolution in the vicinity of coastal structure is necessary to achieve an 
optimal functional design. There have been many attempts to develop and apply numerical 
models for simulating beach topography change around structures (see brief review of 
previous relevant studies in the following). However, the nearshore hydrodynamics and 
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sediment transport processes are highly complex in the vicinity of coastal structures. 
Moreover, the validation of numerical models against high-quality data sets is still limited. 
Thus, the development of models that accurately predict the morphological evolution 
around structures remains a challenge. 

The overall aim of this study is to develop a robust and reliable numerical model to 
simulate beach morphological evolution under waves and currents with the emphasis on 
the impact of coastal structures. Preferably, the model should describe the effects of both 
longshore and cross-shore sediment transport over time scales from individual storms to 
seasonal variations. In order to facilitate this, a number of sub-models were developed and 
improved, including (i) a random wave transformation model, (ii) a surface roller model, 
(iii) a nearshore wave-induced current model, (iv) a sediment transport model, and (v) a 
morphological evolution model. These sub-models were coupled together and validated 
with detailed, high-quality data from the Large-scale Sediment Transport Facility (LSTF) 
basin of the Coastal and Hydraulics Laboratory (CHL) in Vicksburg, Mississippi, United 
States. 

The paper is structured as follow: Section 1.2 presents a brief review of previous relevant 
work. In Section 2, the sub-models are reviewed, and Section 3 introduces the LSTF data. 
Section 4 describes in detail the validation of the model with the LSTF data. A discussion 
of the simulation results is presented in Section 5. Finally, the conclusions are given in 
Section 6. 

1.2  Brief review of previous relevant studies 
Numerical models for simulating coastal morphological evolution have developed quickly 
during the recent decades. Development efforts have resulted in a wide range of models at 
different scales, including 1D, 2D, 3D, and  quasi-3D models (e.g., Hanson and Larson, 
1992; de Vriend et al., 1993; Zyserman and Johnson, 2002; Lesser et al., 2004) and several 
of the models have been applied in coastal engineering projects. However, here we focus 
our review of numerical models that have been used for coastal morphological evolution in 
two dimensions with the emphasis on the response of the beach topography to coastal 
structures, such as breakwaters, jetties, and groins. 

In their pioneering work, Watanabe et al. (1986) investigated the beach evolution in 
response to a detached breakwater. The wave, current, and sediment transport fields were 
computed from which the topographic evolution was determined. Calculations showed that 
the model could rather well reproduce small-scale laboratory measurements regarding the 
wave height and nearshore wave-induced current around a detached breakwater, but the 
agreement with the measured beach evolution was mainly qualitative. 

Nicholson et al. (1997) investigated and inter-compared five numerical models for 
simulating the development of a salient and a tombolo in the lee of a detached breakwater. 
In general, the output from these models regarding the hydrodynamics and morphological 
evolution was in qualitative agreement between the models (no data were employed), but 
differences were observed. Seven factors were identified as causing the different outputs 
obtained from the five numerical models, including wave type, bed roughness, eddy 
viscosity, wave-current interaction, refraction, smoothing, and sediment transport formula. 
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Steijn et al. (1998) applied the Delft3D model to simulate the morphological change in the 
vicinity of a long dam constructed at the northern end of the Texel coast. The predictions 
by the model were in quantitative agreement with some of the observations. A scour hole 
that developed in front of the tip of the dam was rather well reproduced. Nevertheless, 
there were large differences between the observations and computations of the 
morphological evolution in other areas. 

Denot and Aelbrecht (1999) modeled the seabed evolution around a groin system. Two 
hypothetical test cases with different groin spacing and incident waves were investigated. 
The calculated wave and current fields around the groins were in good qualitative 
agreement. However, the simulated seabed evolution for both cases did not show clear 
areas of accumulation and erosion in the vicinity of the two groins, as expected. 

Roelvink et al. (1999) investigated the morphological response adjacent to harbor moles 
and groins by using a depth-averaged morphodynamic model. Different grid sizes were 
applied to evaluate differences in the scour hole development around the structures. 
However, the wave-induced current was not considered, so the longshore transport may 
not have been calculated accurately. 

Leont’yev (1999) developed a numerical model to simulate morphological changes due to 
coastal structures. Several hypothetical test cases involving groins and detached 
breakwaters were simulated. The model was also validated based on small-scale laboratory 
data and the computed result of the bed level evolution was in good agreement with the 
measurements. 

Zyserman and Johnson (2002) applied a quasi-three dimensional model of flow, sediment 
transport, and bed level evolution to simulate the beach morphological evolution in the 
vicinity of detached breakwaters. Selected results for three test cases with different 
locations and sizes of the breakwater showed that the model could produce reasonable 
results with respect to the wave, current, and sediment transport fields, although the 
calculations were not compared against measurements. However, when plotting their 
results, the resolution in the depth contours close to the shoreline was limited; for example, 
only contours deeper than -2 m was shown. Thus, the topographical change near the 
shoreline might not have been considered in detail. 

Gelfenbaum et al. (2003) simulated long-term morphological evolution for Grays Harbor 
inlet by using the Delft3D model. Filtering techniques for wave and tidal inputs were 
employed to reduce the number of wave conditions and flow simulations. Both the cases 
with and without jetties were investigated, and the model results showed quantitative 
agreement with observations, which indicated erosion in the inlet channel and accretion on 
the flood and ebb deltas. However, the simulations were only carried out for one year, 
whereas the measured topographic change was determined for an interval of thirty years. 
Thus, the comparison between the calculated and measured bed changes was not 
synchronized. Furthermore, the model was not successful in simulating the accumulation 
observed at the North Jetty. 

Johnson (2004) simulated the coastal morphological evolution in the vicinity of groins by 
using the DHI Coastal Area Morphological Modelling System (MIKE 21 CAMS). Several 
important aspects of the modeling system were investigated including the effects of the 
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sediment transport model, offshore wave height, offshore wave direction, tidal level 
variation, and groin spacing.  

Saied and Tsanis (2005) developed a morphological model that was called the Integrated 
Coastal Engineering Model (ICEM). This model was tested with some hypothetical cases 
including detached breakwaters and groin systems. The computations for the hypothetical 
test cases produced results in good qualitative agreement with the expected response. 
Furthermore, a case study in Ras El-Bar in Egypt was employed to validate the model, and 
the computed shorelines were in quite good agreement with the measurements. However, 
detailed comparisons between calculations and measurements of the hydrodynamics and 
morphological evolution in the vicinity of the groins and detached breakwaters were not 
presented.  

Johnson et al. (2005) validated the MIKE 21 CAMS model based on field data from the 
Dubai Coast. The wave transmission, overtopping, quasi-3D sediment transport, bed 
friction, and a global scale factor were manipulated to achieve reasonable calibration 
parameter values. The calculations of the bed evolution showed quite good agreement with 
the measurements. 

Zyserman et al. (2005) and Zanuttigh (2007) modeled and analyzed the morphological 
response induced by low-crested structures on the adjacent seabed. These studies focused 
on the far-field erosion in the vicinity of roundheads and gaps between structures. The 
model was investigated by application at two field sites, Pellestrina and Lido di Dante, 
where groins and low-crested breakwaters were constructed to protect against beach 
erosion. The obtained simulation results were in good qualitative agreement with the 
measurements, especially the erosion near the roundheads of the breakwaters.  

Ding et al. (2006), and Ding and Wang (2008), developed a quasi-3D morphological 
model that can be applied to coastal and estuarine morphological processes. The model 
was validated for a complex coastal area, which included detached breakwaters and a 
harbor. The calculated morphological change in the lee of the breakwaters was somewhat 
underestimated compared to the measurements. This was possibly because the sediment 
transport in the swash zone was not included in the model. 

Brøker et al. (2007) also used MIKE 21 CAMS to optimize a new layout of the main 
breakwaters for the Thorsminde Harbor entrance. The recommended layout was 
constructed in 2004. However, the validation of the model was limited. The long-term 
beach evolution in the vicinity of new layout was not modeled, but only short simulations 
for selected storm conditions were carried out. 

In summary, the development of numerical models of morphological evolution around 
coastal structures has encompassed significant improvements through the years. However, 
the morphodynamical processes are extremely complex and some are beyond our current 
state of knowledge. Furthermore, available high-quality data for validation are limited. 
Therefore, many of the previous modeling efforts neither included all relevant 
morphodynamical processes nor were validated against high-quality data from laboratories 
and field surveys. 
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2.    Model descriptions 
The model that was developed includes sub-models to calculate the nearshore waves, 
currents, sediment transport, and the morphological change. The sub-models are briefly 
described in the following (for a more detailed discussion of the wave, current, and 
sediment transport sub-module, see Nam et al., 2009; Nam and Larson, 2009 and 2010). 

 2.1  Modified-EBED model 
Multi-directional and multi-frequency random wave transformation can be modeled based 
on the energy balance equation with diffraction and energy dissipation terms (Mase, 2001; 
Nam et al. 2009; Nam and Larson, 2009 and 2010) as, 
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    (1) 

where S is the angular-frequency spectrum density, (x, y) the horizontal coordinates, θ the 
angle measured counterclockwise from the x axis, vx, vy, and v� the propagation velocities 
in their respective coordinate direction, ω the frequency, C the phase speed, and Cg the 
group speed, h the still water depth, � a free parameter that can be optimized to change 
the influence of the diffraction effects, K a dimensionless decay coefficient, and stabS the 
stable wave spectrum density, which is a function of the stable wave height stabH  � �h� � , 
with � being a dimensionless empirical coefficient. Based on Goda (2006), the 
coefficients K and � can be determined as, 
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where m is the bottom slope. 

The output from the model includes three main parameters: significant wave height, 
significant wave period, and mean wave direction. The wave-driven radiation stresses can 
be derived based on the output of the Modified-EBED model as, 

2 22 (1 cos ) 1 ; 2 (1 sin ) 1 ; sin 2
2 2 2xx yy xy yx
E E ES n S n S S n� � �� � � �� 
 � � 
 � � �� � � �           (3) 

where 2 /8w rmsE gH��  is the wave energy per unit area, with w� the water density, g the 
acceleration due to gravity, and /gn C C�  the wave index.   

 2.2  Surface roller model 
The surface roller was modeled based on the energy balance equation as (Dally and 
Brown, 1995; Larson and Kraus, 2002), 
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             (4) 

where DP  is the wave energy dissipation ( 2 2( ( ) ) /(8 )g w rmsKC g H h h�� � � ), M  the wave-

period-averaged mass flux, rC  the roller speed ( C! ), and D�  the roller dissipation 
coefficient. 

The stresses due to the roller were calculated as, 
2 2cos ; sin ; sin 2xx r yy r xy yx rR MC R MC R R MC� � �� � � �                     (5) 

 2.3  Nearshore currents model 
The nearshore currents and water elevation can be determined based on the momentum 
equations and continuity equation as (Militello et al., 2004), 
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where "  is the water elevation, ,x yq q the flow per unit width parallel to the x and y axis, 

respectively, ,u v  the depth-averaged velocity in x and y direction, respectively, ,x yD D  

the eddy viscosity coefficients, f the Coriolis parameter, bx# , by# the bottom stresses, and 

Sx# , Sy#
 

the wave stresses (the latter variables are all in the x- and y-directions, 
respectively). 

In this study, we only consider the wave-induced currents. The wave stresses were 
determined from the output of the Modified-EBED model, and from the surface roller 
model as,  
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The eddy viscosity in the offshore is determined based on the work by Falconer (1980), 
whereas the expression by Kraus and Larson (1991) is employed for the surf zone. The 
bottom stresses can be calculated from Nishimura (1998). 
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 2.4  Sediment transport model 

2.4.1. Swash zone 

The net transport rates over several swash cycles in the cross-shore and longshore direction 
can be calculated based on the formula by Larson and Wamsley (2007) as, 
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where ,bc netq , ,bl netq  are the transport in the cross-shore and longshore direction, 
respectively, cK and lK  empirical coefficients, m& the friction angle for a moving grain 
( 30deg! ), e�  the foreshore equilibrium slope, 0 0,u v and 0t the scaling velocities and 
time, respectively, and T the swash duration (T is set equal to the incident wave period). 
The swash zone hydrodynamics without friction (yields 0 0,u v and 0t ), which were derived 
based on the ballistics theory, were employed in the model (for details see Larson and 
Wamsley, 2007). 
 
2.4.2   Nearshore zone (offshore and surf zone) 
The bed load transport is determined following the work by Camenen and Larson (2005, 
2007), 
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where the transport bcq is obtained in the direction of the current (the transport normal to 
the current is zero), s the relative density between sediment and water, 50d the median 
grain size, ca  and cb empirical coefficients, ,cw m�  and  cw� the mean and maximum 
Shields parameters due to wave and current interaction, respectively, cr� the critical 
Shields parameter, and c� the Shields parameter due to current. 

The suspended load can be obtained by solving the advection-diffusion equation. The 
advection-diffusion equation is obtained from continuity in the depth-averaged suspended 
sediment transport as, 
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           (14) 

where C  is the depth-averaged sediment concentration, xK and yK the sediment diffusion 

coefficient in x and y direction, respectively, P  the sediment pick-up rate, and D  the 
sediment deposition rate (for details see Nam et al., 2009). 
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2.5   Morphological evolution model 
The morphological evolution is based on the sediment volume conservation equation, 
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      (15) 

where pn is the porosity, and ,tot xq and ,tot yq the total load in x and y directions, 
respectively. In the offshore and surf zone, the total load is the sum of bed load and 
suspended load, which are calculated based on equations (13) and (14). In the swash zone, 
it is based on the transport rates obtained from (11) and (12). 

3. LSTF data and selected test cases 
Five series of physical model experiments were undertaken in the basin of the LSTF 
(Gravens et al., 2006; Gravens and Wang, 2007; Hamilton and Ebersole, 2001; Wang et 
al., 2002). The main aim of these experiments was to obtain high-quality data sets for 
validating formulas for sediment transport, as well as investigating the beach evolution in 
the vicinity of coastal structures. The first series of experiments consisted of four runs 
approximately 160 min each that were performed on a natural beach without structures. 
The second and third series of experiments, referred to as “Test 1” and “Test 2”, were 
carried out with a detached breakwater in the basin that was located between profile Y22 
and Y26, at four meter distance from the initial still water shoreline (see Fig. 1). The 
currents in Test 1 were generated by waves only, whereas in Test 2 the currents were a 
combination of wave-induced currents and external currents. Both Test 1 and Test 2 
included eight runs approximately 190 min each. The fourth series, referred to as “Test 3”, 
included six runs 180 min each, performed on the natural beach with a T-head groin (see 
Fig. 2). The last series of experiments, referred to as “Test 4”, were conducted in the basin 
with a detached breakwater, but its length was shorter and its location was closer to the 
shoreline than those in Test 1 and Test 2.  

In all experimental runs, spilling breaking waves were generated by four wave-makers and 
the water was re-circulated by the pumping systems located up- and downstream of the 
basin. Wave gages and acoustic doppler velocimeters were co-located at ten cross-shore 
positions on the instrument bridge: 1.125 m (ADV1), 2.2 m (ADV2), 3.3 m (ADV3), 4.125 
m (ADV4), 5.73 m (ADV5), 7.125 m (ADV6), 8.525 m (ADV7), 10.125 m (ADV8), 
11.625 m (ADV9), and 13.125 m (ADV10) seaward from the initial shoreline. This bridge 
moved in the alongshore direction, thus the wave conditions and currents could be 
observed at specific cross-shore profiles. Three wave gages (#11, #12, and #13) were 
located at three alongshore positions, 18.43 m seaward of the initial shoreline, to measure 
the wave conditions seaward of the toe of the movable beach. A rod and acoustic survey 
techniques were employed to measure the beach profiles after each experimental run. The 
beach in the basin consisted of well-sorted sand with a median grain size of 0.15 mm. 

In this study, three runs from Test 3 (T3C1, T3C4, and T3C6), and three runs from Test 1 
(T1C1, T1C4, and T1C8), were selected to evaluate the predictive capability of the model 
regarding nearshore waves, wave-induced currents, and morphological evolution for the T-
head groin and detached breakwater experiment, respectively. 
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Fig. 1. Detached breakwater layout in the LSTF for Test 1 and 2 (Gravens and Wang, 2007) 

 
Fig. 2. T-head groin layout in the LSTF for Test 3 (Gravens and Wang, 2007) 

4.   Model validation against LSTF data 

4.1  Model setup 
The computational domain was covered by a rectangular grid with a cell size of 0.2 '  0.2 
m, and interpolation was employed using the measured bathymetry data from profile Y34 
to profile Y14.  

The observed data at Gauges #11, #12, and #13 were used as the offshore wave conditions. 
Detailed information on the wave conditions at these gauges for the cases with a T-head 
groin and a detached breakwater is presented in Table 1. A Texel-Marsen-Arsloe (TMA) 
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spectrum was assumed at the offshore boundary with the parameter values 
a b3.3,  0.07,  0.09( ) )� � � , and the angular spreading of the waves max 25S � . 

The decay and stable coefficients were calculated from Eq. (2), and the roller dissipation 
coefficient was set to 0.1D� � . A Manning coefficient of 0.025 was used to calculate the 
bottom friction. The measured velocities at profile Y34 and profile Y14 were employed to 
specify the influx and outflux of water at the lateral boundaries for the nearshore current 
model. At the offshore boundary, a radiation boundary condition was given following Reid 
and Bodine (1968).  

The coefficient values of cK  and lK  were both specified as 0.0008 for determining the 
net transport rates in the swash zone in the cross-shore and longshore directions, 
respectively (Nam et al., 2009), whereas the values of ca  and cb  in the bed load formula 
were selected as 12 and 4.5, respectively (Camenen and Larson, 2005). In Eq. (14), the 
value of the diffusion coefficients were set according to Elder (1959). The pick-up and 
deposition rates were calculated using the formulas of Nam et al. (2009), and the porosity 
in the mass conservation equation was set to 0.4. A time step of 60 s was selected for the 
morphological change model. 

Table 1. Offshore wave conditions

 

Structure 
types Data sets Gauges Hmo (m) Tp   (s) � 

(deg.) 
 T3C1 #11 0.218 1.447 6.5 
  #12 0.231 1.477 6.5 
  #13 0.223 1.450 6.5 

T-head T3C4 #11 0.221 1.462 6.5 
groin  #12 0.223 1.476 6.5 

  #13 0.224 1.457 6.5 
 T3C6 #11 0.220 1.459 6.5 
  #12 0.222 1.470 6.5 
  #13 0.225 1.458 6.5 
 T1C1 #11 0.219 1.442 6.5 
  #12 0.236 1.470 6.5 
  #13 0.226 1.459 6.5 

Detached  T1C4 #11 0.222 1.452 6.5 
breakwater  #12 0.232 1.472 6.5 

  #13 0.225 1.464 6.5 
 T1C8 #11 0.219 1.457 6.5 
  #12 0.236 1.468 6.5 
  #13 0.224 1.461 6.5 

 

Fig. 3 presents a flowchart for the calculation of beach topography evolution, including the 
feedback loops. Based on the input data (offshore wave conditions), the Modified-EBED 
model is employed to calculate the wave field in the nearshore zone. The mass flux due to 
the roller is determined through the roller model. Thus, the wave stresses is calculated 
based on the random wave transformation model and the roller model. After that, the 
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wave-induced current field at steady state is determined from the nearshore current model. 
The output from the wave and current models is used to compute the Shields parameters 
that are employed for determining the bed load in the offshore and surf zone. The coupling 
between the sediment transport in the swash and inner surf zone is included. When solving 
the advection-diffusion equation for the offshore and surf zone, the suspended sediment 
concentration at the still-water shoreline (boundary between swash and surf zone) is 
calculated based on the sediment transport rates obtained by the swash zone computations. 
The beach morphological change is determined from the volume conservation equation. In 
order to save time in the computations, the wave, current, and sediment transport fields are 
only re-calculated every n-th morphological time step (n=5 in the present study). The bed 
level is smoothed at an interval corresponding to 15 times the morphological time step, and 
the smoothing coefficient is 0.25 (Johnson and Zyserman, 2002). 

 

 

Fig. 3. Calculation procedure in the morphological evolution model 
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 4.2   Model validation against data for T-head groin 
The initial bathymetry for test case T3C1 consisted of the pre-run survey data of Test 3 in 
which the beach was designed to be quite uniform in the alongshore direction and the 
shoreline was straight. For test cases T3C4 and T3C6, the initial bathymetries were from 
the post-run survey data of the runs T3C3 and T3C5, respectively.  

Fig. 4 shows a detailed comparison between calculations and measurements of the 
significant wave height along six selected profile lines in the vicinity of a T-head groin for 
T3C1 (see Fig. 2). The calculations obtained by the Modified-EBED model are described 
by the solid line, whereas the ones obtained by the original EBED model, are presented by 
the dashed line. As can be seen, the Modified-EBED model yielded improved predictions 
of significant wave height in the surf zone, resulting in more accurate wave stresses for 
calculating the wave-induced currents. Note that the measured data at ADV4 were not 
included, because the wave gage at this location did not work properly. 

 
 

Fig. 4. Comparison of calculated significant wave height with measurements for Case T3C1 
 

The wave-induced currents in the vicinity of the T-head groin were investigated and 
compared against the measurements for T3C1. Fig. 5 displays a detailed comparison 
between calculations and measurements of the longshore current for six selected profiles. 
In general, both calculated longshore currents with and without roller were in good 
agreement with the observations. The calculations with roller implied a current distribution 
that was slightly shifted towards the shoreline. The observations of longshore current at 
ADV9 and ADV10 were not correct (Gravens and Wang, 2009); thus, they were not 
employed in this comparison. 
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The comparison between calculated and measured cross-shore current for T3C1 is 
presented in Fig. 6. Calculated cross-shore currents somewhat underestimated the 
measurements, although they were in good agreement in the lee of the T-head groin. The 
calculated cross-shore currents with the roller were quite similar to those without roller. An 
eddy was calculated to occur around ADV3-ADV6 of profile Y20 and Y21; therefore, the 
cross-shore current had a shoreward direction here. Nevertheless, the measured data at 
these locations were relatively small and quite flat. Thus, the differences between 
measured and calculated cross-shore currents were significant at these locations (see Figs. 
6e and f). In the present study, the undertow current was not included in the model, which 
is probably the main reason for these discrepancies. 

 
Fig. 5. Comparison of calculated longshore current with measurements for Case T3C1 

 
The computed beach evolution after 180 min for Case T3C1 was compared with the 
measurements (see Fig. 7). The solid line represents the calculated bed level, whereas the 
dotted line shows the measurements. The calculated beach topography agreed rather well 
with the measurements, including the sand accumulation in the lee of T-head groin. 
However, there were some discrepancies between calculated and measured shoreline 
change up- and downdrift of the structure.   

The computations of nearshore waves, wave-induced currents, and morphological 
evolution for T3C4 were carried out in the same manner as for T3C1. The wave conditions 
were also well predicted by the Modified-EBED model for this case. Although the 
calculations somewhat underestimated measurements, overall the Modified-EBED model 
reproduced well the significant wave height at all measurement locations (see Fig. 8). 
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Fig. 6. Comparison of calculated cross-shore current with measurements for Case T3C1 

 
Fig. 7. Comparison of calculated bed level after 180 min with measurements for Case T3C1 

Similarly to T3C1, the computed longshore current in the vicinity of the T-head groin for 
T3C4 was in good agreement with the measurements. As seen in Fig. 9, the computation of 
the longshore current with roller represented a slight improvement compared to the one 
without roller. The computed cross-shore current underestimated the measurements, but 
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the calculated eddy downstream the T-head groin was stronger than in T3C1, causing 
larger differences compared to the measurements in this area (see Figs. 10e and f). 
However, in general the calculations agreed well with the measurements in the lee of the 
T-head groin (Figs. 10b and d). 

Fig. 11 shows the comparison between calculated bed levels after 180 min and 
measurements for T3C4. The computations showed that the beach evolution was fairly 
well predicted; especially, the shoreline changes were in good agreement with the 
observations. However, the calculated sand accumulation downdrift the T-head groin 
exceeded measured data. 

 
Fig. 8. Comparison of calculated significant wave height with measurements for Case T3C4 

 
Fig. 12 shows the comparison of calculated significant wave height with the measurements 
for T3C6. As for T3C1 and T3C4, the wave predictions obtained by the Modified-EBED 
model were in good agreement with observations, and significant improvement was 
achieved at ADV7, ADV8, and ADV9 compared to the original EBED model. 
Fig. 13 compares the measured and computed longshore current for six selected cross-
shore profiles for T3C6. As can be seen, the calculations of the longshore current with 
roller agreed somewhat better with the measurements than the one without roller. In this 
case, the simulations of the longshore current were in good agreement with the 
observations not only in the surf zone, but also in the lee of the T-head groin. 
A detailed comparison between the calculated and measured cross-shore current for T3C6 
is presented in Fig. 14. As can be seen, the calculated cross-shore current with roller is 
quite similar to that without roller. As for the previous cases, the predicted cross-shore 
currents somewhat underestimated the observations. The eddy simulated downstream the 
T-head groin caused a significant difference between the calculated and observed cross-
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shore currents at profile Y21 and Y20 (see Figs. 14e and f). However, as for T3C1 and 
T3C4, overall the agreement between measurements and calculations was quite good in the 
lee of T-head groin (see Figs. 14b and d). 

 
Fig. 9. Comparison of calculated longshore current with measurements for Case T3C4 

 
Fig. 10. Comparison of calculated cross-shore current with measurements for Case T3C4 
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Fig. 11. Comparison of calculated bed level after 180 min with measurements for Case T3C4 

 
Fig. 12. Comparison of calculated significant wave height with measurements for Case T3C6 
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Fig. 13. Comparison of calculated longshore current with measurements for Case T3C6 

 
Fig. 14. Comparison of calculated cross-shore current with measurements for CaseT3C6 
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Fig. 15 shows the comparison between calculated and measured bed levels after 180 min 
for T3C6, and the simulated beach topography changes agreed well with the 
measurements. The salient was faithfully reproduced in the lee of T-head groin by the 
model. Although there were discrepancies at the updrift side, the calculated shoreline 
changes closely reproduced the measurements.  

 
Fig. 15. Comparison of calculated bed level after 180 min with measurements for Case T3C6 

4.3   Model validation against data for detached breakwater 
As for T3C1, the initial bathymetry of test case T1C1 consisted of the pre-run survey data 
of Test 1; the beach was rather uniform in alongshore direction, and the shoreline was 
straight and parallel to the detached breakwater. The post-run survey data of the runs T1C3 
and T1C7 were employed as initial bathymetries for the cases T1C4 and T1C8, 
respectively. 

Model validation for Cases T1C1, T1C4, and T1C8 regarding the significant wave height, 
longshore current, cross-shore current, and wave setup were carried out and presented in 
Nam and Larson (2010). Therefore, only the validations for the beach morphological 
evolution are presented in the present study for these cases.  

Fig. 16 shows a comparison of the calculated beach evolution after 185 min with the 
measurements for T1C1. The beach topography changed slightly seaward of detached 
breakwater. However, the salient developed significantly in the lee of the detached 
breakwater. The simulation showed that the calculation of the beach topographical change 
due to waves and currents were in good agreement with the measurements, especially 
concerning the salient development in the lee of detached breakwater. However, the 
difference between the calculated and measured downdrift shoreline was significant. The 
observations showed that the shoreline eroded downdrift; however, this response was not 
well reproduced by the model.       
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Fig. 17 illustrates a comparison between the calculated and measured bed levels after 190 
min for T1C4. The simulated beach morphological evolution in the vicinity of detached 
breakwater agreed rather well with the measurements, especially regarding the salient 
development in the lee of the breakwater.  

 
Fig. 16. Comparison of calculated bed level after 185 min against measurements for T1C1 case 

 

 
Fig. 17. Comparison of calculated bed level after 190 min with measurements for Case T1C4 

 
The calculated bed levels after 185 min for T1C8, together with the corresponding 
measurements, are presented in Fig. 18. As can be seen, the beach topographical evolution 
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was fairly well predicted by the model, and a tombolo was predicted to develop in the lee 
of the detached breakwater in agreement with observations. However, the discrepancies 
between measurements and computations of bed level in the downdrift area were more 
significant than those for T1C1 and T1C4. 

 
Fig. 18. Comparison of calculated bed level after 185 min with measurements for Case T1C8 

 

5.  Discussion 
The wave field simulation is the crucial first step in modeling beach morphological 
evolution. The accuracy of the current and sediment transport fields is strongly dependent 
on the output from the wave model. In the present study, a diffraction term is included in 
the Modified-EBED model. Thus, this model can be applied to coastal areas that include 
structures, such as breakwaters and groins. The simulations showed that the calculations of 
significant wave height in the lee of detached breakwaters and T-head groins were in good 
agreement with the measurements, proving that the diffraction effects were well described 
by the model. As discussed in the previous studies of Nam et al. (2009) and Nam and 
Larson (2010), the energy dissipation due to wave breaking plays an important role in 
calculating the wave conditions in the surf zone. The energy dissipation is computed 
following the Dally et al. (1985) model, improving the predictions of the wave conditions 
in the surf zone. Thus, the Modified-EBED model can provide more accurate simulation 
results to be used for calculating nearshore wave-induced currents and sediment transport 
rates.   

Calculation of wave-induced currents is also dependent on the roller effects. By including 
the roller, the peak of the longshore current is shifted shoreward and the magnitude of the 
longshore current is slightly increased in the surf zone compared to the case without roller. 
However, the surface roller has limited influence on the computational results for the 



22 

 

cross-shore current. The calculated cross-shore currents with and without roller are quite 
similar. The numerical model can well reproduce the longshore current. However, the 
calculated cross-shore current is often underestimated compared to the measurements. The 
undertow is not included in the model, most likely causing the differences between 
calculated and measured cross-shore currents. 

Swash zone transport needs to be included in morphological evolution models. The 
sediment exchange between land and sea directly affects both the sub-aerial and sub-
aquaeous evolution of the beach. In the swash zone, the frequent uprush and backwash 
result in high transport rates in both the cross-shore and alongshore directions. It is clearly 
shown in the experimental data sets obtained from the LSTF basin that the transport rate 
near the shoreline may be similar to the maximum values observed in the surf zone 
(Gravens and Wang, 2007; Nam et al., 2009). Therefore, it is necessary to compute the 
transport rates in the swash zone, and couple those to the transport in the inner surf zone in 
order to realistically simulate the beach topography evolution.       

The algorithm for solving the sediment volume conservation equation is an important 
subject. A number of numerical schemes have been introduced for solving this equation 
(see Callaghan et al., 2006; and Long et al., 2008). However, the equation is highly non-
linear so it is not easy to obtain an accurate solution. For example, the Lax-Wendroff 
scheme was employed in many applications, but it requires that the bed celerity (Johnson 
and Zyserman, 2002) or bedform phase speed (Long et al. 2008) is determined, which may 
cause large errors in the calculations, if the gradient of bed forms is relatively small. 
Johnson and Zyserman (2002) recommended smoothing and filtering techniques to 
overcome the dispersion problem due to the Lax-Wendroff scheme. Recently, several 
high-order schemes were introduced by Callaghan et al. (2006) and Long et al. (2008) that 
can be applied to solve the continuity equation without resorting to smoothing or filtering 
techniques and that enables high accuracy solution. However, when calculating the value 
of the bed level at one cell, a number of values on the bed level in nearby cells need to be 
included. Therefore, ghost cells must be employed at open and solid boundaries (Long et 
al., 2008), which can cause significant errors if the coastal area is complex and coastal 
structures are present. In this study, the first-order upwind scheme FTBS (forward in time, 
backward in space) was employed to solve the sediment conservation equation. Although 
the FTBS scheme has lower accuracy than high-order schemes, FTBS is stable and the 
obtained bed level changes were reasonable and in good agreement compared with the 
LSTF data. Furthermore, it is quite straightforward to implement and the model may be 
applied to complex coastal areas including structures. However, smoothing is required in 
the present study. In future studies, advanced numerical schemes will be continuously 
investigated and applied in order to obtain accurate solutions to bed level change, at the 
same time avoiding smoothing. 

6.  Conclusions 
A unified numerical model of beach morphological evolution due to waves and currents 
was developed. It includes five sub-models, including nearshore random wave 
transformation, surface roller, wave-induced current, sediment transport, and 
morphological change models. The model was applied to simulate the beach evolution in 
the vicinity of coastal structures in a non-tidal environment under wave and current action.  
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The developed model was validated against six high-quality data sets from the experiments 
on the morphological impact of a T-head groin and a detached breakwater in the LSTF 
basin, at the Coastal and Hydraulics Laboratory, Vicksburg, Miss. The simulations showed 
that the model could well produce the wave field compared to the measured data. 
Reasonably accurate wave-induced currents were also obtained with the model, although 
the cross-shore currents somewhat underestimated measurements because of neglecting the 
undertow. The calculated beach evolution in the vicinity of the breakwater and the T-head 
groin agreed rather well with the measurements. Thus, it is expected that the model can be 
applied in coastal engineering projects for predicting the beach evolution due to waves and 
currents in the vicinity of coastal structures. 
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