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Abstract—We consider a wind power plant of megawatt wind turbines operating in derated mode. When operating in this mode, the wind power plant controller is free to distribute power set-points to the individual turbines, as long as the total power demand is met. In this work, we design a controller that exploits this freedom to reduce the fatigue on the turbines in the wind power plant. We show that the controller can be designed in a decentralized manner, such that each wind turbine is equipped with a local low-complexity controller relying only on few measurements and little communication.

As a basis for the controller design, a linear wind turbine model is constructed and verified in an operational wind power plant of megawatt turbines. Due to limitations of the wind power plant available for tests, it is not possible to implement the developed controller; instead the final distributed controller is evaluated via simulations using an industrial wind turbine model. The simulations consistently show fatigue reductions in the magnitude of 15 – 20 %.

I. INTRODUCTION

The full energy production of wind turbines is not always valuable: in Denmark the wind production occasionally covers more than 100 % of the energy demand [1] forcing Denmark to export the excess energy to neighboring countries at low prices, possibly even negative prices [2]. The difficulties in integrating wind energy are expected to increase in the following years as the wind penetration will increase: during the last 30 years, the wind penetration in Denmark has increased from around 0 % to approximately 25 % today while it is expected that the 2020 penetration is 49.5 % [3].

In addition to the issue of overproduction, the need for ancillary services are expected to increase [4]. One approach towards resolving the future overproduction issues and increased needs for ancillary services is the smart grid concept, where consumers take part in the balancing effort (see, e.g., [5], [6], [7], [8]). A second approach suitable in combination with the smart grid solution, is to reduce the wind turbine power production, leaving a margin (or delta) between the available wind energy and the produced energy. A wind power plant with all turbines running in such delta mode is able to offer regulating power to the system operator.

In the electricity market context, this could be realized by bidding wind energy into the reserve market.

The use of wind power plants in the energy reserve market is beneficial from multiple perspectives. Recent reports suggest that wind turbines are well suited to provide frequency regulating services as the primary response from wind power is faster than those from conventional generation [9], [10]. Further, [11] describes that when moving towards energy systems of high penetration of renewable energy, the need of energy storage can be significantly reduced by allowing a certain amount of overcapacity of the renewable sources.

In this work, we consider the case where a wind power plant profits from selling regulating services and therefore produces less power than available, i.e., the turbines are in derated operation. With more power available than demanded, the wind power plant controller is free to distribute the power production among the turbines, as long as the power demand is met. This freedom is not exploited in current wind power plants, as the power distribution is done in a static manner based on long term measurements and predictions [12], [13].

We develop a controller that exploits this power distribution freedom to vary the power set-points of the turbines dynamically in response to the local wind conditions, such that the total fatigue, or the fatigue of certain turbines, is minimized. Similar strategies are presented in [14] and [15].

Reducing the fatigue is beneficial as it allows a cheaper wind turbine design, for example by requiring less steel for the tower, or longer turbine operation time and possibly a reduced need for maintenance. Another application is to use the wind power plant controller to reduce the fatigue loading of certain exposed turbines while allowing other turbines to experience a higher fatigue load such that the wind turbines are worn out at the same time.

Both a centralized and distributed controller are designed. The centralized controller requires state information from all turbines in the wind power plant to determine the power set-point of each turbine. The distributed controller allows a simple and transparent design where each wind turbine contains a part of the wind power plant controller and is able to update its own power set-point relying only on very limited communication and computation effort.

As a basis for controller design, a linear model of a closed loop megawatt turbine with effective wind speed and power set-point as inputs is used. The closed loop turbine model is verified via several sequences of real life experiments on 8 neighboring megawatt turbines in an operating wind power plant. The turbines are excited by applying power set-point...
updates and the linear model is verified by comparing turbine measurements with the corresponding state trajectories of the linear model.

The outline of the rest of the paper is as follows. First, in Section II we describe the megawatt wind turbine and the linear closed loop model. Next, in Section III we present the validation results of the model based on wind power plant measurements. Following, in Section IV, the main results are presented: a centralized and a distributed wind power plant controller designed to minimize or shift fatigue on the turbines in the wind power plant. Section V presents simulation examples that illustrate the benefits of the design, and finally Section VI sums up the work.

II. MEGAWATT WIND TURBINE MODEL

The basis of this work is a 3 MW horizontal axis, variable speed, pitch regulated wind turbine that is currently widely used. In the following, we describe this wind turbine at an overall level. Following, we present a linearized turbine model where the inputs are the power set-point and effective wind speed. This linearized model is verified in Section III via real life experiments conducted in a megawatt wind power plant.

A. Overall Model

Due to the competitive nature of the wind turbine industry and resulting confidentiality issues, the modeling is kept at a conceptual level. For more detailed modeling of pitch regulated wind turbines see, e.g., [16], [17] or [18].

Fig. 1 shows the main subsystems of the wind turbine. The incoming effective wind speed $v_{\text{eff}}$ generates a torque on the rotor shaft denoted $m_{\text{shaft}}$ causing the rotor to rotate with angular velocity $\omega_r$. Further, the incoming wind generates a torque on the tower, $m_{\text{tower}}$. Through a gearbox, the torque $m_{\text{shaft}}$ on the rotor shaft drives a doubly-fed induction generator to rotate with velocity $\omega_g$. The power production $p_{\text{el}}$ of the induction generator is controllable through the generator torque $m_g$. The power set-point $p_{\text{sp}}$ to the turbine is handled by the wind turbine control system: by controlling the blade pitch angle $\beta$ and the generator torque via a power reference $p_{\text{ref}}$, the control system maintains operation at the desired rotor angular velocity $\omega_r$ while keeping $p_{\text{el}}$ close to $p_{\text{sp}}$.

B. Linearized Model

A linear discrete-time model is developed as a basis for the wind power plant controller design. This model is verified via real life measurements obtained in a wind power plant of megawatt wind turbines. Due to the sampling limitations of the wind farm communication network, the linear discrete time model is designed using a sampling rate of 1 second. With this sampling rate, only the slowest dynamics of the wind turbine are modeled thus omitting faster phenomena including shaft and tower dynamics. Such simplified modeling may seem restrictive in light of the fatigue load reduction objective; however, it should be noted that the aim is to develop a wind power plant control strategy based on power set-point distribution. This means that every wind turbine contains its own local controller that handles the wind turbine structural responses, while the wind power plant controller reduces the excitation of the turbine structure via power control. Note, however, that the presented scheme could easily be extended to include more dynamics if the given wind farm communication network allows faster sampling.

The wind power plant control signals are the power set-points to the turbines in the wind power plant. A power set-point can be tracked by the wind turbine if the available power is larger than the power set-point; if this is not the case, the wind turbine controller switches to power maximization and the power set-point no longer influences wind turbine operation. In this work we only consider the operating regime where there is more power available than demanded at all turbines. At a time scale of seconds, the relevant dynamics in this regime arise from the rotor inertia and the wind turbine pitch control system. The main source of nonlinearities is the rotor aerodynamics.

The linearized wind turbine model takes the effective wind speed $v_{\text{eff}}$ and the power set-point $p_{\text{sp}}$ as inputs, the states are the pitch angle $\beta$ and the generator velocity $\omega_g$. The small signal perturbations of the states, inputs and outputs for turbine $i$ are modeled by the second order state space model

$$
\begin{align*}
x_{i}(k+1) &= A_{i}x_{i}(k) + B_{i}u_{i}(k) + D_{i}w_{i}(k) \\
y_{i}(k) &= C_{i}x_{i}(k) + D_{i}u_{i}(k) + D_{i}w_{i}(k),
\end{align*}
$$

where

$$
\begin{align*}
u_{i} &= p_{\text{sp},i} - \bar{p}_{\text{sp},i} \in \mathbb{R}, \\
x_{i} &= (\beta_{i} - \bar{\beta}_{i}, \omega_{r,i} - \bar{\omega}_{r,i})^{T} \in \mathbb{R}^{2}, \\
w_{i} &= v_{\text{eff},i} - \bar{v}_{\text{eff},i} \in \mathbb{R}, \\
y_{i} &= (m_{\text{tower},i} - \bar{m}_{\text{tower},i}, m_{\text{shaft},i} - \bar{m}_{\text{shaft},i})^{T} \in \mathbb{R}^{2},
\end{align*}
$$

and $(\bar{p}_{\text{sp},i}, \beta_{i}, \bar{\omega}_{r,i}, \bar{v}_{\text{eff},i}, \bar{m}_{\text{tower},i}, \bar{m}_{\text{shaft},i})$ is the operating point of turbine $i$. It can further be assumed that

$$p_{\text{el},i}(k) = p_{\text{sp},i}(k),$$

as the dynamics of the electrical subsystem, that govern the power regulation, are much faster than the given sampling time of 1 Hz. A more thorough description of the model simplifications and linearization is found in [19].

III. MODEL VALIDATION

We validate the linear megawatt turbine model by conducting experiments at an operational wind power plant. In the experiments, sequences of steps in the power set-points are
applied to a megawatt turbine while measurements are made of point wind speed, pitch angle, rotor speed, generator speed and electrical power output. Based on these measurements, the effective wind speed \( v_{\text{eff}} \) is estimated using the extended Kalman filter based tool described in [20].

By taking the observed effective wind speed and power set-points as inputs to the linear model, we are able to compare the linear model with the measurements from the operational turbines. The model validation shows strong correlation between the model and the observed measurements. The experiment was repeated 18 times in two different operating regions with similar results. The normalized correlation relation between the model and the observed measurements is evident, the effect such small perturbations in pitch will disperse in the natural wind variations before it reaches the neighboring turbines several hundred meters downstream.

Most importantly, while we neglect the coupling in the controller design, the coupling is indeed included in the controller evaluation, as discussed later. We would like to emphasize that even though the controllers were designed without taking coupling into account, they perform well in a simulation environment where coupling is present.

1) Dynamics: We describe a wind power plant consisting of \( n \) wind turbines as

\[
\begin{align*}
x(k+1) &= Ax(k) + B_1u(k) + B_2w(k) \\
y(k) &= Cx(k) + D_1u(k) + D_2w(k)
\end{align*}
\]

where \( x,y \in \mathbb{R}^{2n}, u,w \in \mathbb{R}^n \) are obtained by stacking the inputs, states and outputs horizontally, and \( B_1, B_2, D_1, D_2 \in \mathbb{R}^{2n \times n}, A,C \in \mathbb{R}^{2n \times 2n} \) are obtained by forming the system matrices block diagonally, e.g.,

\[
x = (x_1^T, \ldots, x_n^T)^T \in \mathbb{R}^{2n} \\
A = \text{diag}(A_1, \ldots, A_n) \in \mathbb{R}^{2n \times 2n}
\]

and similarly for the remaining vectors and matrices.

Each turbine in the wind power plant is free to vary its power set-point \( p_{\text{sp}} \) around its operating point \( p_{\text{sp}} \) as long as the variations of the turbines sum to zero; in this way we assure that the demand \( p_{\text{wpp}} \) is met. We achieve this by requiring that

\[
1^T u(k) = 0
\]

where \( 1 \) is a vector of all ones.

2) Objective: The objective is to minimize the fatigue experienced by the turbines in the wind power plant. The literature suggests that the variance in tower bending torque and shaft torsion torque can be used as a measure of fatigue, see e.g. [21], [14]. Further, the power set-points \( p_{\text{sp}} \) must be kept close to the operating point where the linear model is valid. We therefore formulate the wind power plant objective as follows:

\[
\ell(y, u) = \text{E} (y^T Q y + u^T R u)
\]

where \( Q \in \mathbb{R}^{2n \times 2n}, R \in \mathbb{R}^{n \times n} \) are diagonal matrices penalizing fatigue and power set-point variations of the \( n \) wind turbines. Note that this setup allows us to penalize the fatigue on certain wind turbines more than others by selecting different diagonal values \( Q_{ij} \), enabling us able to shift load between the turbines.

B. Problem Formulation

Based on the wind power plant objective and dynamics, we formulate the control problem as follows.

\[
\begin{align*}
\text{minimize} & \quad \text{E} (y^T Q y + u^T R u) \\
\text{subject to} & \quad x(k+1) = Ax(k) + B_1u(k) + B_2w(k) \\
& \quad y(k) = Cx(k) + D_1u(k) + D_2w(k) \\
& \quad 1^T u(k) = 0, \ k = 0, 1, \ldots
\end{align*}
\]

with variables \( x(k), y(k) \in \mathbb{R}^{2n}, u(k) \in \mathbb{R}^n \). We eliminate the power constraint \( 1^T u = 0 \) by finding a matrix \( T \in \mathbb{R}^{n \times n-1} \) that parameterizes the linear feasible set [22]:

\[
\{ u \in \mathbb{R}^n \mid 1^T u = 0 \} = \{ T \hat{u} \mid \hat{u} \in \mathbb{R}^{n-1} \}.
\]

We choose \( T \) to have all elements on the main diagonal equal 1 and the first lower subdiagonal equal \(-1\), the rest of
the entries are 0. Hereby we obtain \( u = T \hat{u} \) which can be written as
\[
\begin{align*}
    u_1 &= \hat{u}_1 \\
    u_i &= \hat{u}_i - \hat{u}_{i-1}, \quad i = 1, \ldots, n - 1 \\
    u_n &= -\hat{u}_{n-1}.
\end{align*}
\]

Problem (8) can now be stated as
\[
\begin{align*}
    \text{minimize} & \quad E \left( y^T Q y + \hat{u}^T \hat{R} \hat{u} \right) \\
    \text{subject to} & \quad x(k + 1) = Ax(k) + B_1 \hat{u}(k) + B_2 w(k) \\
    & \quad y(k) = C x(k) + D_1 \hat{u}(k) + D_2 w(k) \\
    & \quad k = 0, 1, \ldots
\end{align*}
\]
with variables \( x(k), y(k) \in \mathbb{R}^{2n}, \hat{u}(k) \in \mathbb{R}^{n-1} \) and where \( \hat{R} = T^T R T, \hat{B}_1 = T B_1, \hat{D}_1 = T D_1 \).

C. Centralized Controller

To keep the controller as simple as possible, we make the rough assumption that the incoming effective wind speed variations \( w \) are white Gaussian noise. With this assumption, Problem 11 is a standard linear quadratic Gaussian problem where the solution is a state feedback law \([23]\)
\[
\hat{u}(k) = -\hat{L}^* x(k)
\]
where \( \hat{L}^* \in \mathbb{R}^{n-1 \times 2n} \) is a time invariant feedback matrix. In terms of the original problem, the control law becomes
\[
u(k) = -L^* x(k)
\]
where \( L^* = T \hat{L}^* \in \mathbb{R}^{n \times 2n} \).

1) Algorithm: Using the found optimal controller \( L^* \), the control algorithm can be stated. The pitch angles \( \beta_i \) and the generator velocities \( \omega_{e,i} \) are measurable with high accuracy and we can use them directly in the controller algorithm: for \( k = 1, 2, \ldots \)
\[
\begin{align*}
    &1) \text{Measure } \beta_i(k), \omega_{e,i}(k) \text{ for all turbines } i = 1, \ldots, n \text{ and construct } x(k) \text{ by subtracting the operating points.} \\
    &2) \text{Calculate the power set-point deviations } u(k) \text{ by the control law } u(k) = -L^* x(k). \\
    &3) \text{Provide new power set-points } p_{sp}(k) = \mathcal{P}_{sp}(k) + u(k) \text{ to the } n \text{ turbines.}
\end{align*}
\]

D. Distributed Controller

In the distributed control scheme, each wind turbine is only allowed to communicate with certain other wind turbines. The communication structure can be chosen in any desired way and does not depend on the geographical positioning of the wind turbines as the coupling through the wind field is neglected. Based on the state feedback law \( u(k) = -Lx(k) \), we can formulate the distributed controller by imposing a structural restriction on \( L \)
\[
\begin{align*}
    L \in \mathcal{L}
\end{align*}
\]
where the set \( \mathcal{L} \) defines the allowed communication structure. As an example of a communication structure, we assume that the wind turbines are arranged in a row position and only are allowed to communicate with the \( m \) closest neighboring turbines at each side. This is illustrated in Fig. 2 (with \( m = 1 \)).

![Fig. 2. Example of a wind power plant communication structure where the turbines are placed in a row formation and are only allowed to communicate with the closest neighbor on each side.](image)

1. With this setup, the structural restriction can be described as
\[
\mathcal{L} = \{ X | (X)_{ij} \neq 0 \text{ only if } i - m \leq j \leq i + m \}
\]
where \( (X)_{ij} \) is defined as block \((i, j)\) of \( X \).

The structural constraints of \( L \) imposes structural constraints on \( \hat{L} \) as \( \hat{L} = TL \). We denote this structural constraint
\[
\hat{L} \in \hat{\mathcal{L}}
\]
Due to the chosen structure of the transformation matrix \( T \), the structure \( \hat{\mathcal{L}} \) is given by
\[
\hat{\mathcal{L}} = \{ X | (X)_{ij} \neq 0 \text{ only if } i - m + 1 \leq j \leq i + m \}
\]
For every stabilizing feedback on the form \( \hat{u}(k) = -\hat{L}x(k) \) applied to Problem 11, define the cost \( J(\hat{L}) \) as
\[
J(\hat{L}) = E \left( y^T Q y + u^T \hat{R} u \right)
\]
From [24] we know that the gradient of the cost with respect to \( \hat{L} \) is given by
\[
\nabla J_{\hat{L}} = 2 \left( (\hat{R} + \hat{D}_1^T Q \hat{D}_1) \hat{L} - \hat{S}^T - \hat{B}_1^T P A_{\hat{L}} \right) X
\]
where \( P \) and \( X \) are the solutions to the Lyapunov equations
\[
\begin{align*}
    X &= A_{\hat{L}} X A_{\hat{L}}^T + B_{\hat{L}}^T B_{\hat{L}} \quad &P &= A_{\hat{L}}^T P A_{\hat{L}} + C^T Q C - \hat{S} \hat{L} - (\hat{S} \hat{L})^T + \hat{L}^T (\hat{R} + \hat{D}_1^T Q \hat{D}_1) \hat{L}
\end{align*}
\]
where \( W = E(w w^T) \) and with \( A_{\hat{L}} \) and \( \hat{S} \) given by
\[
\begin{align*}
    A_{\hat{L}} &= A - \hat{B}_1 \hat{L} \\
    \hat{S} &= \frac{1}{2} \left( C^T Q \hat{D}_1 + C^T Q^T \hat{D}_1 \right)
\end{align*}
\]
To find a suboptimal feedback matrix \( \hat{L}^* \in \hat{\mathcal{L}} \) we apply the gradient descent method as follows.

**repeat**
\[
\begin{align*}
    &1) \text{Find the negative gradient } -\nabla J_{\hat{L}} \text{ using (19).} \\
    &2) \text{Set the search descent direction equal to the negative gradient projected onto the structure } \hat{\mathcal{L}} \\
    &\quad (\Delta \hat{L})_{ij} := \begin{cases} 
    -((\nabla J_{\hat{L}})_{ij} & \text{if } i - m + 1 \leq j \leq i + m. \\
    0 & \text{otherwise.} 
    \end{cases} \\
    &3) \text{Choose a step length } \alpha \text{ based on some standard method.} \\
    &4) \text{Update the feedback matrix } \hat{L} := \hat{L} + \alpha \Delta \hat{L} \\
\end{align*}
\]
**until** some stopping criterion.

The final sparse feedback matrix denoted \( \hat{L}^* \) is readily transformed back to the original structure \( L^* = TL^* \) which
will obey the desired sparsity constraint $L^* \in \mathcal{L}$. Note that this algorithm is performed offline to obtain a desired feedback matrix, which then will be used online.

We use the verified linear wind turbine model as a basis for a distributed wind power plant controller design. We design the controller for a row of 8 wind turbines operating at wind speeds 15 m/s producing 2.2 MW. Each turbine is allowed to communicate with $m$ neighboring turbines in each direction. The convergences of the sparse feedback matrices are illustrated in Fig. 3 for $m = 1, 2, 3$ compared to the optimal central feedback matrix $L^*$ and open loop $L = 0$.

It is noticed that with $m \geq 2$ we get performance close to optimal. This means that we can distribute the controller to the turbines in the wind power plant and only loose little performance compared to full state feedback. The advantage is that this allows a low-complexity transparent design where each turbine only requires state information from the two closest neighboring turbines on each side to update its own power set-point.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{convergence.png}
\caption{Convergence of the feedback controller compared to open loop (blue, dot-dashed) and to optimal full state feedback (black, dashed).}
\end{figure}

\section*{E. Algorithm}

Once a feedback matrix $L^*$ is found, we can form the distributed controller algorithm for turbine $i$. For $k = 1, 2, \ldots$

1) Measure $\beta_i(k), \omega_{q,i}(k)$ and form the local state $x_i(k)$.
2) Obtain $\hat{x}_i(k) = [x_{i-m}(k), \ldots, x_T(k)]^T \in \mathbb{R}^{4m+2}$ by communication with the $m$ neighboring turbines at each side.
3) Calculate the local power set-point deviation $u_i(k) = L^*_i \hat{x}_i(k)$
4) Apply the new local set-point $p_{sp,i}(k) = p_{sp,i} + u_i(k)$.

In the above, $L^*_i \in \mathbb{R}^{4m+2}$ is the block of $L^*$ corresponding to turbine $i$. This controller is running at all $n$ turbines.

\section*{V. Controller Evaluation}

In this section we evaluate the distributed controller. The centralized controller reveals similar results but these results are not presented here. As the wind power plant available for tests does not support updates of power set-points every second, we are not able to implement the controller. Instead we verify the controller via simulations using sequences of effective wind speeds obtained from the experiments of the 8 neighboring megawatt turbines.

To provide as realistic a simulation environment as possible, the wind speeds used in all simulations are effective wind speed estimates based on measurements from Thanet offshore wind farm. It is important to notice that coupling hereby is included in the wind power plant controller evaluation as the effective wind speed estimates are gathered from real life neighboring wind turbines.

We consider the case where the available power exceeds the nominal 3 MW of each of the 8 turbines. The wind power plant is demanded to produce 17.6 MW; the remaining 6.4 MW are sold as regulating power reserve. In the following, we first use the verified linear model for controller evaluation. Secondly, we use an industrial model as simulation platform to further enhance the credibility of the controller. In both simulations we allow communication with the $m = 2$ closest neighboring turbines on each side. The reference is a controller that distributes the power demand equally among the turbines.

\subsection*{A. Evaluation on Verified Linear Model}

We apply five observed wind sequences to the verified linear wind farm model and compare the performance when applying the proposed distributed controller with a controller providing static power set-points. For all five input sequences, fatigue reductions in the magnitude of 15 % are observed as presented in Table I. As previously described, the variance of the tower and shaft torques are used as a measure of fatigue.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\textbf{Wind sequence} & 1 & 2 & 3 & 4 & 5 \\
\hline
Tower fat. red. (linear) & 17 % & 17 % & 15 % & 17 % & 18 % \\
Shaft fat. red. (linear) & 17 % & 16 % & 21 % & 17 % & 5 % \\
Tower fat. red. (nonlinear) & 10 % & 8 % & 6 % & 11 % & 10 % \\
Shaft fat. red. (nonlinear) & 29 % & 25 % & 29 % & 29 % & 17 % \\
\hline
\end{tabular}
\caption{Tower and shaft fatigue reductions observed in the linear and the nonlinear wind power plant simulation, respectively.}
\end{table}

In Fig. 4 we observe a single wind turbine for one time sequence. We compare the distributed controller (blue solid curves) with the reference controller (red dashed curves). The plots illustrate that the distributed controller allows the power set-point to vary around the operating point of 2.2 MW, reducing the accumulated tower fatigue. Further we note, that the pitch is almost identical to the case of no control, indicating that the wind power plant controller only slightly changes the way each turbine operates. This indicates what has been previously stated, namely that the presented wind power plant controller will not cause significant changes in the wind fields at the downstream turbines.

\subsection*{B. Evaluation on Industrial Model}

To further validate the distributed controller, we examine the performance using an industrial megawatt wind turbine
simulation model. This rather complex industrial model contains rate limits, measurement noise, transport delays, higher frequency responses and further non-linearities providing more reliable results. By applying the same distributed controller as in the previous simulation, fatigue reductions as presented in Table I are obtained revealing fatigue reductions in the magnitude of 10% and 25 % for tower and shaft, respectively. Further, all five simulations show that the error between the power production and the power reference does not increase with the distributed controller.

VI. CONCLUSION

In this paper we have presented a distributed controller for wind power plants in derated operation with fatigue reduction as objective; each wind turbine updates its power set-point based on local pitch angle and generator velocity measurements and by information sharing with neighboring turbines. A major advantage of this controller is that it has very low complexity, relies on a few number measurements, and requires no filtering and only little communication, thereby making implementation simple and transparent.

We demonstrate the controller via simulations on an industrial megawatt wind power plant model applying different effective wind speed sequences obtained from an operational megawatt wind power plant. In all simulation examples, both tower and shaft fatigues are reduced by around 15 % – 20 % compared to using static power set-points. These significant fatigue reductions are obtained, as the controller allows the turbines to operate according to the local wind conditions requiring only, that the total wind power plant demand is met.
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