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ABSTRACT
This paper introduces a real-time surveillance application for object tracking with capabilities of functioning on 25 f/s mode, implemented in a high efficient, high performance and low power smart camera WiCa (Wireless Camera) developed by NXP Research. The proposed application deals with the problem of constantly changing environments as light change, swaying branches, rain and noise introduced by the camera with techniques of robust background modeling. This article also proposes a method to detect objects merging into the background model named ”Forgetting Foreground” Technique and also a new method called ”multi-directional image mapping” used for object labeling and segmentation.

Index Terms— Smart Camera, Object Tracking, Embedded, Multidirectional Image mapping, Forgetting Foreground.

1. INTRODUCTION
In Surveillance applications, object tracking plays a very important role when objects or persons are under constant supervision. A complete robust real time tracking system has been a challenging problem for the technological scientific community for the last decade. Some first attempts to address this problem with a full integrated solution were done around 2000 by Robert Collins [1]. He proposes a complete video and monitoring application, based on a complex distributed network of cameras with a huge and expensive infrastructure. In the same year Comaniciu and Ramesh [2] introduced a not so complete but much simpler solution using mean-shift methods for tracking systems, their solution performs real-time based on features like color or texture. It is partially robust to occlusions, clutter, and small changes in the camera position. Its performance suffers when objects move fast in the scene. In 2004 Khan and Batch [3] introduced a new approach based on eigen-space vectors, this new method presents a good performance but with a very high computational cost. Recently new techniques have been introduced in the same field. Venkatesh Babu and Anamitra Makuro offers two completely different solutions. The first uses kernel-computation [4] based on an improved version of the mean-shift tracker, but requires color histograms which are not embedded platform friendly, the second proposed is based on neural-networks [5] requiring a feedback and training not feasible in our platform. In [6] a Markov process is used to model the tracking behavior. In this method candidates of the target are generated in a probabilistic framework color, and motion of the object with motion in the scene. It requires some more resources not available in an embedded platform. IBM Research [7] came into scene with new perspectives on the problem, they have been working in the field with different techniques, they rely on the use of a complex infrastructure where the information is analyzed in computer running specialized software.

We propose a solution integrated into a stand alone camera with embedded video processing capabilities and wireless communication. Our application takes as a initial step a Background Subtraction (BGS) taken from [8] and then a new technique Forgetting Foreground (FFG) is introduced to automatically detect objects standing still in the scene during a certain amount of time, a second novelty is the introduction of Multidirectional Parallel Mapping to extract the images features. This new technique is only achievable thanks to the high parallelism of the platform and the non-linear relation between an image stored in the memory and the SIMD processor, which is the heart of the Smart camera.

The proposed application relies in one of the most modern and high efficient platform today and is able to perform object tracking in real time with no PCs or any extra external processing.

The rest of this paper is organized as follows: In the section 2 we briefly describe the platform, in the section 3 we describe in detail the methods implemented, the section 4 presents some experimental results and in section 5 we conclude the paper with some discussion for further work.

2. PLATFORM
A smart camera with low power consumption, high processing capability and a tiny size is what the WiCa offers in the smart cameras field, its simple architecture aloud a performance higher than conventional processors. The camera was designed by NXP Research (Formerly Philips Research) [9]
for High Demanding computation video processing. The platforms processing capabilities have been proved in [10], [11] Simmons and Ljung built a WiCa network and successfully communicated several cameras by wireless zig-bee connection. In [12] Jeanne and Jegaden implemented a real time face detection using properties of light being projected in the peoples face.

2.1. Sensors

The two image sensors in the WiCa are originally designed for small devices like mobile phone or PDAs. Every sensor is a compact CMOS color camera module with embedded Camera Signal Processor that support up to VGA resolution formats in a small package including a focused optical system. The device is programmable via an I²C serial interface. The sensors contain features like Auto White Balance, Auto exposure, Lens shading corrections, 8 bit parallel YUV, or RGB.

2.2. XeTal

The XeTal is the core of the WiCa platform, with a processing power of 50GOPS running at a frequency of 80 MHz. It is a processor SIMD consisting of four mains processing entities: The Global Control Processor (GCP), Digital Input processor (DIP), the Digital Output Processor (DOP) and the Linear Processor Array (LPA).

2.3. Dual Port RAM

DPRAM is a high speed 128K x 9 Dual-Port Static RAM. This device provides two independent ports with separate control address and I/O pins that permit independent, asynchronous access for reads or writes to any location in memory. An
automatic power down feature controlled by the chip permit the on-chip circuitry of each port to enter a very low standby power mode.

The DPRAM plays a very important role in the implementation because given that the data can be accessed randomly, non-linear relation between images or part of images stored in the memory can be implemented and all methods explained in this paper requires such characteristic.

\[ Pr(x_i) = \frac{1}{n} \sum_{i=1}^{N} K(x_i - x_i) \] (1)

Where \( x_1, x_2, ..., x_N \) are the values of the pixel in the BG bank and \( Pr \) is the probability of the \( X_i \) pixels belongs into the BG model, and \( K \) is the kernel estimator function assumed to be a Normal function \( N(0, \Sigma) \). If independence between different colors channels is assumed then ...

\[ \Sigma = \begin{pmatrix} \sigma_1^2 & 0 & 0 \\ 0 & \sigma_2^2 & 0 \\ 0 & 0 & \sigma_3^2 \end{pmatrix} \] (2)

Where \( \sigma^2 \) is the variance in the probability function for every channel per every pixel in the BG Model.

We took the work made in [8] and simplified in order to fit in our platform in such way that only one channel is used with BG Bank size of 14 images and a refreshing rate of 1 second.

**Fig. 4.** LPA Structure

**3. METHODS**

**3.1. Non Parametric BGS**

In Surveillance it’s important to distinguish between what is relevant in the scene and what is not. A very common technique to discriminate between what is static in a scene is Background Subtraction, where a background is represented and modeled and then subtracted from the image to analyze in order to separate the object not belonging to the background.

In real life scenarios we have to deal with constantly changing backgrounds and this characteristic becomes a challenge when a foreground segmentation is needed. Many different methods to address this problem have been proposed, being the most popular Mixture of Gaussian [14] by Stauffer and Grimson, showing a very good accuracy with a relative high cost of memory, but achieving a slow adaptability when new objects are being incorporated in the BG model.

In [8] the same probabilistic base is used when a background is modeled as a bank of images and therefore the velocity of the BG model adaptation is directly proportional of the size of the BG Bank and the refreshing rate in the BG Bank, then for every pixel the probability that the incoming pixel belongs to BG Bank is calculated and a final decision is taken according to (1).

\[ FG = \left[ \sum_{i=1}^{N} (x_i - \mu_i) \right] \cdot \sigma_i^2 > Thr \] (3)

\[ \sigma_i^2 = \sum_{i=1}^{N} (x_i - \mu_i)^2 \] (4)

\[ \mu_i = \sum_{i=1}^{N} \frac{1}{N} x_i \] (5)

**Fig. 5.** Probability Density Function for different variances

The variance as seen in the Fig. 5 tells us how spread are the values in the Gaussian distribution, using this variance as a weight the Foreground (FG) can be modeled as the Sum of the absolute difference between the incoming pixel and the mean value of the BG model, multiplying the variance as a weight. The equation (3) shows the FG model and the equations(4) and (5) as intermediate operations.
The resulting implementation is functioning in real-time, handling situations of not static backgrounds, like swaying trees or light changes, it’s velocity to adapt to new objects merging into the background is very fast (15 seconds). The drawbacks of this implementation are that no shadow suppression is performed since there is used only one color channel, all shadow information is lost.

3.2. Forgetting Foreground (FFG)

In some surveillance scenarios is needed to know when an object has been static for more than certain amount of time. This takes us to analyze the behavior of a pixel in the process between being in the Foreground and see how slowly becomes part of the Background. The Background is modeled as Bank with several pictures taken from the scene as done in Subsection 3.1. When a new pixel alien to the BG model first is tagged as a Foreground because it’s value differs drastically from the values in the BG Model. If the pixel in the scene remains the same it’s being learned by the BG Model until suddenly is marked as Background.

The Fig. 6 illustrates the ideal case of a pixel corresponding to an object being incorporated in the Background model, as the time passes by, more images on the model have the value of the new object, then the variance in the normal distribution grows reaching a maximum point when half of the background model has the object and half don’t have it.

![Fig. 6. Ideal Behavior of a pixel incorporating in the BG Model](image)

Then the curve in Fig. 6 can be interpreted as two phases curve, the positive slope telling when a new pixel alien to the BG model is being detected and the negative slope telling when the same pixel is merging into the background model, while the rest of the pixels in the foreground, constantly moving will present a high initial variance but not as well defined as in Fig. 6. Then when we derivate the variance over the time, the first negative derivative of the variance after reaching a maximum variance was achieved will tell us exactly when that pixel is being incorporated into the BG Model. The equation (6).

\[
FFG = 1 \text{ if } \sigma^2 = \text{max} \text{ and } \sigma^2 - \sigma^2 > 0 \quad (6)
\]

Following this simple concept is possible to catch objects in the transition from foreground to background, and then it can be seen as the foreground is being forgotten by the model.

In Fig. 7 simulations were done with different noises ratios, and we can see that even with the noisiest source there is always a well defined curve with no local maximums, and therefore the proposed theory remains true in all noise cases.

![Fig. 7. Simulation of pixel Behavior in the BG Model](image)

Then the questions that pops out is where in the curve we want to catch the object, and the answer would seem very simple, in the negative part of the curve which means that the object is being learned just after the maximum point has been reached.

One of the drawbacks of this approach is that its performance is dependent on the contrast between the background value and the foreground value merging in the background model, since the parameter to analyze is the variance and the variance is an indicator of how different are the values in the BG Model.

![Fig. 8. Maximum Difference vs Contrast](image)
The Fig. 8 shows how the maximum obtained slope increments as the contrast between the two colors increments. In the case of a high difference is chosen as a threshold the system detects correctly the high contrast pixels, but is unable to detect low contrast pixels; if a low difference is chosen, false detections are encounter in high contrast pixels.

3.3. Multidirectional Parallel Image Mapping

The WiCa architecture enables the possibility of accessing randomly an image stored in the memory allowing computing it in a non-linear manner by manipulating the memory address. In this case several copies of the same image are accessed at the same time in order to achieve maximum parallel performance taking advantage of the number of processors working in parallel in the platform architecture.

In this paper the Multidirectional Parallel Image mapping is introduced as an alternative method for labeling and extraction of objects features for the posterior object analysis.

Many labeling methods have been published before, most based on single processors architectures, the method showed in [15] takes color and texture information in order to segment different objects, unfortunately this method is very memory and time consuming and not well suitable in a real time implementation. In [16] and [17] contour tracking methods are slightly faster, yet these methods are meant to be simple processing element based and do not produce a satisfactory performance when the Architecture is SIMD.

In this proposed method we start from a binary image stored in the memory, in order to extract all features of the objects seen in the image, being more specific area and position. The image is mapped in four different directions as seen in Fig. 9, the four images are handled as independent non correlated images. These four images are scanned row by row in the direction shown by the thick line on the right side of the Fig. 9.

The Fig. 9 shows how the maximum obtained slope increments as the contrast between the two colors increments. In the case of a high difference is chosen as a threshold the system detects correctly the high contrast pixels, but is unable to detect low contrast pixels; if a low difference is chosen, false detections are encounter in high contrast pixels.

3.3. Multidirectional Parallel Image Mapping

The WiCa architecture enables the possibility of accessing randomly an image stored in the memory allowing computing it in a non-linear manner by manipulating the memory address. In this case several copies of the same image are accessed at the same time in order to achieve maximum parallel performance taking advantage of the number of processors working in parallel in the platform architecture.

In this paper the Multidirectional Parallel Image mapping is introduced as an alternative method for labeling and extraction of objects features for the posterior object analysis.

Many labeling methods have been published before, most based on single processors architectures, the method showed in [15] takes color and texture information in order to segment different objects, unfortunately this method is very memory and time consuming and not well suitable in a real time implementation. In [16] and [17] contour tracking methods are slightly faster, yet these methods are meant to be simple processing element based and do not produce a satisfactory performance when the Architecture is SIMD.

In this proposed method we start from a binary image stored in the memory, in order to extract all features of the objects seen in the image, being more specific area and position. The image is mapped in four different directions as seen in Fig. 9, the four images are handled as independent non correlated images. These four images are scanned row by row in the direction shown by the thick line on the right side of the Fig. 9.

The Fig. 9 shows how the maximum obtained slope increments as the contrast between the two colors increments. In the case of a high difference is chosen as a threshold the system detects correctly the high contrast pixels, but is unable to detect low contrast pixels; if a low difference is chosen, false detections are encounter in high contrast pixels.

Fig. 9. Multidirectional Parallel Mapping

As the images are being read; horizontal and vertical maximums and minimums are either generated (G) or propagated (P), depending on the connection between the current pixel and the pixels of the previous calculated row. The equations (7), (8) and (9) indicate the logic of how the values are generated. Then four different images are generated containing the four features ($Y_{max}, Y_{min}, X_{max}, X_{min}$) for every pixel. The four images are written back into the memory for posterior analysis. The Fig. 10 shows the block diagram of how the max and min images are generated and the Area and COG are calculated in a posterior phase.

If the pixel under analysis is empty the value of the max/min is set to 0 as shown in (7) if the pixel is not empty the max/min is generated/propagated with (8).

\[
I''(i,j) = 0 \text{ if } I(i,j) = 0 \text{ else } I'(i,j)
\]

When a non empty pixel is found $I(i,j) \neq 0$, the max/min values are generated or propagated according to (8), where $I'(i,j)$ is the max/min value belonging to each pixel. The functions $P()$ and $G()$ denote Propagation and Generation respectively.

\[
I'(i,j) = P(I'(i,j - 1)) \text{ if } I'_{j-1} \text{ else } G(I(i,j))
\]

The equation (9) is True if at least one of the elements in the previous row is not empty in the range from $-K$ to $+K$. In our case we decided to set $K=1$.

\[
I'_{j-1} = \sum_{j=-K}^{K} I(i,j - 1) \geq 1
\]

After having the maximums and minimums per every object in the original image we calculate the bounding box containing every object and the center of gravity (COG). The equations (10) and (11) show the calculations for the Bounding box area and the COG.

\[
Area = (X_{max} - X_{min}) \cdot (Y_{max} - Y_{min})
\]

\[
COG(x,y) = \left(\frac{X_{max} + X_{min}}{2}, \frac{Y_{max} + Y_{min}}{2}\right)
\]

While calculating maximums and minimums four different images are generated containing all connected pixels coordinates. The Fig. 10 shows the block process flow, where the image to be analyzed is scanned in the four directions, the four posterior images are generated and finally the objects features calculations are performed.
4. EXPERIMENTAL RESULTS

The methods previously presented in this paper have been implemented and satisfactory proved their performance. Improving of the application revealed is still undergoing and therefore all results we are presenting here are experimental and might change at final release.

From the Fig. 11 we can see how the object is being detected as a standing still object after 7 seconds being static, the pixels in white color denote the pixel detected by the method to be FFG pixels. After the object was detected as FFG slowly fades into the background until is no part of the Foreground. We can see how a the chair is split into two different objects in t=10, and finally are no longer detected in t=11.

The FG is shown in Fig. 12 when a person walks and moves within the scene. The application runs real-time at 30 f/s with using 64 Kb of RAM memory, with a minimum working frequency on the XeTal of only 8.18688Mhz in a 640x480 image size. The Fig. 13 shows the DataFlow of the program in the XeTal processor.

5. CONCLUSIONS

In this paper we successfully introduced two new methods that combined with a robust BGS lead to a tracking application implemented in the embedded smart camera WiC, next generation of this smart camera is pushing hard to overcome some of the issues of the actual one, more resources and the ability to display images in the screen without compromising performance are only a few examples.

There is still work to do to improve this implementation, but it’s proved to be effective and efficient with no high computational cost.
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Fig. 12. Objects detected in the Foreground


