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Abstract 
This paper studies the issue of whether money contains useful information about 
future inflation in a panel of nine developed countries. A low frequency estimate 
of excess money growth is compared to an estimate of the inflation trend 
following the discussion in Woodford (2007). The empirical analysis shows that 
money contains more information about future CPI-inflation than an estimate of 
the inflation trend, and that the output gap has some influence over the medium 
run movements of inflation, but the effect varies over time. The result is the same 
for small countries as it is for large countries. Money thus contains information 
about future headline inflation that the inflation trend does not.   

 
   
JEL Classification:  E31, E32, E41, C19 
Keywords: Inflation, Money, Inflation Indicators, wavelet analysis 

1. Introduction 

As monetary policy is implemented over the medium to long term, monetary policy decisions 

are based on indicators of future headline inflation (CPI-inflation). This paper applies a 

bandspectrum regression to study the inflation process from a short, medium, and long run 

perspective (following King and Watson 1996 and Estrella Mishkin 1997). The empirical 

analysis is applied to data from nine countries, Australia, Canada, Denmark, the Eurozone, 

New Zeeland, Norway, Sweden, the United Kingdom and the United States for the period 
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1971Q2 to 2003Q1, and shows that money and inflation are correlated in the long run, and 

that this relationship is table over time. Furthermore, there is approximately a two year lag 

between increases in the money supply and inflation, which implies that money growth 

contains useful long run information about future headline inflation.    

Bernanke and Woodford (1997) showed that the public’s inflation expectations cannot be 

used as a long run inflation indicator in a successful inflation targeting environment. If the 

central bank fulfils its inflation target for a certain period of time, there is no incentive for the 

public to gather the necessary information to develop their own inflation forecasts. Instead, 

they come to rely on the central bank’s inflation target as their forecast. Bernanke and 

Woodford suggest using a structural model and gathering information from many sources to 

forecast future inflation.  

During periods of stability, it is possible to study the risks for inflation by using variables 

such as interest rates, the output gap etc, as suggested by Bernanke and Woodford (1997), 

Woodford (2007), Rudebush and Svensson (2002) and Svensson (2003), however, during 

periods of regime shifts such as those brought about by institutional or policy changes, key 

relationships in the economy are likely to change (see Lucas 1976). For example, most 

macroeconomic models include the natural rate of interest (see for example Wicksell 1898 

and Woodford 2003), which Wicksell (1898) argued was likely to change over time. Laubach 

and Williams (2003) find, in an empirical analysis of the United States that the natural interest 

rate has changed at least four times during the last 40 years, and a similar result is found for 

the Eurozone by Curesma et. al.  (2005), and Mésonnier and Renne (2007).  If these changes 

are not recognized, which is likely to be the case initially, monetary policy can cause great 

disturbances in the economy (for further discussion see for example Friedman 1968, 

Orphanides and Williams 2002 and Issing 2005). 

Friedman (1963) argues that “inflation is always and everywhere a monetary 

phenomenon”. This statement can be interpreted in two different ways; one possible 

interpretation is that inflation is caused by an increase in the money stock, another possible 

interpretation is that an increase in the price level (for some reason) leads to an increase in the 

demand for money, and that these changes occur simultaneously. According to both 

interpretations, the price level cannot increase permanently without an increase in the money 

stock. Money growth and inflation are thus correlated, but money is not necessarily an 

exogenous variable (Svensson 2007).  

Nelson (2003) views money growth as an estimate of demand in the economy; which can 

be related to Wicksell’s (1898) discussion on the natural rate of interest. When the market rate 
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of interest is below the natural rate of interest, demand for money (or credit) increases and 

vice versa, which implies that money is an indicator of demand in the economy, which in turn 

causes inflation. In this sense, money could be interpreted as a proxy for the difference 

between the market rate of interest and the natural rate of interest, and since the natural rate of 

interest is not directly observable, money may be quite informative.      

The European Central Bank (ECB) decomposes its monetary policy strategy into two 

pillars; analysis of the real economy and monetary analysis (ECB 2004). ECB (2003) 

interprets the first pillar as short to medium run threats to price stability while the second 

pillar is an analysis of the long run. Issing (2003) argues for the same interpretation of the 

monetary strategy as the ECB, and calls the second pillar the “ultimate monetary determinants 

of inflation”. Issing moreover argues that there is no easy way to combine the first and the 

second pillars into a uniform economic model, and the separation of the economy into time 

horizons (and the monetary policy strategy into pillars) is motivated by this difficulty. Gerlach 

(2003) therefore calls the ECB’s monetary policy strategy the two pillar Phillips curve, where 

the first pillar is represented by the output gap in the Phillips curve, and the second pillar 

represents the long run inflation trend.  

ECB’s argument that money is a long run inflation indicator is supported empirically by, 

for example, Estrella and Mishkin (1997), Gerlach (2003), Assenmascher-Wesche and 

Gerlach (2006 a, b, c) and Neuman and Greiber (2004), who study the inflation process for 

individual countries (United States, Eurozone and Switzerland) using spectral methods1. They 

find that there is a long run relationship between money and inflation, but no short run 

relationship for the Eurozone and Switzerland. Estrella and Mishkin (1997) also find support 

of a long run relationship between money and inflation for the United States, but the support 

is weaker than the results found for the other countries. The lack of a short run relationship 

can be explained by money being used not just as a medium of exchange, but also for what 

Friedman (1970) calls speculative money. Temporary fluctuations in money demand are thus 

not necessarily associated with movements in the real economy.  

                                                 
1 Other studies which do not use spectral methods include; Hallman et.al. (1991) who studies money and 

inflation using the P*-model on data from the United States, Gerlach and Svensson (2003) who use the same 

model on data from the Eurozone, De Gauwe and Polan (2001) who studies the relationship between money and 

inflation in a panel of countries, and King (2002) who studies the correlation between money and inflation over 

different horizons. They all find that there is a long run correlation between money and inflation, but De Gauwe 

and Polan only find a stable relationship for high inflation countries.  
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Woodford (2007) criticizes the two pillars Phillips curve as being inconsistent with 

economic theory. Money demand and prices are influenced by the same variables and 

therefore indirectly related, but all the information that can be found in the monetary 

aggregates is just a proxy for other variables. The second pillar is thus unnecessary because 

the first pillar contains all the relevant variables that can cause inflation. Woodford also 

claims that an estimate of the inflation trend is more informative about future headline 

inflation than long run money growth. 

In this paper we study the question of whether money contains useful information about 

future headline inflation or if Woodford (2007) is correct, and an estimate of the inflation 

trend is more informative. The study is carried out in two steps. First, a bandspectrum 

regression (see Engle 1974) is carried out to study the inflation process from a time horizon 

perspective. Second, a correlation study between present long run money growth and future 

headline inflation is conducted, and compared to the correlations obtained where money is 

replaced by an estimate of the inflation trend. Unlike Gerlach (2003), Assenmacher-Wesche 

and Gerlach (2006a, b, c) and Neuman and Greiber (2004), the bandspectrum regression is 

applied to panel data model with nine developed countries that are pooled together. In a small 

sample of 20-30 years of data there are only 4-5 long run observations available per 

individual2, but by pooling countries we can increase the number of long run observations, 

and obtain better parameter estimates. The countries included in this study are Australia, 

Canada, Denmark, the Eurozone, New Zeeland, Norway, Sweden, the United Kingdom and 

the United States covering the period 1971Q2 to 2003Q1. 

Another feature of this paper is that we use a discrete wavelet transform and not the 

orthonormal discrete Fourier transform which is commonly used in bandspectrum regressions. 

It has been suggested that the variability in some macroeconomic variables has declined over 

the last few years (see Blanchard and Simon 2001 and Bernanke 2004), which implies that the 

features of the time series’ spectrum may have changed. It is therefore desirable to combine 

time and frequency resolution in the transform, since the transform may otherwise 

misrepresent the time series in the frequency domain. There are many different methods for 

doing this; one of which is the discrete wavelet transform (DWT) that directly combines both 

time and frequency resolution.  

The result of our analysis shows that there is a one-to-one long-run relationship between 

money and inflation in all countries, and that this is stable over time. In the medium run 

                                                 
2 The long run is defined as developments once the business cycle has been accounted for.  
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(fluctuations with a periodicity of 2-4 years) the link between money and inflation is weaker, 

and the output gap also has some influence on the inflation process. The influence of the 

output gap is not stable over time or countries, however. In total three different estimates of 

the output gap are considered; a Hodrick Prescott cycle, a gap estimated as the difference 

between observed logged real GDP and a linear trend, and an unemployment gap, but only the 

Hodrick Prescott cycle seems to have any statistically significant effect. In the short run (1 

quarter to 2 years), none of the variables have any significant effect on inflation. 

A correlation study is also carried out to analyze whether money contains more 

information about future headline inflation than an inflation trend. Two different estimates of 

the inflation trend are used; a Hodrick Prescott trend, and the trend from a DWT of headline 

inflation. The results show that money contains more information about future headline 

inflation, starting with a horizon of two years, than either of the two inflation trend estimates 

do. Money is thus a relevant variable for the central banker to monitor. In other words, the 

ECB was right to include monetary analysis in its monetary policy strategy.  

2. Empirical Analysis 

2.1 The Two Pillar Phillips Curve 

The ECB’s monetary policy strategy rests on two pillars - real economic analysis and 

monetary analysis. According to ECB (2003), these two pillars may be interpreted as 

representing different time horizons; the first pillar represents the short- to the medium-term 

and the second pillar the long-term. Gerlach (2003, 2004), Assenmacher-Wesche and Gerlach 

(2006 a, b) call the monetary policy strategy the two pillars Phillips curve. Headline inflation, 

πt, can accordingly be decomposed into a short-run component, SR
tπ , and a long-run 

component, LR
tπ  

LR
t

SR
tt πππ += , (1)  

ttg
SR
t g γβπ += −1 , (2)  

LR
tv

LR
ty

LR
t

LR
t vy ααμαπ μ +−= , (3)  

where gt-1 is the output gap that is lagged one period3 and γt captures short run cost shocks, 

such as an oil price shock or a change in the exchange rate (Gerlach 2004). LR
tμ  is long run 

                                                 
3 We lag the output gap one period following Assenmacher-Wesche and Gerlach (2006c). 
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money growth LR
ty is long run GDP growth (trend growth) and LR

tv captures long run changes 

in velocity4 . Related to the ECB’s policy strategy, the first pillar is represented by equation 

(2) and the second pillar by equation (3).  

Engle (1974) proposed a bandspectrum regression to estimate models where different 

variables affect the dependent variable at different horizons as in (1). The bandspectrum 

regression is estimated in the frequency domain instead of in the time domain, since it is 

easier to identify the various horizons in the frequency domain than in the time domain. For 

example, the low frequency component represents the long run and the high frequencies 

represent the short run.  

In this paper the bandspectrum regression is estimated in a panel data model where nine 

countries have been pooled together; Australia, Canada, Denmark, the Eurozone, New 

Zealand, Norway, Sweden, the United Kingdom and the United States. Previous studies of 

individual countries have shown that money growth has no effect on inflation during the first 

five to eight years. If cycles with a periodicity up to eight years are removed there are only 

four or five long run observations remaining in a sample of approximately 30 years of 

observations. By pooling countries the number of long run observations is increased, which 

improves the efficiency of the parameter estimates.5  

Another feature of this study is that we use a discrete wavelet transform instead of the 

Fourier transform. It is common to use the orthonormal Fourier transforms (ODFT) in 

bandspectrum regressions, but any orthonormal transform with frequency resolution can be 

applied. This paper uses a discrete wavelet transform (DWT), because it combines both time 

and frequency resolutions. When the ODFT transforms the time series to the frequency 

domain, it loses all time resolution and the ODFT therefore cannot distinguish between 

recurring cycles and non-recurring events such as an outlier or a structural break. If the time 

series contain non-recurring events the ODFT will probably misrepresent the data in the 

frequency domain, but this misrepresentation may be avoided if the DWT is used instead. 

It has been suggested in the macroeconomic literature that the variability in many 

macroeconomic variables has decreased since the mid-eighties (see Sock and Watson 2002 

and Cogley and Sargent 2005). This implies that features of the spectrum may have hanged 

                                                 
4 More specifically we have ( ) ( )1loglog −−= ttt moneymoneyμ , ( ) ( )1realGDPlogrealGDPlog −−= ttty , 

and ( ) ( )1velocitylogvelocitylog −−= tttv . 
5 Each individual time series is transformed to the frequency domain individually, and they are only pooled when 

the bandspectrum regression is being used.  

6



 

 

over time. Due to its combination of time and frequency resolution, the DWT can decompose 

the data to the frequency domain despite these changes. To be able to apply the ODFT, 

however, the exact point of these changes would have to be identified before the 

transformation. Each sub-sample, one representing the time series before and one after the 

decline in variability, would then be decomposed individually. Such an approach would be 

sensitive to the choice of break point in the data, and we therefore only use the DWT in this 

study. For more information about this method see for example Ramsey (2002), Percival and 

Walden (2006) and Crowley (2007). 

The estimated inflation model is a fixed effects panel data model 

ififfiffiffiffif oilgy εβββμβπ +Δ++−= 4321 , (4) 

where i denotes the country, t is time and f is frequency, and where 

itiit υλε += . (5)  

μif is quarterly changes in logged money growth, yif is quarterly change in logged real GDP, 

Δoilif is the quarterly change in logged real oil prices, and gif is the output gap. itυ is iid 

( )2,0 iυσ , and itε  is iid ( )2, ii υσλ 6. Changes in real logged oil prices, oilΔ , was added to (4) as a 

proxy for cost shocks (γt in equation (2)) following Neumann and Greiber (2004). According 

to the theoretical model, (1)-(3), different variables affect inflation at different frequencies. 

Even if we expected variables such as the output gap to have no long run effect on inflation, 

all variables were included at all frequencies. By including all variables at all frequencies no 

restriction on the time horizons in the model were imposed before estimation.  

Data for all countries was collected from Thomson’s Financial Datastream on a quarterly 

basis for the period 1971Q2 to 2003Q17,8. Money was defined as currency in circulation 

                                                 
6 The quantity equation is an identity and the residuals at the frequencies where money is a significant variable in 

the inflation model therefore captures, among other things, changes in velocity. Velocity can be a function of 

different variables, for example, interest rates or financial development (see Bordo and Jonung 1987). 

Assenmacher-Wesche and Gerlach (2006c) include interest rates in their model to model changes in velocity, but 

Neuman and Greiber (2004) do not. Since we cannot obtain interest data for all countries for the period 1971Q2-

2003Q1, we follow Neuman and Greiber exclude it from the model.  
7 The DWT requires 2J, where J is an integer, number of observations. This is caused by the introduction of time 

resolution in the transform. Since quarterly growth rates are applied, the first observation is 1971Q2. More 

observations could be added through data padding, however, it would not yield any more long run observations, 

and the analysis therefore ends in 2003Q1. For more information about the DWT. 
8 The data covers exactly the same period of time as in Gerlach (2004)  
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(M0), following the advice in Friedman and Schwarz (1970). The broader monetary 

aggregates are defined differently in different countries, which could affect our regression 

results, but by using M0 we avoid any such problems. M0 data is, however, unavailable for 

the Eurozone and M3 was therefore used instead since it is the ECB’s preferred monetary 

aggregate (see ECB 2004)9.  

Three estimates of the output gap were considered; the cyclical component from a 

Hodrick Prescott filter, a gap estimated as the difference between observed logged real GDP 

and a linear trend, and an unemployment gap. The unemployment gap was defined as the high 

frequency component of the observed unemployment rate. Inflation was calculated as the 

quarterly change in the consumer price index (CPI), except for the United Kingdom (where 

the Retail Price Index was used) and for the Eurozone (where OECD’s Main Economic 

Indicators’ CPI index was used) since no official CPI exists until the late 1990s for either 

country. GDP growth was calculated as the quarterly change in logged real GDP, and changes 

in real logged oil prices were measured in the national currency.  

Tables 1 and 2 show the fractional integration order for all time series, as estimated using 

the maximum likelihood estimator presented in Percival and Walden (2006). As can be seen 

in these tables, all time series are stationary, which implies that Engle’s bandspectrum 

regression estimator can be used, without the risk of spurious results.   

In total, the regressions were based on 128 quarterly observations, and the DWT10, 

decomposed the time series into six frequency bands reflecting fluctuations with a periodicity 

of respectively 2, 4, 8, 16, and 32 quarters and fluctuations with a periodicity of more than 32 

quarters.  

The lack of long run observations for each country means that we could not test the null 

hypothesis of poolability against the alternative that each country is different. However, it is 

possible to test against the alternative that groups of countries are different. We therefore 

estimated the inflation model for both the full panel, and for two sub-panels; large countries 

(Eurozone, the United Kingdom and the United States), and small countries (Australia, 

Canada, Denmark, New Zealand, Norway and Sweden). The sample was also split into two 

                                                 
9 Using M3 for the Eurozone does not change our overall results. There are no statistically differences between 

the results when we include the Eurozone compared to the results we obtain when we exclude the Eurozone.  We 

therefore present the results where the Eurozone is included.  
10 There are many different wavelet functions which the wavelet transform can be based on. We use the 

Daubechie (4) wavelet in this paper, but we also tested the Haar wavelet. There were however, only minor 

differences in the result compared to the Daubechie (4) wavelet.  
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time sub-samples to test whether there have been any changes in the inflation process over 

time. The first sub-sample represented the period (1971Q2 to 1987Q1), and the second sub-

sample the period (1987Q2 to 2003Q1) 11.  

2.2 Empirical Results 

The regression results can be found in Tables 3-11. The results for the full panel are shown in 

Tables 3-5, Tables 6-8 contain the results for the large countries, and Tables 9-11 contain the 

results for the small countries. These results indicate that the inflation process may be divided 

into three horizons – the short run, the medium run and the long run. The short run is defined 

as the horizon where no variable has any significant effect on inflation, the medium run is 

defined as fluctuations caused by the business cycle (output gap), and the long run are 

frequencies lower than the business cycle frequencies. We find that the short run lasts 

between one quarter and two years, the medium run between two to four years, and the long 

run begins after four years. This result is in line with the results found in Gerlach (2003) and 

Assenmacher-Wesche and Gerlach (2006 c), who define the long run as starting after 5.6 

years, and in Englund et. al (1992) where the business cycle lasts between three and eight 

years.    

The short-run results run should be interpreted with care, however, for although some 

parameter estimates are statistically different form zero at the 5%-level, the explanatory 

power of the inflation models is small and often close to zero (between 0.2% and 17.8%). 

These short run regression results may be affected by outliers or seasonal effects, and are 

therefore not commented on further.  

The explanatory power of the inflation model is modest in the medium run, between 

31.4% and 45.0%. For the long run it is substantially higher, and the R2 value increases to 

between 75.1% and 89.6%. As expected, neither the output gap or oil prices have any 

significant effect on inflation in the long run model. The output gap is by definition zero in 

the long run, and if changes in real oil prices are interpreted as a proxy for supply shocks, they 

also should have no long run effect on inflation. The only significant variables in the long run 

model are money growth and real GDP growth.  

It is not possible to reject the hypothesis that money elasticity with respect to income is 

equal to one, this restriction is therefore imposed on the model and the parameter estimates 
                                                 
11 It is possible to identify the first and the second half of the sample because the DWT coefficients have both a 

time and a frequency interpretation. The entire time series is thus transformed and the coefficients representing 

the first and the second half are then identified.  
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presented here can be interpreted as excess money growth (EMG)12. The estimated long run 

parameter value for EMG varies between 0.915 and 1.195 depending on panel and time 

period. We cannot reject the hypothesis that the true parameter value for EMG is equal to one 

for any of the panels, which means that the results imply that there is a stable long run one-to-

one relationship between EMG and headline inflation for all countries.   

In all panels, the medium run parameter estimate for EMG is smaller than the long run 

parameter estimate. The medium run parameter estimate is between 0.265 and 0.523; it is in 

general larger for the 1971Q2-1987Q1 period than for the latter 1987Q2-2003Q1 period. The 

parameter estimate for the output gap, measured with a Hodrick Prescott cycle, is significant 

in some but not all panels; it is not significant for the panel representing all countries 1971Q2-

1987Q1 or for small countries 1971Q2-1987Q1 for example. The other two estimates of the 

output gap, the linear trend and the unemployment gap, have no statistically significant effect 

in any of the regressions, and are therefore excluded from further consideration.  

Oil price is also a significant medium run variable, but only for the first half of the 

sample. This result is not surprising since the first half includes the 1973 and 1979 oil price 

shocks. The parameter estimates for oil price in the first sub-sample lie between 0.037 for 

small countries and 0.065 for large countries. These estimates are small compared to those for 

excess money growth and the output gap, but the amplitude of the medium run oil price 

cycles are on the other hand substantially higher than the amplitude for the medium run EMG 

cycles and medium run output gap cycles. The medium run amplitude of logged real oil prices 

varies between 4.2% and 11.5% compared to 0.8% and 2.0% for the output gap and 1.4% and 

5.5% for EMG13. Of the three variables in the medium run inflation model, EMG is the most 

important if both the amplitude of the cycles and the parameter estimates are taken into 

account. 

These inconclusive medium run results14 for real oil price and the output gap may be 

interpreted as implying that the structure of the economy has changed since 1971, and that 

one model therefore cannot be used to represent the entire sample. It is also evident that these 

kinds of variables cannot be relied upon as inflation indicators when the structure of the 

economy is changing (see Lucas 1976), and that other variables must also be considered.  

                                                 
12 Excess money growth (EMG) is defined as money growth minus GDP growth.  
13 These figures are for the first sub sample only.  
14 We test the hypothesis of poolability against the alternative that each group of countries is different using a 

Chow test (see Baltagi 2005). For the long run model, we cannot reject the null hypothesis that all countries can 

be pooled. For the medium run results we reject it at the 10% level but not at the 5% level.  
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Woodford (2007) argues that a long run relationship between excess money growth and 

inflation does not imply that money causes inflation. He claims that other variables affect 

both of them, and that the relationship is therefore caused by an indirect link. An estimate of 

the inflation trend would therefore contain more information about the future direction of 

headline inflation than an estimate of EMG.  

Even if EMG is just an estimate of the inflation trend, it can still contain useful 

information about headline inflation. Monetary policy operates with a lag, which implies that 

an estimate of EMG may indicate in which direction the inflation trend is moving. EMG may 

therefore contain more information about future headline inflation than an estimate of the 

present inflation trend. We test whether EMG is an informative long run inflation indicator or 

if Woodford is right in his claims about the inflation trend, by performing a correlation study. 

We estimate the correlations between lagged EMG and headline inflation, where EMG is 

lagged between one up to 60 quarters (15 year), and compare these correlations to those 

obtained when we replace EMG with an estimate of the inflation trend. Two estimates of the 

inflation trend are used; a DWT trend estimate at the same frequency as EMG, and a Hodrick 

Prescott (HP) trend obtained by using the default settings in EViews 5.1 (λ=100).  

Results of the correlation study are available in Figures 1 (all countries) 2 (large 

countries) and 3 (small countries). Table 12 presents the correlations for five selected 

horizons; 4, 8, 16, 32 and 40 quarters for the individual countries and for the full panel. 

Correlations were also estimated for each time sub-sample, but as these results were based on 

just one long run observation per country, and the results were inconclusive and are not 

presented in the paper. 

For the full sample the correlation between long run excess money growth and headline 

inflation increases during the first eight quarters before it begins to decline. For both inflation 

trends the correlations are highest for the first quarter and then decline more rapidly than long 

run EMG. After ten to fifteen quarters the correlations for the two inflation trend estimates are 

both less strong than the correlation for excess money growth. The correlations from the HP-

trend decline the quickest and have a cyclical pattern, which indicates that the HP-trend also 

contains a business cycle component. The correlations for a lag length of four years are 0.610 

for long run excess money growth, 0.589 for the DWT trend and 0.526 for the HP-trend for 

the full sample. For a lag length of ten years the corresponding correlations are 0.507, 0.335 

and 0.281. 

The results for the sub-panels, large and small countries, follow the same general pattern 

as for the full panel, see Figures 2 and 3. The DWT trend has the highest correlation with 

11



 

 

future headline inflation for the first four to eight quarters before excess money growth 

becomes more highly correlated with headline inflation than the inflation trend estimates. 

EMG is especially informative compared to the inflation trend for small countries. The results 

for the group of large countries are to a great extent affected by the results for the United 

Kingdom, where the Hodrick Prescott inflation trend has the highest correlation with headline 

inflation for horizons exceeding four quarters, see Table 12. EMG, on the other hand, is a 

better predictor of future inflation for the United States and, in particular, the Eurozone. The 

correlation coefficient between headline inflation and EMG (with money lagged eight years) 

is 0.771 in the Eurozone, compared to 0.500 and 0.484 for the correlations between headline 

inflation and the wavelet inflation trend and the Hodrick Prescott inflation trend respectively.    

The implication of the correlation study is that the monetary transmission process lasts 

approximately two to three years, and that money contains information about future headline 

inflation that estimates of the present inflation trend do not. EMG is therefore one important 

inflation indicator that should be monitored.  

3. Conclusions 

Excess money growth and inflation have a one-to-one long run relationship that is stable both 

across countries and over time. Moreover, there is a roughly two year lag between excess 

money growth and headline inflation. Woodford (2007) argues that an estimate of the 

inflation trend contains more information about future inflation than EMG. The correlation 

study performed in this paper shows that this is not the case. Future headline inflation is more 

correlated with present excess money growth than with present inflation trends for horizons 

exceeding ten quarters.  

Medium run movements in the inflation rate can be explained by excess money growth, 

the output gap and oil prices, but of these variables only EMG has a stable effect over time 

and countries. The output gap has become more significant at the end of the sample, while oil 

prices had a greater effect at the beginning of the sample. These results may be interpreted as 

evidence of the Lucas (1976) critique.  

Monetary policy decisions are based on many different indicators. The strong long run 

correlation between money and inflation shows that money is certainly one important variable 

that should be monitored. This is especially true during volatile times when the structure of 

the economy is changing, and when variables such as the output gap and interests rates are 

therefore no longer reliable inflation indicators. ECB’s monetary policy strategy of combining 

monetary analysis and real economic analysis therefore makes sense.  

12



 

References 

Assenmacher-Wesche K., Gerlach S., 2006a. Interpreting Euro Area Inflation at High and 
Low Frequency. Centre for Economic Policy Research Discussion Paper 5632, April 2006. 
 
Assenmacher-Wesche K., Gerlach S., 2006b. Understanding the Link Between Money 
Growth and Inflation in the Euro Area. Centre for Economic Policy Research Discussion 
Paper 5683, May 2006.  
 
Assenmacher-Wesche K., Gerlach S., 2006c. Money Growth, Output gaps and Inflation at 
Low and High Frequency: Spectral Estimates for Switzerland. Centre for Economic Research 
Discussion Paper 5723, June 2006. 
 
Baltagi B.H., 2005. Econometric Analysis of Panel Data. John Wiley and Sons Ltd. West 
Sussex, England 
 
Bernanke B. and Woodford M., 1997. Inflation Forecasts and Monetary Policy. Journal of 
Money, Credit and Banking 29, 653-685.  
 
Bordo M.D. and Jonung L., 1987. The Long-Run behaviour of Velocity: the Institutional 
Approach Revisited. NBER Working Paper 3204. 
 
Cogley T. and Sargent T.J., 2005. Drift and Volatilities: monetary policies and outcomes in 
the post WWII US. Review of Economic Dynamics 8, 262-302. 
 
Cuaresma JC., Gnan E. Rizberger-Grünewald D., 2005. The Natural Rate of Interest – 
Concepts and Appraisal for the Euro Area. Oesterreichische National Bank Monetary Policy 
and the Economy Q4/05. 
 
Crowley P.M., 2007. A Guide to Wavelets for Economists. Journal of Economic Surveys 21 
(2), 207-415. 
 
De Grauwe P. and Polan M., 2001. Is Inflation Always and Everywhere a Monetary 
Phenomenon? Centre for Economic Policy Research Discussion Paper 2841. 
 
ECB, 200 The ECB’s Monetary Policy Strategy. Press Release, European Central Bank May 
8th 200  
 
ECB, 2004. The Monetary Policy of the ECB. European Central Bank, Frankfurt am Main.  
 
Engle R.F., 1974. Bandspectrum Regression. International Economic Review 15(1), 1-11. 
 
Estrella A. and Mishkin F.S., 1997. Is There a Role for Monetary Aggregates in The Conduct 
of Monetary Policy?. NBER working paper 5845.  
 
Friedman M., 196 Inflation Causes and Consequences. Asia Publishing House, London. 
 
Friedman M., 1968. The Role of Monetary Policy. The American Economic Review 58, 1-17. 
 

13



 

 

Friedman M., 1970. A Theoretical Framework for Monetary Analysis. Journal of Political 
Economy 78, 193-238. 
 
Friedman M. and Schwarz A., 1970. Monetary Statistics of the United States. Columbia 
University Press. New York 
 
Gerlach S., 2003. The ECB’s Two Pillars. Centre for Economic Policy Research Discussion 
Paper 3689. 
 
Gerlach S., 2004. The Two Pillars of the European Central Bank. Economic Policy 40, 389-
439.  
 
Gerlach S. and Svensson L., 2003. Money and Inflation in the Euro Area: A Case for 
Monetary Indicators? Journal of Monetary Economics 50, 649-1672. 
 
Hallman J., Porter R. and Small D., 1991. Is the Price Level Tied to the M2 Monetary 
Aggregate in the long-run?. The American Economic Review, 81(4),  841-858. 
 
Issing, O., 2003. The evaluation of the strategy, Opening remarks at the “ECB Watchers 
Conference”, Frankfurt, 11 July 200 
 
Issing O., 2005. The Monetary Pillar of the ECB. Speech by Otmar Issing at the “ECB and Its 
Watchers VII” Conference 3 June 2005. 
 
King M., 2002. No money, no inflation – the role of money in the economy. Bank of England 
Quarterly Bulletin Summer 2002. 
 
King R.G. and Watson M.W., 1996. Money, Prices, Interest Rates and the Business Cycle. 
The Review of Economics and Statistics 78 (1), 35-5 
 
Laubach T. and Williams C., 200 Measuring the Natural Rate of Interest. The Review of 
Economics and Statistics 85(4), 1063-1070. 
 
Lucas R.E., 1976. Econometric Policy Evaluation: A Critique. Carnegie-Rochester 
Conference Series on Public Policy, 1 (1) 19-46. 
 
Mésonnier JS. And Renne JP., 2007. A Timer-Varying “Natural” Rate of Interest For the 
Euro Area. European Economic Review 51, 1768-1784. 
 
Nelson E., 2003. The Future of Monetary Aggregates In Monetary Policy Analysis. Journal of 
Monetary Economics 50, 1029-1059.  
 
Neumann M. and Greiber C., 2004. Inflation and core money-growth in the euro area. 
Deutsche Bundesbank Discussion Paper 36. 
 
Orphanides A. and Williams J., 2002. Tobust Monetary Policy Rules with Unknown Natural 
Rates. Brookings Papers on Economic Activity 2, 63-118. 
 
Percival D.B. and Walden A.T., 2006. Wavelet Methods for Time Series Analysis. 
Cambridge University Press, New York USA.  

14



 

 

 
Ramsey J.B., 2002. Wavelets in Economics and Finance: Past and Future. C.V. Starr Center 
for Applied Economics 2002-02. 
 
Rudebush G. and Svensson L., 2002. Eurosystem Monetary Targeting: Lessons from U.S. 
Data. European Economic Review 46, 417-442. 
 
Stock J.H. and Watson M.W., 2002. Has the Business Cycle Changed and Why?. NBER 
Macroeconomics Annual 2002. Editors: Gertler M. and Rogoff F. MIT Press 
 
Svensson L., 2003. Comment on: The Future of Monetary Aggregates in Monetary Policy 
Analysis. Journal of Monetary Economics 50, 1061-1070. 
 
Svensson L., 2007. Vad har nationalekonomerna lärt sig om penningpolitik under de senaste 
50 åren? Swedish Riksbank pressrelease 2007-09-21.  
 
Wicksell K., 1898. Geldzins und Güterpreise: Eine Studie Über Die Den Tauschwert der 
Geldes Bestimmenden Ursachen. Jena.  
 
Woodford M., 2003. Interest and Prices, Foundation of a Theory of Monetary Policy. 
Princeton University Press.  
 
Woodford M., 2007. Does a ‘Two-Pillar Phillips Curve’ Justify a Two-Pillar Monetary Policy 
Strategy? Centre for Economic Policy Research 6447, September 2007. 

15



  

 

T
ab

le
 1

: F
ra

ct
io

na
l I

nt
eg

ra
tio

n 
O

rd
er

 a
nd

 C
on

fid
en

ce
 In

te
rv

al
s 1

, 2
 

C
ou

nt
ry

 
In

fla
tio

n 
M

on
ey

 G
ro

w
th

 
G

D
P 

G
ro

w
th

 

 
d l

ow
 

d 
d h

ig
h 

d l
ow

 
d 

d h
ig

h 
d l

ow
 

d 
d h

ig
h 

A
us

tra
lia

 
0.

10
 

0.
31

 
0.

51
 

0.
14

 
0.

38
 

0.
60

 
-0

.0
1 

0.
18

 
0.

35
 

C
an

ad
a 

0.
04

 
0.

23
 

0.
41

 
0.

23
 

0.
45

 
0.

66
 

0.
02

 
0.

20
 

0.
37

 

D
en

m
ar

k 
-0

.0
7 

0.
11

 
0.

27
 

-0
.5

1 
-0

.3
6 

-0
.2

3 
-0

.0
3 

0.
16

 
0.

33
 

Eu
ro

zo
ne

 
0.

10
 

0.
31

 
0.

50
 

0.
06

 
0.

25
 

0.
43

 
0.

09
 

0.
29

 
0.

47
 

N
or

w
ay

 
0.

01
 

0.
19

 
0.

36
 

0.
09

 
0.

29
 

0.
48

 
-0

.1
2 

0.
07

 
0.

23
 

N
ew

 Z
ea

la
nd

 
0.

15
 

0.
36

 
0.

55
 

-0
.0

6 
0.

13
 

0.
30

 
-0

.4
6 

-0
.2

7 
-0

.1
1 

Sw
ed

en
 

0.
04

 
0.

23
 

0.
41

 
-0

.0
9 

0.
08

 
0.

24
 

-0
.1

8 
-0

.0
2 

0.
13

 

U
ni

te
d 

K
in

gd
om

 
0.

08
 

0.
28

 
0.

46
 

-0
.0

1 
0.

18
 

0.
43

 
-0

.1
2 

0.
06

 
0.

23
 

U
ni

te
d 

St
at

es
 

0.
07

 
0.

26
 

0.
44

 
0.

25
 

0.
45

 
0.

63
 

0.
06

 
0.

25
 

0.
43

 

N
ot

e 

1.
 P

er
ci

va
l a

nd
 W

al
de

n 
(2

00
6)

 m
ax

im
um

 li
ke

lih
oo

d 
es

tim
at

or
 is

 u
se

d 
to

 e
st

im
at

e 
th

e 
fr

ac
tio

na
l i

nt
eg

ra
tio

n 
or

de
r. 

2 .
 d

 is
 th

e 
in

te
gr

at
io

n 
or

de
r, 

d l
ow

er
 a

nd
 d

up
pe

r d
en

ot
e 

th
e 

lo
w

er
 a

nd
 u

pp
er

 b
ou

nd
ar

ie
s f

or
 a

 9
5%

 c
on

fid
en

ce
 in

te
rv

al
.  

16



  

 

T
ab

le
 2

: I
nt

eg
ra

tio
n 

O
rd

er
 a

nd
 C

on
fid

en
ce

 In
te

rv
al

s C
on

tin
ue

d1,
 2

 

C
ou

nt
ry

 
U

ne
m

pl
oy

m
en

t 
Δ 

Lo
gg

ed
 O

il 
Pr

ic
es

 

 
d l

ow
er

 
d 

d u
pp

er
 

d l
ow

er
 

d 
d u

pp
er

 

A
us

tra
lia

 
-0

.3
5 

-0
.1

7 
-0

.0
1 

-0
.3

1 
-0

.0
9 

0.
11

 

C
an

ad
a 

-0
.1

3 
0.

09
 

0.
29

 
-0

.2
6 

-0
.0

4 
0.

18
 

D
en

m
ar

k 
-0

.0
1 

0.
18

 
0.

36
 

-0
.1

3 
0.

07
 

0.
27

 

Eu
ro

zo
ne

 
0.

06
 

0.
25

 
0.

42
 

0.
20

 
0.

38
 

0.
55

 

N
or

w
ay

 
-0

.3
3 

-0
.1

6 
0.

05
 

-0
.1

5 
0.

06
 

0.
25

 

N
ew

 Z
ea

la
nd

 
-0

.1
0 

0.
09

 
0.

25
 

-0
.1

8 
0.

04
 

0.
24

 

Sw
ed

en
 

-0
.0

4 
0.

13
 

0.
28

 
-0

.1
8 

0.
03

 
0.

22
 

U
ni

te
d 

K
in

gd
om

0.
02

 
0.

21
 

0.
39

 
-0

.2
5 

-0
.0

4 
0.

16
 

U
ni

te
d 

St
at

es
 

-0
.1

7 
0.

03
 

0.
21

 
-0

.2
3 

-0
.0

2 
0.

19
 

N
ot

e 
1.

 P
er

ci
va

l a
nd

 W
al

de
n’

s 
(2

00
6)

 m
ax

im
um

 li
ke

lih
oo

d 
es

tim
at

or
 is

 u
se

d 
to

 e
st

im
at

e 

th
e 

fr
ac

tio
na

l i
nt

eg
ra

tio
n 

or
de

r. 

2.
 d

 is
 th

e 
in

te
gr

at
io

n 
or

de
r, 

d l
ow

er
 a

nd
 d

up
pe

r 
de

no
te

 th
e 

lo
w

er
 a

nd
 u

pp
er

 b
ou

nd
ar

ie
s 

fo
r a

 9
5%

 c
on

fid
en

ce
 in

te
rv

al
.  

17



  

 

T
ab

le
 3

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

A
ll 

C
ou

nt
ri

es
 1

97
1Q

2 
– 

20
03

Q
1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

1.
00

1*
**

 
 0

.0
17

 
0.

24
0 

78
.9

 

 
(0

.0
48

) 
(0

.2
68

) 
(0

.4
57

) 
 

2-
4 

0.
31

4*
**

 
0.

02
2*

**
 

0.
13

5*
 

35
.4

 

 
(0

.0
66

) 
(0

.0
09

) 
(0

.0
87

) 
 

1-
2 

0.
07

0*
* 

0.
00

4 
0.

08
8*

* 
4.

6 

 
(0

.0
20

) 
(0

.0
07

) 
(0

.0
41

) 
 

1/
2 

-1
 

0.
01

7*
**

 
0.

01
1*

**
 

0.
08

2*
**

 
7.

9 

 
(0

.0
07

) 
(0

.0
02

) 
(0

.0
12

) 
 

1/
4-

1/
2 

0.
02

4*
**

 
0.

00
6*

**
 

0.
05

5*
**

 
2.

3 

 
(0

.0
05

) 
(0

.0
02

) 
(0

.0
11

) 
 

18



  

 

T
ab

le
 4

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

A
ll 

C
ou

nt
ri

es
 1

97
1Q

2 
– 

19
87

Q
1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

1.
04

7*
**

 
0.

01
1 

0.
43

7 
83

.0
 

 
(0

.0
60

) 
(0

.0
36

) 
(0

.4
87

) 
 

2-
4 

0.
38

4*
**

 
0.

04
2*

**
 

0.
06

3 
45

.0
 

 
(0

.1
04

) 
(0

.0
14

) 
(0

.1
16

) 
 

1-
2 

0.
15

7*
**

 
0.

01
5 

0.
06

1 
10

.0
 

 
(0

.0
64

) 
(0

.0
15

) 
(0

.0
56

) 
 

1/
2 

-1
 

-0
.0

22
 

0.
01

4*
**

 
0.

05
5 

6.
3 

 
(0

.0
15

) 
(0

.0
06

) 
(0

.0
34

) 
 

1/
4-

1/
2 

0.
02

0*
**

 
0.

00
7*

**
 

0.
03

6*
* 

2.
4 

 
(0

.0
07

) 
(0

.0
03

) 
(0

.0
17

) 
 

 

19



  

 

T
ab

le
 5

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

A
ll 

C
ou

nt
ri

es
 1

98
7Q

2 
– 

20
03

Q
1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

1.
02

8*
**

 
-0

.0
01

 
0.

46
3 

75
.1

 

 
(0

.0
64

) 
(0

.0
32

) 
(0

.5
24

) 
 

2-
4 

0.
28

2*
**

 
-0

.0
07

 
0.

21
3*

* 
31

.4
 

 
(0

.0
68

) 
(0

.0
10

) 
(0

.0
97

) 
 

1-
2 

-0
.0

04
 

-0
.0

05
 

0.
08

0*
 

0.
2 

 
(0

.0
31

) 
(0

.0
06

) 
(0

.0
58

) 
 

1/
2 

-1
 

0.
03

0*
**

 
0.

02
4*

**
 

0.
07

5*
* 

13
.7

 

 
(0

.0
11

) 
(0

.0
04

) 
(0

.0
35

) 
 

1/
4-

1/
2 

0.
02

9*
**

 
0.

00
5*

* 
0.

07
7*

**
 

1.
8 

 
(0

.0
07

) 
(0

.0
03

) 
(0

.0
14

) 
 

  
 

20



  

 

T
ab

le
 6

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

L
ar

ge
 C

ou
nt

ri
es

1  1
97

1Q
2 

– 
20

03
Q

1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

0.
91

5*
**

 
0.

04
9 

0.
12

0 
75

.8
 

 
(0

.0
95

) 
(0

.0
45

) 
(0

.7
21

) 
 

2-
4 

0.
52

3*
* 

0.
02

8 
-0

.0
20

 
39

.5
 

 
(0

.2
29

) 
(0

.0
24

) 
(0

.1
65

) 
 

1-
2 

0.
21

7*
* 

0.
00

0 
0.

21
1*

* 
5.

9 

 
(0

.1
05

) 
(0

.0
12

) 
(0

.0
93

) 
 

1/
2 

-1
 

0.
16

0*
**

 
0.

02
4*

**
 

0.
39

0*
**

 
1.

7 

 
(0

.0
48

) 
(0

.0
07

) 
(0

.1
06

) 
 

1/
4-

1/
2 

0.
02

3 
-0

.3
77

**
* 

0.
40

7*
**

 
0.

6 

 
(0

.0
23

) 
(0

.1
09

) 
(0

.1
62

) 
 

N
ot

e 
1.

 E
ur

oz
on

e,
 U

ni
te

d 
K

in
gd

om
 a

nd
 th

e 
U

ni
te

d 
St

at
es

 

21



  

 

T
ab

le
 7

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

L
ar

ge
 C

ou
nt

ri
es

1  1
97

1Q
2 

– 
19

87
Q

1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

1.
19

5*
**

 
0.

08
6*

* 
0.

19
8 

89
.6

 

 
(0

.0
83

) 
(0

.0
40

) 
(0

.5
4)

 
 

2-
4 

0.
39

7*
 

0.
06

5*
 

-0
.0

80
 

35
.4

 

 
(0

.2
65

) 
(0

.0
45

) 
(0

.2
21

) 
 

1-
2 

0.
41

3*
* 

-0
.0

06
 

0.
24

1*
* 

2.
3 

 
(0

.1
97

) 
(0

.0
27

) 
(0

.1
39

) 
 

1/
2 

-1
 

0.
18

3*
**

 
0.

02
3*

* 
0.

38
7*

**
 

3.
5 

 
(0

.0
74

) 
(0

.0
11

) 
(0

.1
41

) 
 

1/
4-

1/
2 

-0
.0

19
 

-0
.4

03
**

* 
0.

44
4*

* 
0.

6 

 
(0

.0
40

) 
(0

.1
41

) 
(0

.2
05

) 
 

N
ot

e 
1.

 E
ur

oz
on

e,
 U

ni
te

d 
K

in
gd

om
 a

nd
 th

e 
U

ni
te

d 
St

at
es

 
 

22



  

 

T
ab

le
 8

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

L
ar

ge
 C

ou
nt

ri
es

1  1
98

7Q
2 

– 
20

03
Q

1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

1.
08

6*
**

 
0.

01
8 

0.
51

8 
79

.7
 

 
(0

.1
02

) 
(0

.0
50

) 
(0

.6
93

) 
 

2-
4 

0.
44

4*
* 

0.
01

7 
0.

00
7 

35
.3

 

 
(0

.1
93

) 
(0

.0
14

) 
(0

.1
71

) 
 

1-
2 

0.
04

2 
0.

00
2 

0.
29

5*
**

 
20

.2
 

 
(0

.0
78

) 
(0

.0
08

) 
(0

.0
97

) 
 

1/
2 

-1
 

0.
13

0*
* 

0.
03

0*
**

 
0.

59
2*

**
 

3.
3 

 
(0

.0
56

) 
(0

.0
07

) 
(0

.2
03

) 
 

1/
4-

1/
2 

0.
05

3*
* 

-0
.1

15
 

0.
06

2 
0.

2 

 
(0

.0
24

) 
(0

.2
10

) 
(0

.3
36

) 
 

N
ot

e 
1.

 E
ur

oz
on

e,
 U

ni
te

d 
K

in
gd

om
 a

nd
 th

e 
U

ni
te

d 
St

at
es

 
 

23



  

 

T
ab

le
 9

: B
an

ds
pe

ct
ru

m
 R

eg
re

ss
io

n 
– 

Sm
al

l C
ou

nt
ri

es
1  1

97
1Q

2 
– 

20
03

Q
1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

0.
97

2*
**

 
-0

.0
13

 
0.

45
2 

79
.3

 

 
(0

.0
57

) 
(0

.0
35

) 
(0

.6
10

) 
 

2-
4 

0.
26

5*
**

 
0.

01
8*

* 
0.

20
0*

* 
33

.2
 

 
(0

.0
69

) 
(0

.0
10

) 
(0

.1
03

) 
 

1-
2 

0.
05

9*
 

0.
00

6 
0.

06
9*

 
4.

2 

 
(0

.0
36

) 
(0

.0
08

) 
(0

.0
47

) 
 

1/
2 

-1
 

0.
00

3 
0.

01
8*

**
 

0.
04

6*
* 

8.
5 

 
(0

.0
10

) 
(0

.0
04

) 
(0

.0
25

) 
 

1/
4-

1/
2 

0.
02

3*
**

 
0.

00
5*

* 
0.

05
5*

**
 

5.
4 

 
(0

.0
05

) 
(0

.0
02

) 
(0

.0
11

) 
 

N
ot

e 
1.

 A
us

tra
lia

, C
an

ad
a,

 D
en

m
ar

k,
 N

or
w

ay
, N

ew
 Z

ea
la

nd
 a

nd
 S

w
ed

en
 

 

24



  

 

T
ab

le
 1

0:
 B

an
ds

pe
ct

ru
m

 R
eg

re
ss

io
n 

– 
Sm

al
l C

ou
nt

ri
es

1  1
97

1Q
2 

– 
19

87
Q

1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

0.
93

9*
**

 
0.

13
2 

1.
47

2*
 

78
.7

 

 
(0

.1
14

) 
(0

.1
20

) 
1.

00
1 

 

2-
4 

0.
34

1*
**

 
0.

03
7*

**
 

0.
14

2 
43

.6
 

 
(0

.1
09

) 
(0

.0
07

) 
(0

.1
36

) 
 

1-
2 

0.
13

4*
* 

0.
02

2*
 

0.
03

5 
13

.2
 

 
(0

.0
70

) 
(0

.0
17

) 
(0

.0
63

) 
 

1/
2 

-1
 

-0
.0

37
**

* 
0.

00
9*

 
0.

02
5 

14
.7

 

 
(0

.0
14

) 
(0

.0
06

) 
(0

.0
32

) 
 

1/
4-

1/
2 

0.
02

1*
**

 
0.

00
7*

* 
0.

03
7*

* 
4.

8 

 
(0

.0
07

) 
(0

.0
03

) 
(0

.0
14

) 
 

N
ot

e 
1.

 A
us

tra
lia

, C
an

ad
a,

 D
en

m
ar

k,
 N

or
w

ay
, N

ew
 Z

ea
la

nd
 a

nd
 S

w
ed

en
 

 

25



  

 

T
ab

le
 1

1:
 B

an
ds

pe
ct

ru
m

 R
eg

re
ss

io
n 

– 
Sm

al
l C

ou
nt

ri
es

1  1
98

7Q
2 

– 
20

03
Q

1 

Pe
rio

di
ci

ty
 

(y
ea

rs
) 

Ex
ce

ss
 M

on
ey

 

G
ro

w
th

 

Δ 
Lo

gg
ed

 O
il 

Pr
ic

es
 

O
ut

pu
t g

ap
 

R2 
(%

) 

4-
 

1.
00

2*
**

 
-0

.0
10

 
0.

41
6 

72
.2

 

 
(0

.0
80

) 
(0

.0
41

) 
(0

.7
32

) 
 

2-
4 

0.
27

5*
**

 
-0

.0
16

 
0.

22
6*

* 
30

.5
 

 
(0

.0
76

) 
(0

.0
12

) 
(0

.1
21

) 
 

1-
2 

-0
.0

06
 

-0
.0

06
 

0.
03

7 
2.

6 

 
(0

.0
36

) 
(0

.0
08

) 
(0

.0
71

) 
 

1/
2 

-1
 

0.
02

6*
* 

0.
02

5*
**

 
0.

06
2*

* 
17

.8
 

 
(0

.0
12

) 
(0

.0
05

) 
(0

.0
37

) 
 

1/
4-

1/
2 

0.
02

6*
**

 
0.

00
3 

0.
07

5*
**

 
6.

0 

 
(0

.0
08

) 
(0

.0
03

) 
(0

.0
15

) 
 

N
ot

e 
1.

 A
us

tra
lia

, C
an

ad
a,

 D
en

m
ar

k,
 N

or
w

ay
, N

ew
 Z

ea
la

nd
 a

nd
 S

w
ed

en
 

 
 

26



  

 

T
ab

le
 1

2:
 C

or
re

la
tio

ns
 w

ith
 H

ea
dl

in
e 

In
fla

tio
n 

h1 =4
 

h=
8 

h=
16

 
h=

32
 

h=
40

 
C

ou
nt

ry
 

EM
G

2 
W

T3 
H

PT
4 

EM
G

 
W

T 
H

PT
 

EM
G

 
W

T 
H

PT
 

EM
G

 
W

T 
H

PT
 

EM
G

 
W

T 
H

PT
 

A
us

tra
lia

 
0.

68
1 

0.
68

0 
0.

73
1 

0.
70

4 
0.

69
8 

0.
57

5 
0.

59
9 

0.
61

4 
0.

48
3 

0.
57

7 
0.

56
4 

0.
42

2 
0.

53
1 

0.
47

8 
0.

20
6 

C
an

ad
a 

0.
61

9 
0.

74
9 

0.
80

3 
0.

68
3 

0.
70

9 
0.

66
1 

0.
67

6 
0.

57
5 

0.
52

6 
0.

67
6 

0.
39

5 
0.

40
9 

0.
56

5 
0.

29
5 

0.
21

7 

D
en

m
ar

k 
0.

69
4 

0.
72

1 
0.

73
9 

0.
70

0 
0.

69
3 

0.
66

6 
0.

63
4 

0.
59

4 
0.

61
3 

0.
61

7 
0.

44
1 

0.
43

6 
0.

51
5 

0.
31

0 
0.

24
6 

Eu
ro

zo
ne

 
0.

84
3 

0.
84

4 
0.

88
7 

0.
85

8 
0.

79
9 

0.
78

4 
0.

81
8 

0.
69

2 
0.

66
2 

0.
77

1 
0.

50
0 

0.
48

4 
0.

74
6 

0.
50

6 
0.

40
4 

N
ew

 Z
ee

la
nd

 
0.

57
2 

0.
73

8 
0.

78
3 

0.
67

4 
0.

71
0 

0.
66

4 
0.

75
8 

0.
59

1 
0.

56
5 

0.
74

5 
0.

34
9 

0.
30

9 
0.

67
7 

0.
13

0 
0.

23
9 

N
or

w
ay

 
0.

21
7 

0.
69

9 
0.

71
6 

0.
39

5 
0.

67
5 

0.
58

8 
0.

54
1 

0.
58

2 
0.

50
3 

0.
64

6 
0.

41
2 

0.
33

6 
0.

69
2 

0.
25

4 
0.

13
1 

Sw
ed

en
 

0.
63

8 
0.

65
7 

0.
69

5 
0.

65
5 

0.
61

4 
0.

59
3 

0.
67

1 
0.

52
7 

0.
44

8 
0.

64
9 

0.
33

6 
0.

26
5 

0.
62

7 
0.

35
6 

0.
35

5 
U

ni
te

d 
K

in
gd

om
 

0.
52

1 
0.

62
4 

0.
70

7 
0.

51
7 

0.
61

8 
0.

54
4 

0.
49

4 
0.

56
5 

0.
43

0 
0.

46
2 

0.
49

1 
0.

21
1 

0.
40

8 
0.

42
4 

0.
29

0 

U
ni

te
d 

St
at

es
 

0.
73

7 
0.

60
6 

0.
75

8 
0.

66
5 

0.
49

5 
0.

49
2 

0.
51

4 
0.

34
3 

0.
34

1 
0.

33
0 

0.
21

7 
0.

08
0 

0.
40

7 
0.

32
0 

0.
27

0 

A
ll 

(P
an

el
) 

0.
60

9 
0.

70
7 

0.
75

8 
0.

64
2 

0.
68

1 
0.

62
9 

0.
61

0 
0.

58
9 

0.
52

6 
0.

55
0 

0.
42

6 
0.

33
9 

0.
50

7 
0.

33
5 

0.
28

1 

N
ot

es
: 

1.
 T

he
 n

um
be

r o
f t

im
e 

ob
se

rv
at

io
ns

 th
at

 e
xc

es
s m

on
ey

 g
ro

w
th

 o
r t

he
 in

fla
tio

n 
tre

nd
 a

re
 la

gg
ed

 c
om

pa
re

d 
to

 h
ea

dl
in

e 
in

fla
tio

n 

2.
 E

M
G

 =
 E

xc
es

s M
on

ey
 G

ro
w

th
 

 W
T 

= 
W

av
el

et
 T

re
nd

 

4.
 W

T 
= 

H
od

ric
k 

Pr
es

co
tt 

Tr
en

d 
 

  

27



  

 

   
Fi

gu
re

 1
: C

or
re

la
tio

ns
 w

ith
 H

ea
dl

in
e 

In
fla

tio
n 

– 
A

ll 
C

ou
nt

ri
es

 

 

28



  

 

   
Fi

gu
re

 2
: C

or
re

la
tio

ns
 w

ith
 H

ea
dl

in
e 

In
fla

tio
n 

- L
ar

ge
 C

ou
nt

ri
es

 

29



  

 

   
Fi

gu
re

 3
: C

or
re

la
tio

ns
 w

ith
 H

ea
dl

in
e 

In
fla

tio
n 

– 
Sm

al
l C

ou
nt

ri
es

 

 

30




