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Abstract

Ballistic imaging (BI) is a laser-based measurement for enhanced visualization of strong gradient disturbances within inhomogeneous highly scattering media. The technique is a specialized shadow-imaging method, closely related to schlieren and shadowgraph techniques, which focuses on eliminating stray and multiply-scattered source light from a line-of-sight integrated 2-D intensity signal, detected in a forward-collection geometry.

The work presented here is motivated by the challenges to optical diagnostics posed by the dense, multiphase, turbulent flows common in liquid-fueled combustion devices. While spray models continue to improve, fundamental questions remain concerning the fluid dynamic interactions in specific optically dense regions of fuel sprays which are difficult to probe experimentally, due to the high turbidity in these regions. The measurements, analysis, and modeling effort presented in this work directly address this issue, demonstrating that high-resolution spatial information can be obtained even in regions where light signals are severely distorted by scattering.

Experimental investigations of two turbulent sprays were conducted. In the first campaign an air channel and plain-orifice nozzle with a laminar internal flow were used to generate a jet-in-crossflow. BI was applied to characterize the spray and investigate dense areas and voids in the wake region of the flow. The second measurement campaign applied BI to an aerated spray, where breakup was enhanced by adding nitrogen gas to the liquid stream inside the nozzle. Each spray measurement involved a different optical arrangement, providing an opportunity to observe how differences in collection geometry affect the measured spatial intensity.

New spray behavior was observed over the course of both campaigns: The jet-in-crossflow results revealed bifurcation occurring in a two-phase flow field, a phenomenon previously known to occur only in single-phase flows. The aerated spray results showed a range of effervescent breakup behaviors which correlate to the total injection flowrate. To maximize the benefits of BI diagnostics for characterization of transient unsteady phenomena, it is advantageous to acquire large numbers of images such that reliable statistical information can be obtained. As a result, specialized image processing software to analyze ballistic images was developed over the course of the spray characterization campaigns. These software tools and insights pertaining to their application are an important part of this work.

Velocity information is essential for understanding transient phenomena. Hence, there is a strong need to image velocity in dense spray regions. Unfortunately, standard velocity measurements are limited to flow-fields with low turbidity. To address this issue, additional experimental work was undertaken to develop BI as a velocity measurement, applicable to dense sprays. High-resolution ballistic images of a deforming liquid droplet were analyzed, and velocity results for the liquid-gas interface were obtained. Additionally, a fast-framing BI system was constructed at the Propulsion Directorate laboratory and pairs of ballistic images suitable for velocity analysis were obtained for the aerated spray. These image-pairs were successfully analyzed to obtain velocities of individual drops and fluid structures within the flow, resulting in the first demonstration of a dense spray velocity measurement using BI analysis.
A system model for BI diagnostics has been implemented and validated, providing a tool which can quantify and optimize the sensitivity of a BI system applied to a specific scattering environment. Specifically, the model is capable of predicting the average spatial and temporal profile of the transmitted source light for a simulated scattering volume and associated collection and filtering optics. This information provides three main benefits for improving a BI system. First, photon transmission statistics from the model provide reliable insight into how multiple-scattering affects the collected signal for a specific turbid medium. Second, iterative applications of the model allow the optimization of individual optics. Lastly, the model can be used to compute the modulation transfer and point-spread functions for the overall system, allowing the effectiveness of the diagnostic for imaging specific spatial phenomena to be estimated.
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\( \alpha \) multipole radiation coefficient
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\( \chi^{(1)} \) linear susceptibility
\( \chi^{(3)} \) third-order susceptibility
\( \chi_{\text{eff}} \) effective susceptibility
\( \delta \) phase delay
\( \ell \) length
\( \epsilon_0 \) permittivity of free space
\( \hat{p} \) polarization vector
\( \lambda \) wavelength
\( \mu_0 \) permeability of free space
\( \mu_e \) extinction coefficient
\( \omega \) angular frequency
\( \psi \) wave function
\( \rho_f \) free charge density
\( \sigma_a \) absorption cross-section
\( \sigma_s \) scattering cross-section
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\( \tau_p \) Gaussian pulse duration
$\xi$ uniform random number
$A$ amplitude
$B$ magnetic field
$B_{inc}$ incident magnetic field
$B_{sc}$ scattered magnetic field
$C$ contrast
$c$ speed of light in vacuum
$D$ electric displacement field
$d$ diameter
$E$ electric field
$E_{\gamma}$ photon energy
$E_{inc}$ incident electric field
$E_{sc}$ scattered electric field
$f$ scattering phase function
$f_{Nyquist}$ Nyquist frequency
$H$ auxiliary magnetic field
$h$ Planck's constant
$h_l$ spherical Bessel function
$I$ irradiance
$I_f$ final intensity
$I_i$ initial intensity
$I_{\text{max}}$ maximum intensity
$I_{\text{min}}$ minimum intensity
$J_f$ free current density
$j_l$ spherical Bessel function
$k$ Boltzmann constant
$k$ wavevector
angular momentum operator

radiance

free path length

index of refraction

linear index of refraction

intensity dependent second-order index of refraction

particle number density per unit volume

optical depth
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photon momentum

Mie scattering size parameter
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Chapter 1

Introduction

This work specifically concerns the task of measuring transient information in environments which are not amenable to standard imaging due to distortion of the optical signal by scattering within the measurement volume. In essence, the aim is to see through an optical disturbance, such as fog, smoke, or a haze of droplets, to produce time-resolved, high-resolution images of something inside.

To this end, a laser-based spatial intensity measurement, termed ballistic imaging (BI), is examined. The technique is a specialized shadow-imaging method designed for resolving structure inside highly scattering media. The diagnostic works by illuminating the measurement volume with collimated light from an ultrafast (∼100 fs) laser pulse and collecting the light that scatters through the measurement volume in the forward direction. The light collection is arranged such that a particular subset of the transmitted light which is minimally affected by scattering is collected by the system, i.e. a large portion of the actual signal is discarded, leaving a small part of the original intensity with spatial information that differs from the bulk signal. The resulting image is formed with a fraction of the total light intensity that passes through the measurement volume, but with improved image contrast, thereby revealing internal structures.

Due to the widespread use and global impact of combustion, the imaging of fuel sprays used in liquid-fueled combustion devices is an application of particular interest. The use of liquid fuels is ubiquitous, especially in transportation applications, because liquid fuels contain much more energy per unit volume than gas-phase fuels. The magnitude of this difference in energy is illustrated by Fig. 1 which shows the energy density of a number of gaseous and liquid phase fuels common in combustion applications. To burn any liquid fuel at an effective rate, it is necessary first to convert the liquid stream into a vapor stream and mix the vapor with a suitable oxidizer using a fuel spray.

Here, the fluid dynamics associated with the breakup and mixing of the injected liquid with the surrounding gas is often obscured by an ambient cloud of droplets, rendering conventional methods such as shadowgraphy or planar imaging ineffective. By applying BI, the dense regions of fuel sprays can be probed directly.

In most liquid-fueled combustion devices, the dynamics of liquid breakup domi-
nate mixing in the reaction zone, and are therefore directly coupled to the combustion reaction. As a result, understanding the fluid dynamics of spray breakup is essential for the design of efficient combustion devices. Although models describing fuel injection continue to improve, fundamental questions remain concerning the specific processes and forces which drive liquid breakup. Clear measurements of liquid/gas boundaries and fluid structures in dense spray regions directly address these questions and further provide the potential for spray model validation. This work is primarily motivated by the need for these measurements.

The following four chapters introduce both modeling and experimental results developed over the course of this thesis work. Chapter 2 introduces some of the concepts which are fundamental to understanding light propagation, scattering from single particles, and the modeling approach explained in Ch. 5. Chapter 3 introduces some terminology and explains the idea behind ballistic imaging. A brief outline of previous work is given, followed by a short discussion of the main types of light discrimination used to achieve BI. Chapter 4 introduces both of the spray systems studied in the course of this work and details the BI arrangements that were used in each of the experiments. Chapter 5 presents the BI system model. The major parts of the system model are explained and numerical results from the model are compared with measurements from the literature made on solutions of polystyrene microspheres.
Chapter 2

Background Physics

This chapter briefly reviews some fundamental concepts that are relevant to light propagation, imaging, and scattering from large particles. The intent is to briefly introduce the basis for the properties of light, and the conceptual tools which enable an accurate description its interaction with an optical system and scatterers within a turbid medium.

2.1 Maxwell’s equations

Light is characterized by its energy, intensity, polarization, and coherence and is intimately connected to the motion and disposition of charge, i.e., light is a manifestation of electromagnetic interaction. The fundamental relationships governing electricity and magnetism can be stated concisely by a set of four coupled, first-order, partial differential equations[6]:

\[ \nabla \cdot D = \rho_f \]  
(2.1)

where \( D \) is the electric displacement field in units of coulombs/meter\(^2\) and \( \rho_f \) is the free charge density,

\[ \nabla \cdot B = 0 \]  
(2.2)

where \( B \) is the magnetic field in units of volt-second/meter\(^2\),

\[ \nabla \times E = -\frac{\partial B}{\partial t} \]  
(2.3)

where \( E \) is the electric field in units of volts/meter, \( B \) is the magnetic field, and \( t \) is time,

\[ \nabla \times H = \frac{\partial D}{\partial t} + J_f \]  
(2.4)

where \( H \) is the auxiliary magnetic field in units of Ampere/meter, \( D \) is the electric displacement field, \( t \) is time, and \( J_f \) represents the free current density.
These relations are known collectively as Maxwell’s equations, and individually designated Gauss’s law, Gauss’s law for magnetism, Faraday’s law of induction, and Ampère’s law with Maxwell’s correction, respectively. If the region of interest contains no free charges ($\rho_f = 0$), no free currents ($J_f = 0$), and is nonmagnetic, the electric field, $E$, and the magnetic field, $B$, are related to $D$ and $H$ by:

\begin{align}
D &= \varepsilon_0 E + P \quad (2.5) \\
B &= \mu_0 H \quad (2.6)
\end{align}

Where $\varepsilon_0$ is the permittivity of free space in farads/meter and $\mu_0$ is the permeability of free space in Newtons/Ampere$^2$. $P$ is the electric polarization density, or dipole moment per unit volume, of the material system, and depends in a nonlinear fashion on the strength of the electric field.

### 2.2 Electromagnetic wave equation

By manipulating Maxwell’s equations, a relation can be formed which allows the electric and magnetic fields to be examined in detail. Taking the curl of Eq. 2.3, which describes how a changing magnetic field gives rise to an electric field, and combining the result with Eq. 2.4 and Eq. 2.6 yields the relation:

\[ \nabla \times \nabla \times E + \mu_0 \frac{\partial^2}{\partial t^2} D = 0 \quad (2.7) \]

Recalling an identity from vector calculus,

\[ \nabla \times \nabla \times v = \nabla (\nabla \cdot v) - \nabla^2 v \quad (2.8) \]

and applying Eq. 2.5 to eliminate $D$, Eq. 2.7 can be rewritten as:

\[ \nabla (\nabla \cdot E) - \nabla^2 E + \mu_0 \varepsilon_0 \frac{\partial^2}{\partial t^2} E = -\mu_0 \frac{\partial^2}{\partial t^2} P \quad (2.9) \]

Assuming the divergence of $E$ is negligible, the first term drops out of Eq. 2.9, yielding a partial differential equation in the form of a wave equation with a characteristic propagation speed of $c = 1/\sqrt{\mu_0 \varepsilon_0}$, and a source term resulting from the polarizability of the system interacting with the fields

\[ \nabla^2 E + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} E = -\frac{1}{\varepsilon_0 c^2} \frac{\partial^2}{\partial t^2} P \quad (2.10) \]

A similar approach starting from Eq. 2.4 leads to another wave equation describing the magnetic field $B$:

\[ \nabla^2 B + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} B = -\frac{\mu_0}{\varepsilon_0 c^2} \frac{\partial^2}{\partial t^2} P \quad (2.11) \]
Both of these wave equations admit general solutions \([40]\) of the form:

\[
\psi(s, t) = \sum_{j=1}^{3} f(s_j - ct) + g(s_j + ct) \tag{2.12}
\]

Here, \(s_j\) represents each spatial dimension and the arbitrary functions \(f\) and \(g\) represent traveling waves which move in opposite directions with velocity \(c\).

The significance of this result is that the form and behavior of electromagnetic fields are accurately described by solutions to this wave equation, subject to the constraints of Maxwell’s equations. Consequently, light can be treated as coupled, transverse, mutually perpendicular electric and magnetic waves propagating in space and time.

### 2.3 Wave insights

A particularly useful solution to the wave equation is given by a sinusoidal wave. Over a single spatial dimension, \(x\), this solution can be written as

\[
\psi(x, t) = A \cos \left( \frac{2\pi}{\lambda} (x - vt) + \delta \right) \tag{2.13}
\]

where \(A\) represents the amplitude of the wave, \(\lambda\) is the wavelength, \(v\) is the speed of the waveform, and \(\delta\) is the phase delay. By defining the wavevector, period, and angular frequency,

\[
k = \frac{2\pi}{\lambda}, \quad T = \frac{2\pi}{kv}, \quad \omega = kv \tag{2.14}
\]

and applying Euler’s formula

\[
e^{i\phi} = \cos \phi + i \sin \phi \tag{2.15}
\]

Eq. 2.13 can be written in the familiar complex exponential form for a harmonic wave, given by

\[
\tilde{\psi}(x, t) = \tilde{A}e^{i(kx - \omega t)} \tag{2.16}
\]

where \(\tilde{A} = Ae^{i\delta}\), and the physical form of the wave is understood to be the real part of \(\tilde{\psi}\).

By inspecting form of Eq. 2.12, one can see that the sum of two solutions is also a valid solution to the wave equation. This property is known as the superposition principle and has the consequence that when two separate waves overlap, they will interfere such that the field in the region of overlap is the algebraic sum of the the individual waves. This property of waves is illustrated in Fig. 2.3 which shows the interference pattern resulting from the combination of sine waves generated by separate point sources in a wave tank.

By itself, the harmonic wave solution given in Eq. 2.16 represents one specific waveform. However, according to the principles of Fourier analysis, arbitrary waveforms can
be represented by an appropriate linear combination of sinusoidal waves. Since the sum of two or more solutions is itself a solution, a sum of solutions in the form of Eq. 2.16 can be used to describe behavior of any wave.

Applying the solution given by Eq. 2.16 to Eqs. 2.10 and 2.11 in free space or a uniform dielectric environment, such that the source terms on the right hand side vanish, yields a plane wave representation of the electric and magnetic fields

\[
\tilde{E}(x,t) = \tilde{E}_0 e^{i(kx - \omega t)}
\]

\[
\tilde{B}(x,t) = \tilde{B}_0 e^{i(kx - \omega t)}
\]

In this case, the light wave propagates in the x-direction and is uniform over every plane perpendicular to the x-axis.

By examining properties of waves other important aspects of light can be deduced. Transverse waves oscillate with a particular orientation. They exhibit a handedness, or pattern associated with their mode of vibration, which strongly influences the way the waves interact with their environment. This specific mode of a wave’s oscillation is commonly referred to as the polarization of the wave. This property can be visualized by picturing the transverse wave from a head-on perspective (positioned on the axis of propagation looking in the direction of the oncoming wave) and following an arbitrary point on the wave as it precesses about the axis of the direction of propagation. Since there are two dimensions perpendicular to any given line of propagation, the polarization can be described by a vector, \( \hat{p} \), defining the plane of vibration in terms of the polarization angle.

\[
\hat{p} = \cos \theta \hat{j} + \sin \theta \hat{k}
\]

Accordingly, the plane wave introduced in Eq. 2.16 can be viewed as a linear combination of vertically and horizontally polarized components given by

\[
\tilde{\psi}(x,t) = \left( \tilde{A} \cos \theta \right) e^{i(kx - \omega t)} \hat{j} \left( \tilde{A} \sin \theta \right) e^{i(kx - \omega t)} \hat{k}
\]
Combining Eqs. 2.19 and 2.17 yields the electric field for a monochromatic plane wave with an arbitrary polarization angle, $\theta$:

$$\tilde{E}(x,t) = \left( \tilde{E}_0 \cos \theta \right) e^{i(kx - \omega t)} \hat{j} \left( \tilde{E}_0 \sin \theta \right) e^{i(kx - \omega t)} \hat{k} \tag{2.21}$$

This solution to the wave equation represents a convenient and analytically tractable approximation for the collimated source light produced and utilized in many optical systems, and has a special bearing on light scattering in optically dense media.

### 2.4 Photon insights

To this point, the discussion regarding the nature of light has been based on the observation of macroscopic trends. However, it is important to realize that light is fundamentally a quantum phenomenon. The earlier experimental work of Planck and theoretical work of Einstein on the photo-electric effect showed convincingly that light is composed of distinct entities. Each of these light particles, known as photons, carry a quantized amount of energy related directly to the wavelength of the light by

$$E_{\gamma} = \frac{hc}{\lambda} \tag{2.22}$$

where $h$ is Planck’s constant, $c$ is the speed of light in vacuum, and $\lambda$ is the wavelength of the monochromatic electric field which describes the photon. Individual photons interact with the world as indivisible point-like entities. Photons travel at the speed of light and are therefore constrained by the theory of relativity to have zero rest mass. Compton’s work with x-ray scattering showed that photons also carry momentum which is directly related to the wavelength of the light by

$$p_{\gamma} = \frac{h}{\lambda} \tag{2.23}$$

and obey momentum and energy conservation much like particles with non-zero rest mass.

Careful measurements of light show that photons obey Bose-Einstein statistics, implying that the quantum mechanical states of a collection of identical photons must be symmetric and the statistical weight of a state containing $n$ photons is 1. The state for an individual photon or collection of identical photons can be represented by a properly normalized solution to Maxwell’s equations.

The irradiance, $I$, refers to the amount of light incident on a surface and is defined as the average energy per unit area per unit time. The Poynting vector, given by:

$$S = c\varepsilon_0 E \times B \tag{2.24}$$

describes the flow of electromagnetic energy through a surface, such that the time-averaged magnitude of the this energy flow represents a measure of $I$,

$$I = \frac{c\varepsilon_0}{2} E_0^2 \tag{2.25}$$
In effect, a light wave is a massive collection of point-like particles, where the photon is the basic unit, or carrier of energy. Since the irradiance given in Eq. 2.25 is proportional to the square of the amplitude of the electric field and simultaneously proportional to the number of photons, the number of photons must also be proportional to \( \langle E^2 \rangle \). Hence, the square of the field strength can be interpreted as a measure of the probability of finding a photon for a given location in time and space.

### 2.5 Mie scattering

The manner in which light scatters from single particles can be solved analytically by applying the plane wave representation of the electric and magnetic fields to an isolated sphere contained in a uniform dielectric medium. Conceptually, one can imagine the incident light wave induces currents within the sphere, causing it to radiate. The interior of the sphere contains this generated field and the region surrounding the sphere contains a scattered field which is the superposition of the incident and generated fields. The complete description of the scattered field can be obtained in terms of a multipole expansion of the incident electric and magnetic fields.

Scattering of this form is termed Lorenz-Mie-Debye scattering, or more commonly Mie-scattering, after the first authors to publish the solution for scattering of a plane wave by a dielectric sphere. A detailed treatment of this arrangement is given by Born and Wolf [6]. A qualitative outline of the procedure is given here which borrows the notation and form of the derivation given by Jackson [26].

Consider a sphere with a uniform dielectric constant, \( \varepsilon \), centered at the origin and surrounded by medium with dielectric constant, \( \varepsilon_0 \). First, the incident plane wave fields are rewritten in spherical coordinates as Debye potentials [18] in terms of the differential angular momentum operator

\[
L \equiv (1/i)r \times \nabla
\]

Continuity conditions at the boundary of the sphere are imposed on the \( E \) and \( B \) Debye potentials, which are expanded in terms of the vector spherical harmonics

\[
X_{l,m} \equiv LY_{l,m}/\sqrt{l(l+1)}
\]

and spherical Bessel functions, \( j_l(k_0r) \), to give

\[
E_{\text{inc}}(r) = E_0 \sum_{l=1}^{\infty} i^l \sqrt{4\pi(2l+1)} \left( j_l(k_0r) X_{l,\pm1} \pm \frac{1}{k_0} \nabla \times j_l(k_0r) X_{l,\pm1} \right)
\]

\[
B_{\text{inc}}(r) = \pm i \sqrt{\varepsilon_0} E_{\text{inc}}(r)
\]

The scattered fields can be expressed with similar expansions, with the additional constraint that they contain Bessel functions, \( h_l^{(1)}(k_0r) \), which specify purely outward propagating waves, to satisfy the boundary condition of the scattered wave at infinity. The
scattered fields are given by

\[
E_{sc}(r) = \frac{E_0}{2} \sum_{l=1}^{\infty} i^l \sqrt{4\pi(2l+1)} \left( \alpha_{\pm}(l) h_{l,\pm}^{(l)}(k_0 r) X_{l,\pm1} \pm \frac{\beta_{\pm}(l)}{k_0} \nabla \times h_{l,\pm}^{(l)}(k_0 r) X_{l,\pm1} \right)
\]

\[
B_{sc}(r) = \frac{E_0 \sqrt{\epsilon_0}}{2} \sum_{l=1}^{\infty} i^l \sqrt{4\pi(2l+1)} \left( -i\alpha_{\pm}(l) \frac{k_0}{\nabla \times h_{l,\pm}^{(l)}(k_0 r) X_{l,\pm1} \mp i\beta_{\pm}(l) h_{l,\pm}^{(l)}(k_0 r) X_{l,\pm1} \right)
\]

where the coefficients \( \alpha \) and \( \beta \) characterize the amplitudes of the magnetic and electric multipole radiation. The interior fields are derived in a similar manner, with the constraint that they contain Bessel functions, \( j_l(k_0 r) \), which are nonsingular at the origin. At this point the fields are specified at all points, and the coefficients for the amplitude of the multipole radiation can be computed by enforcing the continuity of the interior and scattered fields at the surface of the sphere.

The resultant scattered wave is written as an infinite series in the vector spherical harmonics. These are the normal modes of the spherical particle which impart a natural angular dependence to the field [5]. This mode structure is weighted by the appropriate coefficients, \( \alpha \) and \( \beta \), which depend explicitly on

- the ratio of refractive index between the particle and the medium
- a size parameter, \( q = 2\pi nd/\lambda \), relating the diameter of the particle, \( d \), the wavelength, \( \lambda \), of the incident light wave, and the refractive index of the medium, \( n \).

The resulting scattering phase functions for 1, 5, and 20 micron polystyrene spheres are shown in Fig. 2.5. The normalized scattered light intensity detected in the back, side, and forward detection geometries for each of these particle sizes is shown in Fig. 2.4. Note that the scattered intensity profiles are radially symmetric, although the detected spatial intensities are distorted slightly by the detection arrangement, which utilizes flat detector regions (see Fig. 2.2).
Figure 2.2: Diagram of back, side, and forward detection planes arranged normal to the surface of an isolated sphere to view the light scattering induced by an incident plane wave.

Figure 2.3: Polar phase functions for plane-wave scattering from an isolated polystyrene microsphere for particle sizes: $d = 1$, $5$, and $20 \mu m$ (logarithmic scale).
Figure 2.4: Intensity of back, side, and forward plane-wave scattering from a single polystyrene sphere for particle diameters: $d = 1$, $5$, and $20$ microns. The phase functions describing these interactions are shown in Fig. 2.5. The detection arrangement for each of the three views is shown in Fig. 2.2.
2.6 Rays and photon packets

A ray is a rectilinear path along the central axis of a beam-like collection of photons which can be used to track the location and evolution of various properties associated with a group of photons. In the limit where the apertures and components of an optical system are large compared to the wavelength and the diameter of a beam of light, the behavior of the group of photons which compose that light can be estimated by tracing the trajectory of the light beam through the system using a series of rays.

The most common application of rays is the tracing of source light through an optical system using the rules of geometric optics, which account for reflection and refraction at surfaces but do not account for the effects of diffraction. This approach yields perfectly conjugate object and image spaces and tracks only the straight-line trajectories between surfaces.

Ray trace analysis is not intrinsically limited to geometric optics, however. The technique can be extended by including more detailed behavior related to the properties of light tracked by each ray. For example, by tracking the polarization state for the light modeled in each ray and incorporating Jones calculus in the rules for ray/surface interactions, polarization effects can be calculated [43].

Rays can be used to model the propagation of light through an optical system by sectioning the source light into discrete spatially coherent packets that can be computationally propagated through the system by rules governing the average behavior of the source light defined over each light packet. In this manner, ray tracing can function as a path tracking tool that samples the wavefront of the light source at each surface along the optical path. The numerical model presented in Ch. 5, which treats light propagation through a complete BI instrument, is predicated on a simple implementation of this concept.

2.7 Summary

The purpose of this chapter was to review some of the essential concepts regarding the nature and description of light in order to clarify the modeling approach introduced in Ch. 5, which is used to describe a complete BI system. The important conclusions of this chapter are summarized below.

- Light can be rigorously treated as wavefunction or set of wavefunctions which describes a group of photons in terms of the probability for detecting a photon at a given time and place.

- Scattering from single particles strongly resembles the phase function for the scattered field determined by the Lorenz-Mie-Debye theory, which is a function of particle size, relative refractive index, and source light wavelength.

- In the limit where the wavelength and diameter of a beam-like group of photons is small compared to the size of the components of the optical system, rays can be used to estimate the wavefront generated by a well-defined light source.
Chapter 3

Ballistic imaging

The following sections briefly outline the history of ballistic imaging (BI) diagnostics, define the principles of the technique, and summarize some of the methods discussed in the literature which have been used to implement BI systems.

3.1 History

The term *ballistic imaging* is used in the medical imaging community to describe a diverse group of optical diagnostic applications investigated for their ability to mitigate the effects of optical interference often encountered in transillumination imaging of biological tissues [2].

![Figure 3.1: Time history of research related to ballistic imaging.](image)
Here, the feature or object of interest is embedded in a medium (human breast tissue, for example) where a significant fraction of the source light is redirected by scattering within the medium. In simple terms, the optically dense space surrounding the region of interest acts as a diffuser, which severely alters the spatial intensity information detected from the image plane.

Most of the medical applications of BI appeared in the 1990’s due, in large part, to the combination of newly available laser sources, fast detectors, and two-dimensional array cameras. However, these diagnostic efforts built on significant work in physics and optics which occurred decades earlier. The timeline in Fig. 3.1 highlights research in optics and biomedical diagnostics related to the development of BI.

Early efforts to adapt microscopy for imaging in optically thick media led to the development of confocal microscopy [42], which utilizes point-wise illumination and detection and apertures near the object plane to minimize multiply-scattered light generated in the sample. In 1960, the ruby laser was introduced, followed shortly by the demonstration of a host of nonlinear optics phenomena including:

- second-harmonic generation
- two-photon absorption
- sum-frequency generation
- stimulated Raman scattering
- difference frequency generation
- the optical Kerr effect
- parametric amplification
- coherent anti-Stokes Raman scattering

Each of these nonlinear effects exhibit potential for segregating light based on the properties of its constituent photons.

As early as 1962, work by Leith and Upatneiks [33] demonstrated the possibility of correcting image distortion using holographic methods. In 1967, Stetson [56] published a letter noting how an off-axis reference-beam hologram, essentially performing coherence gating, was able to improve the image quality of an object immersed in a colloidal solution of milk or soap.

In 1969, Duguay and Hansen developed an optical Kerr effect (OKE) shutter [11]. Two years later Duguay and Mattick [12] published the first BI work exploiting the optical Kerr effect for time-gated imaging and suggested that their optical arrangement might be suitable for imaging through biological tissues.

Almost a decade later, Martin et al. [41] built an OKE shutter based on Duguay’s design and applied the system in a time-gated backscattering arrangement to image several biological systems, including structures inside a beef heart. In 1986, Fujimoto and co-workers applied a similar system to image internal structures of a rabbit eye.

In the 1990’s a large amount of work was published exploring holography [1, 23, 31, 32, 53], polarization gating [10, 15, 17, 21, 35, 52, 58], nonlinear coherence gating methods [3, 13, 39, 49, 54, 64, 65], and OKE time-gating [27, 34, 61, 62]. A useful summary of BI literature spanning this time period was given by Paciaroni [45], and a thorough review was provided by Dunsby and French [14] in 2003.
3.2. Definition of Ballistic Imaging

The earliest spray measurements applying BI were reported by Galland et al. in 1995 [16]. They applied an OKE shutter driven by 8 ps pulses to obtain images of a water jet in a LOx combustor chamber, with a spatial resolution on the order of 0.5 mm. In 2004, Paciaroni and Linne [47] redesigned this system adding improved optics and an OKE shutter driven by 80 fs pulses, resulting in a spatial resolution on the order of 50 µm for dense sprays.

3.2 Definition of Ballistic Imaging

The goal of a ballistic imaging (BI) application is to obtain high-resolution spatial information from within a turbid, or “optically thick” region, where the source light is severely distorted by scattering within the measurement volume. This is accomplished by judiciously limiting light collection, allowing the formation of images with increased contrast using a small subset of the total light intensity. In other words, a large portion of the actual signal is purposely discarded, leaving a small part of the original intensity with spatial information that differs from the bulk signal. The name for the technique stems from the concept that, even when transiting highly scattering media, some amount of light penetrates the medium without participating in scattering interactions which discernibly change its properties. This “ideal” signal, commonly referred to as ballistic light, is attenuated in turbid media according to the Beer-Lambert relation [4],

\[
I_f = I_i e^{-\left(N_V (\sigma_s + \sigma_a)\ell \right)}
\]  

(3.1)

which describes the reduction of the incident irradiance, \(I_i\), by interaction with particles over a distance, \(\ell\), where \(N_V\) is the particle number density per unit volume, and \(\sigma_s\) and \(\sigma_a\) represent the particle scattering and absorption cross-sections. To get an estimate of the turbidity of a medium one often defines the extinction coefficient, \(\mu_e\), or the optical depth,

\[
OD = N_V (\sigma_s + \sigma_a)\ell = \mu_e \ell
\]

(3.2)

As the optical depth increases, the ballistic signal falls off exponentially. Since ballistic light retains its properties in transit, this light can be segregated from transmitted light which is substantially altered by the medium, and used to form a high-resolution image.

The overall goal is to separate the information carrying photons from the diffusely scattered photons which contribute predominately image noise and obscure the signal of interest. In general, it is not possible to separate the information carrying and noise photons in absolute terms. However, a detailed understanding of how turbid media alters the properties of source light can indicate effective means of discriminating noise photons based on their altered properties. A wide variety of light filtering methods are possible; the accuracy and limitations of each method naturally depend on the light properties they exploit for discrimination, and the specifics of the scattering medium.

The present work is concerned with imaging arrangements which can be effectively applied to study the fluid dynamics of transient multi-phase flows. Of specific interest are the complex fluid mechanical structures and dynamics of high-pressure atomizer
sprays. Although a slightly larger variety of light filtering methods are mentioned, the focus of the discussion and work presented here is on imaging systems which:

- collect light in a forward-scatter geometry
- generate a two-dimensional spatial intensity signal without scanning
- are capable of single-shot, or time-resolved measurements

### 3.3 Light collection

In an ideal imaging situation, the collected light would be formed purely from the unscattered, ballistic light. Practical imaging, however, is limited by the dynamic range of the detection scheme, which generally requires a higher signal level than that formed by a strictly ballistic signal. This means that above a certain (system dependent) optical depth threshold, the BI methods which strictly limit detection to the highest quality ballistic light are no longer viable.

Fortunately, the transmitted light is not a binary system made up of pure good (information carrying) and pure bad (noise) components. Ballistic light represents one end of a virtual continuum of photon classes each of which contribute to the signal representing the imaged object with varying degrees of fidelity. By slightly relaxing the light collection constraints to include “quasi-ballistic” light, a balance can be struck between the dynamic range of the detection optics, and the achievable spatial resolution of the imaging system.

**Spatial filtering**

Well collimated source light is discernibly spread by interaction with large particles in turbid media. Ballistic photons maintain their initial trajectories, while scattered photons, in aggregate, experience an angular spread according to the appropriate scattering phase function describing the photon-particle interactions. Papers VI and VII discuss this spreading effect in some detail, noting the dependence on the scattering phase function. This effect can be exploited to sort photons in a number of ways.

Fourier-plane filtering [63] attenuates specific spatial frequency components in an optical signal by blocking light near a focus. This can be realized in an optical system using a spatial filter consisting of matched lenses and a pinhole positioned at the plane of best focus. The focusing action of the first lens effectively transforms the signal field in spatial frequency space. The pinhole aperture attenuates high frequency spatial noise which appears at the periphery of the focal point, and the second lens reconstructs the light beam. Additionally, it is important to note that any optical train acts as a spatial filter, due to the finite acceptance angle of the optical components which make up the system. The severity of this spatial filtering can be enhanced or minimized based on the system geometry and individual components. Spatially limiting light collection can improve image contrast, but it is important to point out that this also limits or distorts the spatial bandwidth of the imaging system [28]. Consequently, one must consider
the trade-off between this contrast improvement and the necessary spatial resolution of the measured image. Fig. 3.2 shows the effect of spatial filtering on image contrast and intensity for imaging $2 \text{ lp/mm}$ features through a solution of $0.7 \mu m$ polystyrene spheres at an optical depth of 5. The diagram of Fig. 3.3 shows this scattering arrangement and the collection acceptance angle limiting the light collection.

**Figure 3.2:** Light collection acceptance angle; spatial filtering effects on image contrast for light scattered through $0.7 \mu m$ polystyrene spheres in water at optical depth 5.

**Figure 3.3:** Illustration of light scattering through a turbid medium and collected at a limited acceptance angle.
Temporal filtering

When a beam of light interacts with scatterers in a turbid medium, most of the light is re-directed by scattering events, causing a temporal spreading of the incident light signal due to the differences in optical path length experienced by individual photons. Using source light in the form of a suitably short laser pulse results in a transmitted signal in which photons are sorted, with ballistic photons arriving first, followed by photons which have undergone more disturbing interaction with the scattering medium, resulting in greater differences in optical path length. Fig. 3.4 shows the effect of time-gating on image contrast and intensity for imaging 2 lp/mm features through a solution of 0.7 µm polystyrene spheres at an optical depth of 5. Fig. 3.5 shows a diagram of this scattering arrangement. Scattering media typical in the case of fuel sprays causes temp-

![Figure 3.4: Temporal filtering effects on image contrast for light scattered through 0.7 µm polystyrene spheres in water at optical depth 5.](image)

poral spreading on the order of picoseconds, so resolvable transmitted signals can be created using ~100 fs pulses attainable with commercially available mode-locked laser sources. The primary difficulty in temporal filtering is arranging detection of the photons in the leading edge of an optical signal on a picosecond time-scale, which is several orders of magnitude shorter than the speeds available using mechanical or electronic shuttering mechanisms.

A shutter which operates on picosecond or shorter timescales can be arranged by employing crossed polarizers in the image signal path which bracket a medium where a strong optical pulse induces a time-dependent anisotropy in the refractive index. If the strong (switching) pulse is spatially and temporally coincident with the leading edge of the imaging pulse, the resulting anisotropy causes a rotation of the polarization of the imaging pulse. This change in polarization results in time-dependent transmission through the second polarizer.
The change in refractive index induced by an applied field is known as the optical Kerr effect (OKE). Following the notation and of Boyd [7], it is given by,

$$n = n_0 + 2\bar{n}_2 |E(\omega')|^2$$

which breaks the index of refraction into linear, $n_0$, and nonlinear, $\bar{n}_2$, components. This interaction arises from the material response of the medium to the strong field from the switching pulse and the weak field from the imaging pulse, in terms of the the nonlinear polarizability of the system (see Eq. 2.5).

The polarizability affecting the imaging beam at some frequency, $\omega'$ in the presence of a strong optical pulse at a frequency, $\omega$, can be expressed as

$$P_{\text{Total}}(\omega) = \varepsilon_0 \chi^{(1)} E(\omega) + 6\varepsilon_0 \chi^{(3)} |E(\omega)|^2 E(\omega')$$

where $\chi^{(1)}$ represents the linear susceptibility and $\chi^{(3)}$ is the third-order susceptibility. For convenience one can write the effective susceptibility,

$$\chi_{\text{eff}} = \chi^{(1)} + 6\varepsilon_0 \chi^{(3)} |E(\omega)|^2$$

Recalling that

$$n^2 = 1 + \chi_{\text{eff}}$$

and substituting Eq. 3.3 for $n$ on the left-hand side shows that the linear and nonlinear refractive indices can be written in terms of the linear and nonlinear susceptibilities, $\chi^{(1)}$ and $\chi^{(3)}$:

$$n_0 = \sqrt{1 + \chi^{(1)}}$$

and

$$\bar{n}_2 = \frac{3}{2} \frac{\chi^{(3)}}{n_0}$$
The Kerr effect can also be viewed as an intensity dependent response of the refractive index. Using Eq. 2.25, this gives

\[ n = n_0 + n_2 I = 2n_0\varepsilon_0 c|E(\omega)|^2 \]  \hspace{1cm} (3.9)

Since this description must give the same result for the total refractive index, comparison with Eq. 3.3 yields the relation

\[ n_2 = \frac{\bar{n}_2}{n_0\varepsilon_0 c} \]  \hspace{1cm} (3.10)

and from Eq. 3.8, \( n_2 \) is related to the third-order susceptibility, \( \chi^{(3)} \) by:

\[ n_2 = \frac{3}{2} \frac{\chi^{(3)}}{n_0^2\varepsilon_0 c} \]  \hspace{1cm} (3.11)

By introducing a polarized electric field with right and left circular polarization elements, and separating the non-linear polarizability into similar constituent polarization components, Eq. 2.10 can be solved in terms of an elliptically polarized wave. Here, the polarization of the transmitted wave will be rotated with respect to the input wave as a result of the nonlinear interaction, and the magnitude of the rotation will be proportional to the transit distance through the medium \[ \text{[7]} \]. The diagram in Fig. 3.6 shows the OKE wavemixing process where the imaging beam, \( E(\omega') \) experiences a birefringence in the Kerr medium caused by the response of the nonlinear susceptibility, \( \chi^{(3)} \) and the switching beam, \( E(\omega) \).

**Figure 3.6:** Kerr effect wave mixing: the imaging beam, \( E(\omega') \) experiences a birefringence in the medium caused by the response of the susceptibility, \( \chi^{(3)} \) and the switching beam, \( E(\omega) \).

Various physical processes inherent to the medium where the Kerr effect is induced contribute to the nonlinear index of refraction, including: electronic hyperpolarizability, molecular orientation, electrostriction, saturated atomic absorption, and thermal effects. The third-order susceptibility, \( \chi^{(3)} \), which describes the properties of the medium
in relation to the fields takes the form of a fourth-rank tensor and is therefore properly described by 81 individual matrix elements. Fortunately, most materials exhibit symmetries which greatly reduce the number of terms. For isotropic media in the presence of an arbitrary field, \( \chi^{(3)} \) contains only three independent non-zero elements [29].

The OKE time-gate arrangement commonly used for BI consists of a glass cell filled with a transparent liquid which possesses a large value of \( n_2 \) and a short molecular relaxation time, \( \tau_0 \). Typical choices are carbon-disulfide or nitrobenzene.

In this scheme, the dominant mechanisms behind the anisotropy of the refractive index are the electronic hyperpolarizability of the medium and the orientation effect of the liquid molecules [20]. The electronic effect can be represented by:

\[
n_e^2 = \frac{2\pi \rho}{3n_0} \gamma \left( \frac{n_0^2 + 2}{3} \right) \left( \frac{n_\omega^2 + 2}{3} \right)^2
\]

where \( \rho \) is the number density of the Kerr medium and \( n_\omega \) is the linear index of refraction at the frequency \( \omega \). \( \gamma = \frac{1}{5} \sigma_{ijj}^{\omega,\omega} \) is a component of the fourth-rank tensor describing the electronic polarizability, at the angular frequency \( \omega' \) of the imaging pulse, induced by the switching pulse at frequency \( \omega \).

Likewise, the orientation effect can be represented as:

\[
n_o^2 = \frac{2\pi \rho}{15kTn_0} \delta^2 \left( \frac{n_0^2 + 2}{3} \right) \left( \frac{n_\omega^2 + 2}{3} \right)^2
\]

where \( k \) is the Boltzmann constant and \( T \) is the temperature of the medium in Kelvin. \( \delta^2 = \frac{1}{4} (\alpha_{ii}^{\omega'} - \alpha_{jj}^{\omega'}) \times (\alpha_{ii}^{\omega} - \alpha_{jj}^{\omega})(i, j = 1, 2, 3) \) is a measure of anisotropy in the molecular polarizabilities \( \alpha_{ii}^{\omega} \) and \( \alpha_{ij}^{\omega} \) [51].

If the imaging beam is approximated by a Gaussian time and spatial profile,

\[
\langle E_p^2(\omega', r, t) \rangle = \frac{1}{2} E_0 e^{-(t^2/\tau_p^2)} e^{-(r^2/r_p^2)}
\]

where \( \tau_p \) is the pulse duration and \( r_p \) is the beam radius, the birefringence is given by

\[
\Delta n = n_e^2 \langle E^2(t) \rangle + n_o^2 \frac{E_p^2 \tau_p}{\tau_o} \sqrt{\pi} \text{erf} \left[ \sqrt{2} \left( \frac{t}{\tau_p} - \frac{\tau_p}{2\tau_o} \right) \right] \times \exp \left[ \frac{\tau_p^2}{4\tau_o^2} - \frac{t}{2\tau_o} \right]
\]

where \( \tau_o \) is the molecular reorientation time characteristic to the medium. The total phase shift experienced by the imaging beam over a distance, \( \ell \), is then

\[
\Delta \phi(t) = \frac{2\pi}{\lambda} \ell \Delta n
\]

and the transmitted intensity for the medium arranged between crossed polarizers is given by

\[
I = I_0 \sin^2 \left( \frac{\Delta \phi}{2} \right) \sin^2 (2\theta)
\]
where $\theta$ is the angle between the polarization vectors of the switching and imaging beams. For a Kerr cell filled with carbon-disulfide and gated with a 100 fs pulse, typical gating times are less than 2 ps, with transmission efficiencies of 50% or more [24]. Fig. 3.7 shows calculated and measured transmission values for a carbon-disulfide OKE time-gate arrangement.

![Figure 3.7: Kerr effect time-gate transmission as a function of time.](image)

**Polarization filtering**

The detailed polarization effects induced by interactions in a turbid medium depend very much on the specifics of the scatterers and the symmetry of the system. This topic is discussed at length by Van de Hulst (Ch.4–5) [60]. For spherical particles in a homogenous distribution, strict forward scattering (scattering angle zero) has absolutely no effect on the polarization. In most cases, it is reasonable to assume that ballistic and quasi-ballistic photons maintain their initial polarization while the medium imparts random polarization to photons which are involved in many scattering interactions. This allows a portion of the diffuse light signal to be suppressed directly through an appropriate arrangement of the polarization of the source light and polarizers in the collection optics.

**Coherence filtering**

Well-formed source light produced by laser oscillators exhibits a high degree of coherence. The phase of individual photons is altered by scattering interactions in turbid media. This changes the relative phase, and therefore coherence, with the input light. By arranging a detection scheme that relies on coherent interference of the source and
scattered light to generate a signal, coherence properties can be used to discriminate photons for BI.

A large number of arrangements are possible, including: interferometric techniques and holography [8, 48, 53], second-harmonic generation [65], sum- or difference-frequency generation, coherent anti-Stokes Raman scattering, parametric amplification [64], and stimulated Raman scattering [3, 13]. Coherence gating techniques can be quite effective, however photons are quickly dephased by scattering interactions, which means that coherence gating strictly limits detection to only the highest quality ballistic light. This represents a serious drawback for imaging in highly turbid media, since the coherent signal available for imaging can easily fall below detection limits for the system.
Chapter 4

Ballistic imaging in sprays

The fluid dynamics of atomizing sprays involve a complicated interaction of fluid properties, forces, mixing, and energy transfer which is not fully understood[30]. For many sprays, complete characterization of the flow is problematic due, first, to the sensitivity of the flow which renders probes or devices placed in the flow volume impractical, and second, to the high turbidity of some regions of the flow, often termed the near-field or dense spray regions. These dense portions of the spray frustrate most optical diagnostics due to the large amounts of distortion and attenuation caused by scattering in these regions.

4.1 Two-phase jet-in-crossflow

This section discusses experimental work in which the time-gated BI instrument designed by Paciaroni and Linne [47] was applied to a water jet issuing into a crossflow of air. Paper II presents analysis of the spray images obtained in these measurements and discusses the flow regimes covered by the test conditions, noting unusual behavior, including possible bifurcation of the liquid flow under some conditions. Table 4.1 lists the run conditions examined in this work.

The apparatus used to generate the water spray and direct the crossflow of air was designed in collaboration with the Large Eddy Simulation modelers at Lund University to enable the investigation of jet-in-crossflow conditions with well-established boundary conditions. The test section consists of a low-turbulence spray nozzle mounted in a channel with a square, 80 x 80 mm cross section, constructed of aluminum profile, with a length of 3.1 m. Five optical glass windows, mounted flush with the inside wall of the channel, provide access for imaging the spray.

The BI instrument used in these experiments is depicted in Fig. 4.1. The optics and system layout were optimized by Paciaroni using OSLO, a commercial optics code [47]. The design is assembled from commercially available components, arranged in an optical train which minimizes aberrations and distortions of the light signal, resulting in a diffraction limited imaging system.
### Table 4.1: Jet-in-crossflow run conditions.

<table>
<thead>
<tr>
<th>We</th>
<th>Case</th>
<th>$d_j$ (mm)</th>
<th>$U_j$ (m/s)</th>
<th>$U_g$ (m/s)</th>
<th>$Re_j$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>9</td>
<td>0.5</td>
<td>10.4</td>
<td>48</td>
<td>$5.18 \times 10^6$</td>
<td>37</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>0.5</td>
<td>21</td>
<td>48</td>
<td>$1.05 \times 10^4$</td>
<td>153</td>
</tr>
<tr>
<td>29</td>
<td>4</td>
<td>0.7</td>
<td>21</td>
<td>48</td>
<td>$1.46 \times 10^4$</td>
<td>153</td>
</tr>
<tr>
<td>34</td>
<td>8</td>
<td>0.5</td>
<td>13.5</td>
<td>62</td>
<td>$6.72 \times 10^6$</td>
<td>38</td>
</tr>
<tr>
<td>40</td>
<td>7</td>
<td>0.5</td>
<td>15</td>
<td>67</td>
<td>$7.47 \times 10^6$</td>
<td>40</td>
</tr>
<tr>
<td>41</td>
<td>6</td>
<td>1</td>
<td>21</td>
<td>48</td>
<td>$2.09 \times 10^4$</td>
<td>153</td>
</tr>
<tr>
<td>49</td>
<td>1</td>
<td>0.5</td>
<td>21</td>
<td>74</td>
<td>$1.05 \times 10^4$</td>
<td>64</td>
</tr>
<tr>
<td>68</td>
<td>3</td>
<td>0.7</td>
<td>21</td>
<td>74</td>
<td>$1.46 \times 10^4$</td>
<td>64</td>
</tr>
<tr>
<td>98</td>
<td>5</td>
<td>1</td>
<td>21</td>
<td>74</td>
<td>$2.09 \times 10^4$</td>
<td>64</td>
</tr>
<tr>
<td>122</td>
<td>10</td>
<td>1.25</td>
<td>21</td>
<td>74</td>
<td>$2.61 \times 10^4$</td>
<td>64</td>
</tr>
</tbody>
</table>

A 1 kHz repetition rate Ti:Sapphire regenerative amplifier (Spectra-Physics Spitfire), seeded with a mode-locked Ti:Sapphire oscillator (Spectra-Physics Tsunami) was used to generate 1 mJ pulses with a pulse duration of 80 fs, centered in wavelength at 800 nm. The linearly polarized pulse produced by the amplifier was divided by a 70/30 beamsplitter (Melles-Griot 03BTF021) into switching and imaging beams.

![Figure 4.1: BI experimental arrangement for near field imaging of the jet-in-crossflow.](image)

The switching beam was directed by four turning mirrors (Edmund Scientific 45597) through a glass cuvette filled with carbon-disulfide, where it crosses the path of the imaging beam at a shallow angle, $\sim 14^\circ$. The liquid filled cuvette has an optical path...
length of 1 cm, and serves as a Kerr medium, providing a time-dependent birefringence controlled by the switching beam energy (Sec. 3.3).

The imaging beam was time delayed using an arrangement of turning mirrors on a delay stage. This allowed the length of the imaging beam path to be adjusted to control the temporal overlap between the switching and imaging pulses at the point where they cross in the Kerr medium. Following the time-delay the imaging beam was directed through a Glan-polarizer (25 mm clear aperture), ensuring linear polarization, and a waveplate, which rotates the polarization by 45° to provide the appropriate polarization state to maximize transmission through the Kerr medium. The imaging beam was then directed through the spray and collected by a lens (Newport PAC088, $f = 250$ mm) placed one focal distance from the center of the spray. Light collected by the lens was focused through the OKE shutter, consisting of crossed Glan-polarizers which bracket the Kerr medium. Light transmitted by the OKE shutter was subsequently collected by a second lens (Newport PAC091, $f = 500$ mm) and directed to a display screen where it was imaged by an EM-CCD camera (Andor iXon DU-897).

The BI instrument described here eliminates a large percentage of the forward-scattered source light transmitted by the spray based on its collimation, polarization, and optical path length. This light collection arrangement is termed a source projection scheme, in reference to the action of the first lens, which is placed one focal distance from the plane of interest. This placement changes the efficiency of the light collection from the object plane. This results in a spatial filtering effect in which the collection of uncollimated light scattered behind the object plane is reduced, while the collection of well-collimated light remains unaffected. This is similar to the arrangement of a condenser lens used to project light from a small source into an optical system. The length of the system and apertures of the system components also contribute a spatial filtering effect. Light which is depolarized by scattering within the spray is attenuated by the first polarizer. The remainder of the light pulse which has propagated to the Kerr medium is subjected to a time-dependent birefringence, resulting in a time-gating effect allowing full transmission of this light through the second polarizer during a short, $\sim 2$ ps, time window.

The projection light collection scheme increases collimated light intensity from the object plane, resulting in increased contrast, especially at low spatial frequencies. The transmitted intensity field is a projection, however, and not an image plane with a conjugate relationship to the object. This is apparent from the measurement results, since even features in areas of low turbidity appear as shadowy regions, lacking the detailed spatial frequency information of a focused image. Two examples of a time-gated ballistic images produced by this instrument are shown in Figs. 4.2 and 4.3.
Figure 4.2: Time-gated ballistic image of a water jet issuing downward into a crossflow of air incident from the left. Case 1 conditions (We = 49), as indicated in Table 4.1.
Figure 4.3: Time-gated ballistic image of a water jet issuing downward into a crossflow of air incident from the left. Case 3 conditions (We = 68), as indicated in Table 4.1.
4.2 Aerated spray

A time-gated BI instrument designed for transient fuel sprays measurements was applied to an effervescent spray [55] issuing into ambient air. Preliminary results from these measurements are mentioned in Paper I. Paper III gives a brief introduction to effervescent sprays, and presents analysis of images obtained in this campaign which highlight the influence of flowrate on the breakup of aerated sprays. Paper V presents velocity analysis of images generated by this work.

The spray studied here was a water jet, issuing into quiescent air at atmospheric pressure, generated by the Portable Barbotage Injection Rig (PBIR). This system was designed by the Propulsion Directorate at the Air Force Research Laboratory to study aerated spray effects relevant to scramjet operation using liquid hydrocarbon fuels. The system is supplied by a nitrogen-pressurized water reservoir and bottled nitrogen. The liquid and gas flows are controlled by a set of 4 choke valves and continuously measured by a bank of turbine mass flowmeters and sonic nozzles, respectively.

![Diagram of the effervescent spray nozzle.](image)

The system supplies separate flows of liquid water and nitrogen gas to a specially constructed nozzle (see Fig. 4.4). Here, the liquid flows down through a 1.3 mm central tube while nitrogen gas, at a slightly higher pressure, flows through an annular region surrounding the central tube. At the mixing region, the wall of the center tube is perforated by 178 µm holes, allowing the liquid and gas to mix. This arrangement rapidly merges the liquid and gas flows at elevated pressures (∼1.14 MPa), at which point the flow proceeds to the nozzle outlet. The system can be run with a 0.5 mm and a 1 mm diameter nozzle orifices, each with a length-to-diameter ratio of 20.
Effervescent sprays exhibit unique behavior due to the structure and multiphase nature of the flow inside the nozzle, and breakup is known to be a strong function of the gas-to-liquid ratio (GLR). A wide range of conditions were investigated in this study, essentially covering the parameter space for stable operation of the PBIR. The system conditions for the 0.5 mm nozzle are shown in Fig. 4.5 and the conditions for the 1 mm nozzle are detailed in Fig. 4.6.

The BI system used in these measurements was designed to discriminate light in a manner similar to the instrument discussed in Sec.4.1 using a simplified optical arrangement. Input light for the system was provided by a specialized ultrafast laser system capable of generating two pulses with a selectable time separation, at a repetition rate of 1 kHz. The source consists of a single mode-locked Ti:Sapphire oscillator (Vitesse) which seeds two regenerative amplifiers (Libra), each pumped by an independent Q-switched Nd:YLF laser (Evolution). The output of both regenerative amplifiers is combined in a single beam, with adjustable inter-pulse spacing controlled by the pump laser timing. Dual pulses with 1 mJ of energy and a pulse width of 100 fs were used to obtain time-resolved image pairs of the aerated spray with a time-separation of 10 μs.

A diagram of the optics used to direct source light to the spray and to subsequently collect and discriminate light for detection is shown in Fig. 4.7. In this configuration, source light is directed through a waveplate in a rotation mount, which partitions the source intensity in vertical and horizontal linear polarizations. A polarizing beamsplitter divides the source pulse into “imaging” and “switching” pulses, containing roughly 30% and 70% of the incident beam energy, respectively.

The imaging light advances from the beamsplitter through a polarizer and waveplate, and is expanded in a 1:4 telescope, before crossing the measurement volume where it interacts with the aerated spray to generate the scattered signal.
The BI instrument described here eliminates most of the forward-scattered light transmitted by the spray in largely the same fashion as the system discussed in Sec. 4.1. The spatial filtering of the optical arrangement segregates light based on its degree of collimation, polarization optics filter out light which is randomly polarized by the spray, and the Kerr-effect shutter attenuates all light excepting that which reaches the Kerr medium within a $\sim 2\,\text{ps}$ time window, essentially sorting light based on its optical path length through the medium.

The key difference is the light collection arrangement, which uses a single lens placed at twice the focal distance from the object plane and a detector placed at twice the focal distance from the collection lens. The arrangement is termed a source imaging scheme, in reference to the light collection of the first lens, which matches the familiar condition for imaging with unit magnification. The light collected by the lens forms an

---

**Figure 4.6:** Effervescent spray run conditions for the 1 mm nozzle.
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**Figure 4.7:** BI experimental arrangement for near field imaging of the effervescent spray.

image with a conjugate relation to the object plane directly on the light-sensitive CMOS array. This light collection scheme preserves high frequency spatial information from the object plane, but reduces the light contributed by each point in the object plane, since the irradiance filling the aperture of the lens decreases according to the inverse square of the distance to the object plane. Time-gated ballistic images produced by this arrangement are shown in Figs. 4.8-4.10.
Figure 4.8: Time-gated ballistic image of aerated spray. $GLR = 2.24$, $Q_L = 0.82$ L/min.
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Figure 4.9: Time-gated ballistic image of aerated spray. GLR = 1.99, $Q_L = 0.67 \text{ L/min}$.
Figure 4.10: Time-gated ballistic image of aerated spray. $GLR = 10, Q_L = 0.78 \text{ L/min.}$
4.3 Spray velocity

Both of the BI systems discussed in the preceding sections (Sec. 4.1 & 4.2) were applied in double-image configurations with the aim of determining velocity vectors from the resulting spatial intensity information.

The system shown in Fig. 4.1 was adapted for velocity imaging by shutting off the crossflow air and slowing the liquid flow until a steady sequence of falling droplets was generated. This setup enabled the 1 kHz BI system to capture successive images of falling drops. Pairs of high-resolution ballistic images were recorded using an interline transfer CCD (Princeton PI-Max) with a time separation of 1 ms. Paper IV discusses the feasibility of measuring velocity in a spray from successive ballistic images, and presents velocity results determined from a set of these images as a proof-of-concept for the larger task of extracting velocities from a dense field of droplets.

The BI system used to study the aerated spray (shown in Fig. 4.7) utilized a laser source capable of generating two ultrafast light pulses with a user-selected time separation, at repetition rate of 1 kHz. Using this system, pairs of ballistic images of the aerated spray were acquired with a temporal separation of 10 µs using a fast-framing CMOS camera (Phantom 7.0). Paper V successfully demonstrates the efficacy of velocity analysis in a dense spray using these images and presents a targeted correlation method that improves the accuracy and data rate for velocity determination in dense regions of the flowfield.

Velocity analysis

The determination of velocity information from a series of images is based on the concept of “optical flow,” which is given by the apparent motion of the spatial intensity between corresponding frames in a sequence of images. For intensity normalized images with a short time separation, the local image intensity can be assumed to be constant. Given a distinct region of a spatial intensity pattern that is displaced from one image to the next, over a time, $\Delta t$ and a distance, $\{\Delta x, \Delta y\}$, the intensity of the region (assumed constant) can be written as

$$ I(x, y, t) = I(x + \Delta x, y + \Delta y, t + \Delta t) $$

(4.1)

Expanding this description in a Taylor series about the point $(x, y, t)$ yields the expression

$$ I(x, y, t) = I(x, y, t) + \Delta x \frac{\partial I}{\partial x} \Delta y \frac{\partial I}{\partial y} + \Delta t \frac{\partial I}{\partial t} + \epsilon $$

(4.2)

where the higher order terms in $\Delta x$, $\Delta y$, and $\Delta t$ are written into $\epsilon$. Subtracting $I(x, y, t)$ and dividing through by $\Delta t$ gives

$$ \frac{\Delta x}{\Delta t} \frac{\partial I}{\partial x} + \frac{\Delta y}{\Delta t} \frac{\partial I}{\partial y} + \frac{\partial I}{\partial x} + \vartheta(\Delta t) $$

(4.3)
where $\vartheta(\Delta t)$ is a term of order $\Delta t$. In the limit as $\Delta t \to 0$, this leads to the equation for optical flow:

$$\frac{\partial I}{\partial x} \frac{dx}{dt} + \frac{\partial I}{\partial y} \frac{dy}{dt} + \frac{\partial I}{\partial t} \approx 0$$

(4.4)

Figure 4.11: Velocity vectors for aerated spray, GLR = 10%. The $t_1$ image used in this analysis is shown in Fig. 4.10

A variety of approaches have been developed to solve for the motion of spatial intensity patterns in successive images. The methods developed as part of this work for analysis of ballistic images are based on region-matching, utilizing normalized cross-correlation of strategically defined subregions from corresponding image pairs. Prior to analysis, the images are divided by an adjusted image background which is formed by a morphological opening followed by a gaussian smoothing of the measured background. This adjustment eliminates small scale structures caused by laser speckle in the measured background and eliminates any partially resolved structure in the image.
resulting from objects which are only slightly smaller than the spatial resolution of the system.

Velocities are determined from a set of square image regions, which are selected from the \( t_1 \) image and cross-correlated with a set of square regions from the \( t_2 \) image. Peaks in the cross-correlations indicate displacements for the selected regions, yielding \( x \) and \( y \) velocity components as shown in Eqn. 4.4.

Dense sprays present challenging spatial intensity variations for correlation analysis, including large variations in structure throughout the field of view. Small, well-separated droplets appear on the spray periphery, while interior of the spray includes distributed liquid structures and voids with varying amounts of contrast (see Fig. 4.10). To acquire more velocity information throughout the spray and to increase the accuracy of the cross-correlation matching, four different selection methods were implemented to choose the image regions used to calculate velocity:

- edge targeting
- conventional grid analysis (Grid)
- particle-tracking (PT)
- image segmentation with subsequent grid analysis (Hybrid)

Edge targeting is implemented by applying Sobel edge detection to center correlation windows on strong gradients in the images which indicate liquid-gas boundaries. In situations where structures can be positively matched in an image pair, the bulk motion of the structures can be separated from the total motion of the edge, allowing the small-scale motion of the liquid-gas boundary to be tracked. Paper IV demonstrates analysis based on this method to track the deformation of a falling droplet. Conventional grid analysis is the standard untargeted approach implemented by segmenting the entire field-of-view with a regular grid for correlation analysis. Particle-tracking is implemented using thresholding [44] and image segmentation [50]. This method can be applied to obtain velocity for small droplets resolved in the images. Image segmentation with subsequent grid correlation analysis is a targeting method applied over the resolved fluid features larger than a reasonable size threshold for droplets. This method is implemented by identifying regions with thresholding and image segmentation, and subdividing these regions for correlation analysis.

**Error estimate**

To understand the capabilities offered by the targeting methods discussed in Sec. 4.3, it would be useful to examine a known, less complicated flow as a reference. However, since the morphology of the individual liquid features is a determining parameter in the calculation of the flow velocity, generating a random image of droplets with appropriate sizes and concentrations which permit the targeting approaches to be evaluated is not trivial. One can readily envision analysis of artificially generated images which
oscillates between poor and perfect performance, based on the morphology chosen for the artificial droplets and the geometry of their placement.

To avoid this difficulty, the targeting approaches were tested using ballistic image data from a real spray, where a second “artificial” image was generated by translating the image data by a known offset. This allowed application of velocity analysis to recover the known offset and errors in the analysis as spurious correlation vectors.

**Figure 4.12: Known velocity field test, 60% correlation strength validation.**

Figs. 4.12 and 4.13 show the results of this test. In most cases, the offset is correctly deduced by the correlations. However, one can observe isolated individual vectors, in all three approaches, where the correlation produces a peak that does not reflect the offset. This is a consequence of the specific morphology of the features chosen for correlation and the context of these features in the spatial intensity field. Irregular (brighter) illumination in some areas of the image can also lead to erroneously placed maximum correlation values.

The grid approach is the worst offender in this regard, since the window selection for the grid vectors is based on regular division of the entire image, and not guided by any aspect of the spatial intensity field. The performance of the targeting approaches is very dependent on the details of the flow, but the window selections which are guided by connectivity of the liquid phase appear to serve their intended purpose: they result in a more uniformly distributed velocity field and more vectors which pass the vali-
4.3. SPRAY VELOCITY

Figure 4.13: Known velocity field test, 90% correlation strength validation.

dation criteria. Additionally, applying the targeting based on connectivity appears to marginally reduce the occurrence of spurious correlations.

The vectors are first validated by an autocorrelation check, where the selected base image region is correlated with a search field taken from the base image itself. Regions that return non-zero autocorrelation vectors are discarded. The vectors are further validated by correlation strength. This is a somewhat sensitive parameter, given that one sacrifices good velocity information as this parameter is made more stringent.

Table 4.4: Velocity correlation errors for targeting methods discussed in Sec. 4.3.

<table>
<thead>
<tr>
<th>corr.</th>
<th>PT</th>
<th>Hybrid</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>60% (Fig. 4.12)</td>
<td>3/313</td>
<td>23/713</td>
<td>42/928</td>
</tr>
<tr>
<td></td>
<td>&lt; 1%</td>
<td>~ 3%</td>
<td>~ 4.5%</td>
</tr>
<tr>
<td>95% (Fig. 4.13)</td>
<td>3/279</td>
<td>0/109</td>
<td>4/327</td>
</tr>
<tr>
<td></td>
<td>~ 1%</td>
<td>0%</td>
<td>~ 1%</td>
</tr>
</tbody>
</table>

Figs. 4.12 and 4.13 are made with two different correlation strength validation parameters to clarify the trade-off between total accuracy and the amount of velocity information available when adjusting this parameter. Fig. 4.12 is calculated with 60%
correlation required to validate a vector, while the image shown in Fig. 4.13 requires 95%. The errors for both figures are listed in Table 4.4.
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Ballistic imaging system model

The ballistic imaging system model is a set of programs that work together to define a scattering volume, instrument optics and a light source. The intense short pulse source light is modeled by numerous photon packets which are transmitted through the scattering volume and optics to form a spatial intensity profile at the output plane. The system model allows quantitative evaluation of different imaging instruments and light filtering schemes. This provides the opportunity to optimize individual components, identify problems in current systems, and test the feasibility of new measurement objects, light sources, or optical designs. Papers VI, VII, and VIII present analysis of light scattering results obtained from this model, which was developed over the course of the present work.

The system model incorporates a validated Monte Carlo code for light scattering in random inhomogenous media coupled to a ray-tracing model which treats the full optical system. The modeling approach for the description of light in the Monte Carlo code is briefly discussed in the next section. This code was initially developed by Berrocal and Meglinski, and full details concerning it’s design and implementation are detailed in the thesis by Berrocal [4].

5.1 Light propagation: Monte-Carlo

The irradiance, given in Eq. 2.25, defined the amount of light incident on a surface by tracking the average energy per unit area per unit time. By defining a volume element representing an infinitesimal volume in the scattering medium, we can use a similar quantity, the radiance (irradiance per unit solid angle), to track the average energy leaving and entering this volume.

The optical properties of the volume element are assumed to be homogenous, such that the interactions of photons and scatterers within the element are statistically averaged and interactions within the volume are assumed to be mutually independent. This requires that the wavelength of the incident radiation is small compared to the scattering medium. For most turbid media, where optical disturbances are caused by
interactions with large independent particles, these are valid assumptions.

On these terms, the propagation of a light pulse in turbid media can be described by the equation of radiative transfer (ERT):

\[
\frac{1}{c} \frac{\partial L(r, s', t)}{\partial t} = -\mu_s L(r, s', t) - \mu_a L(r, s', t) + \mu_s \int_{4\pi} f(s', s) L(r, s, t) d\Omega'
\]

where \( r \) represents the position vector, \( s \) is a unit vector in the direction of the incident radiance, \( t \) is time, \( c \) is the speed of light, and \( L \) is the radiance in units of W/Sr·cm². The ERT expresses how the change of radiance along a line of sight corresponds to the loss of radiance due to the extinction of the incident light, plus the amount of radiance that is scattered back into the incident direction from all other directions. In general, it is not possible to solve the ERT analytically without resorting to simplifying assumptions that severely limit it’s application [25]. Fortunately, stochastic approaches are available that allow numerical solutions which are equivalent to solving the ERT. One such approach is the Monte Carlo method.

The Monte Carlo approach relies on repeated random sampling of one or several probability distributions that accurately portray the possible values of a quantity to be determined. Individually, each randomly determined answer represents only a possible answer. Large numbers of randomly determined values in aggregate, however, begin to portray the exact value, as represented by the probability distributions. Provided a statistically significant number of samples can be evaluated, the investigated quantity can be accurately calculated.

The Monte Carlo method is applied to light propagation in turbid media by stochastically modeling light as a photon packet representing a group of photons which take a similar statistically averaged path through the medium.

Each photon packet is launched from the light source with predefined properties appropriate for the source light, including it’s overall angular and spatial distribution. Each photon packet propagates according to it’s initial properties until it encounters an interaction. The distance traveled before an encounter is determined by randomly sampling the free path length, \( l_{fp} \), from the probability for a photon to be scattered or absorbed

\[
P(l_{fp}) = \mu_e e^{-\mu_e l_{fp}}
\]

Sampling this distribution with a uniform random number, \( \xi \), distributed over the interval 0 to 1, yields

\[
l_{fp} = -\frac{\ln \xi}{\mu_e}
\]

The nature of the photon packet interaction at each encounter is randomly determined from the probability of a photon to be absorbed or scattered at an interaction, which is given directly by the albedo,

\[
A = \frac{\mu_s}{\mu_s + \mu_a} = \frac{\sigma_s}{\sigma_e}
\]
As the ratio of the scattering and extinction coefficients, the value of the albedo naturally lies between 0 and 1. A new random number is generated to sample this distribution, such that

\[ \xi > A, \quad \text{absorption occurs} \]
\[ \xi < A, \quad \text{scattering occurs} \] (5.5)

If absorption occurs, the photon packet ends its journey. If scattering occurs, the properties of the photon packet are adjusted and the next encounter is calculated.

When scattering occurs, the new propagation direction must be sampled from a probability formed according to the angle of incidence of the photon packet, and the Mie theory scattering phase function. This is implemented, first, by defining the direction \( s \), and the angles \( \Phi \) and \( \Theta \), of the photon packet before the scattering event, according to the global coordinate system (X,Y,Z). The system is transformed into a local coordinate system for the photon packet (U, V, W), where the direction of propagation is aligned with W axis. With this formalism the polar and azimuthal angles, \( \Theta_s \) and \( \Phi_s \), defining the direction after scattering can be sampled from the cumulative probability density function computed from the phase function for the scattering interaction. With the new direction defined, the system is transformed back into the global coordinate system. The transformation of the incident direction, \( s' \), to the final direction, \( s \), expressed in terms of \( \Theta_s \) and \( \Phi_s \), is given by:

\[
\begin{pmatrix}
  s_x \\
  s_y \\
  s_z
\end{pmatrix}
= \begin{bmatrix}
  \frac{s'_x}{\sqrt{1-s'^2}} & \frac{s'_y}{\sqrt{1-s'^2}} & s'_z \\
  \frac{s'_y}{\sqrt{1-s'^2}} & \frac{s'_x}{\sqrt{1-s'^2}} & 0 \\
  -\frac{s'_z}{\sqrt{1-s'^2}} & 0 & s'_z
\end{bmatrix}
\begin{pmatrix}
  \sin \Theta_s \cos \Phi_s \\
  \sin \Theta_s \sin \Phi_s \\
  \cos \Phi_s
\end{pmatrix}
\]

(5.6)

Photon packets are launched from the input face of a cubic volume which represents the scattering medium and propagate through the system until they reach the volume boundary. At this point their properties are examined and those which meet the specified spatial and angular collection criteria are recorded. Detailed information for each photon packet can be tracked, including:

- position
- direction
- time-of-flight
- number of scattering events
- path length
- position of each interaction

5.2 Light propagation: Ray-tracing

The information tracked by the Monte Carlo code can lend insight into the aggregate effects of scattering from particles in turbid media. Applying this information to an imaging system, however, requires a detailed treatment of the optics which collect and filter the transmitted light and direct it to the detector.
To enable analysis of a complete system, a custom ray-tracing model was implemented which interfaces directly with the Monte Carlo results. This software was built using the Mathematica development environment and runs an adapted version of Rayica for geometric ray-tracing. This particular set of design tools was chosen to take advantage of an efficient commercial ray-tracing engine and existing component models, while maintaining full control over the design of non-standard optics, light sources, and the use of system resources. The ray-tracing model is contained in five main software components, which are written as Mathematica packages:

**LundOptics**  This package defines 16 optical component models which can be used to represent the optical systems shown in Figs. 4.1, 4.7, 5.1, and 5.5.

**LightFromFile**  This package interfaces with the Monte Carlo code and constructs light sources representing Monte Carlo data. The package defines 7 utility functions for loading, sorting, and saving Monte Carlo output and light source data. Optical components are defined in the Rayica formalism as a list of surfaces separated by material regions which are specified by a list of properties, including a detailed refractive index model.

**StepTrace**  This package defines output display functions, and a wrapper class for the Rayica tracing engine, allowing large data files and to be processed incrementally. This is necessary due to memory constraints of the computer hardware used to execute the raytrace.

**ResolutionTestChart**  This package defines 6 functions for generating light sources with specific spatial frequency characteristics for testing optical systems.

**Contrast**  This package defines 5 functions for evaluating and viewing one-dimensional image contrast and discretizing raytracing intensity results.

The purpose of the raytracing code is to faithfully describe the collection optics of the BI optical system, allowing information from the Monte Carlo simulation to be filtered to reflect the spatial intensity incident on the detector in a physical BI system. Rays representing photon packets from the Monte Carlo calculations are generated and traced through the system optics to the output plane where they are integrated to form a spatial intensity profile. This geometric spatial intensity profile is then convolved with the a Gaussian kernel which models the diffraction limited spotsize [59] of the optical system. Time-gating effects are modeled by the light source which generates rays for the system, while the light collection restraints of the system geometry are enforced by the placement, clear aperture, and transmission characteristics of each component model.
Ray-tracing setup

The process to estimate the spatial intensity output from the Monte Carlo results follows the following procedure.

A component model is constructed for each optic in the BI system which specifies surface information, materials, and ray-tracing behavior. The component models are arranged in the system layout, and the system is aligned using rays from a Gaussian light source model.

The light source parameters for temporal filtering are chosen to model the action of time-gating in the system. Detection parameters are set for the dimensions of the detection plane in the coordinate system of the optics, and the discrete output array, which stores the integrated spatial intensity. The dimensions of the output array should be chosen based on the spatial resolution of the system and the spatial frequency content of the optical signal, respecting the Nyquist criteria \[ f_{Nyquist} = \frac{1}{2} \times \text{pixel spacing} \] (5.7)

At this point the ray-tracing program defined by the StepTrace package is invoked, beginning an iterative procedure that loads and filters photon packet information from the Monte Carlo data and generates a set of rays which are traced through the system and summed to the output array. The summed result when all data have been processed is convolved with the diffraction-limited spotsize of the optics to yield the final image.

5.3 Image contrast enhancement

The system model output yields the spatial intensity imaged by the detector in a BI instrument. This result is useful for estimating the signal level produced by a given light collection arrangement, but further analysis is required to express the performance of the instrument as an imaging system.

The important aspect of an imaging system is its ability to transmit spatial information. A useful parameter for evaluating performance in this respect is the visibility, or image contrast \[ C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{min}} + I_{\text{max}}} \] (5.8)

Where the contrast, \( C \), is given by relating the minimum and maximum spatial intensities, \( I_{\text{min}} \) and \( I_{\text{max}} \). Applying the contrast at all spatial frequencies yields the modulation transfer function which describes the optical response of the system.

By modulating the light source at different spatial frequencies and applying the system model to calculate the instrument response, a series of simulations can sample the contrast transfer function (CTF) of the modeled instrument, yielding a quantitative
metric for it’s performance as an imaging system. In addition, the point-spread function, the irradiance produced by the instrument in response to a point source, can be calculated as the normalized modulus of the Fourier transform of the CTF.

### 5.4 Model validation

Previous work by Paciaroni [45] included spatial resolution measurements for a range of BI configurations, where the system contrast and point spread functions were measured over a range of extinction levels using suspensions of polystyrene microspheres in water. After these evaluations, Paciaroni and Linne settled on one of the tested designs, a variant of the time-gated instrument used by Alfano et al., as the most promising system for imaging in dense sprays. Paciaroni and Linne subsequently applied this system to image a turbulent water jet [46], a water jet in crossflow [36], and a transient diesel spray [37]. In 2006, this BI system was moved to Lund University and installed for the jet-in-crossflow measurements described in Sec. 4.1. The collection optics for this BI system are shown in Fig. 5.1.

![Source projection light collection optics](image)

**Figure 5.1:** Source projection light collection optics.

Applying the system model to the optical arrangement and conditions used in Paciaroni’s experimental characterization of the system provided a convenient test of the validity of the modeling results. In the simulation, the refractive indices of the distilled water and of the polystyrene spheres were set to 1.33 and 1.58 respectively. The scattering medium consisted of monodisperse microspheres with a diameter of 0.7 µm, and three different optical depths (OD = 5, 10, and 14) were investigated over spatial frequencies from 1 to 50 lp/mm. The scattering phase function representing this medium is shown in Fig. 5.7.
5.4. MODEL VALIDATION

Figure 5.2: Measurement/Simulation comparison: A resolution test chart bar pattern with a spatial frequency of 1 lp/mm is embedded in a scattering volume containing a solution of 0.7 µm spheres and imaged by the BI instrument. The measured images are shown on the left: no time-gating (top-left), ∼2 ps time-gating (bottom-left). Simulation results for these experimental conditions are shown on the right: no time-gating (top-right), ∼2 ps time-gating (bottom-right).

Fig. 5.2 shows a side-by-side comparison of simulation results and ballistic imaging measurements of a resolution test chart embedded in the scattering volume, where OD = 14. Fig. 5.2(a) and 5.2(b) show results for the detected image when the Kerr-effect shutter is not present and the entire transmitted pulse is integrated by the detector.

In this case, the test pattern is barely discernible due to strong interference from diffusely scattered source light and the calculated contrast is on the order of 5%. The lower half of Fig. 5.2 shows measurement (left) and simulation (right) results obtained when the collected light is filtered by the action of the Kerr-effect shutter. Here the detected light is gated such that late-arriving (t > 2 ps) photons are excluded from the image, resulting in dramatically improved visibility of the test pattern, and a calculated contrast on the order of 55%.

Fig. 5.3 shows the contrast transfer functions of the BI system generated by the system model at each optical depth together with the measured transfer functions from Paciaroni and Fig. 5.4 shows the point spread functions derived from this CTF data. The simulated and measured values show good agreement and similar trends over the entire frequency range.
Figure 5.3: Contrast transfer function for the source projection BI system and a scattering medium of 0.7 µm polystyrene spheres in water.

The model can also be used to compare two imaging systems for a specific set of scattering conditions. Fig. 5.6 compares the action of time-gating on image contrast and intensity for the source projection system (red), shown in Fig. 5.1, and the source imaging system (blue), shown in Fig. 5.5. The scattering medium in both cases is represented by 0.7 µm polystyrene spheres in water, at OD = 14. Note that even for this high optical depth, the model shows the contrast tends to 100% when the width of the time-gate is reduced to very short times. However, this contrast improvement comes at the cost of a reduction in light intensity. For this particular set of conditions and spatial frequency (1 lp/mm) the source projection scheme (Fig. 5.1) outperforms the source imaging scheme (Fig. 5.5). This is consistent with discussion in Sec. 4.1 which predicted contrast improvement for the source projection scheme at low spatial frequencies.

The results shown here demonstrate that ballistic imaging has the potential, when properly applied, to significantly improve contrast in line-of-sight integrated images under optically dense conditions. The technique is effective in mitigating noise contributions, especially for large optical depths (OD = 10 and higher) where signals which are completely lost with no light discrimination may be recovered using appropriate spatial and temporal filtering. Since the light scattering properties of the measurement volume and the light selection capacity of the BI system are interdependent, the system model introduced in this chapter represents an essential tool for optimizing the BI instrument to yield the best results for the specific scattering environment under investigation.
Figure 5.4: Point spread function for the source projection BI system and a scattering medium of 0.7 µm polystyrene spheres in water.

Figure 5.5: Source imaging light collection optics.
Figure 5.6: Comparison of source projection (red) and source imaging (blue) BI instruments. Scattering conditions: OD = 14, 0.7 µm scatterers, spatial frequency = 1 lp/mm.

Figure 5.7: Scattering phase function for polystyrene spheres in water, d = 0.7 µm.
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Conclusions

This thesis presents ballistic imaging measurements, analysis of experimental results, and modeling work focused on understanding the scattering and light collection related to BI measurements.

The first set of experiments applied BI to a jet-in-crossflow relevant to gas turbine fuel injection. Images of this spray were acquired with well-qualified boundary conditions resulting in a data set suitable for spray model validation. Results of this study reveal bifurcation occurring in the two-phase spray caused by interactions between the liquid jet and the gaseous crossflow. This represents the first observation of bifurcation in a two-phase system, and has implications for improving fuel injection by accelerating spray breakup and mixing.

The second set of experiments applied a modified BI system to an aerated spray, where breakup was enhanced by the addition of small quantities of gas upstream of the nozzle orifice. This spray was studied over a wide range of flowrates and gas-to-liquid ratios. The results of this study reveal a dependence on the overall flowrate for achieving the breakup modes normally associated with aerated sprays; a result which has not previously been reported in the effervescent spray literature.

Measuring velocity in a dense spray is a significant challenge due to the high variability of the flow structure and the distortion and attenuation of optical signals by scattering. Time-gated ballistic images from both sets of spray measurements were examined using correlation methods; first applied to a single falling drop, and later applied to track velocities in a full spray. This work showed that BI diagnostics can offer image contrast improvements sufficient to enable correlation analysis in dense sprays. By implementing this analysis, together with targeting methods based on image structure, this work demonstrated the first application of BI as a velocity measurement applicable to dense sprays.

Further development of BI, where the instrument is adapted and optimized to different kinds of imaging conditions requires a detailed understanding of light scattering and the collection optics of the system. The modeling effort in this work was undertaken to facilitate this understanding and provide a tool for directly comparing and optimiz-
ing BI instruments. A flexible BI system model was implemented and validated against previous experimental work, showing excellent agreement with BI measurements.

A significant advantage of the system model is the ability to easily test parameters which are sensitive or otherwise difficult to vary in an experimental context. For example, Paper VII examines spatial and temporal profiles of distinct scattering orders, where photon information is sorted based on the number of interactions encountered by each photon packet as it transits the medium. Precise filtering of light in this manner is simply not feasible in a physical measurement. In this case, investigation of light collected in each scattering order reveals an unusual property unique to forward scattering: that the temporal and spatial profiles of individual scattering orders is independent of the number density of scatterers. This means that even though the magnitude of each order will vary, the information transmitted by each scattering order is independent of optical depth for any set geometry.

Future work should explore this capacity, applying the model to well-characterized turbid media and analyzing the results for broader trends that extend beyond a narrow range of scattering conditions. In particular, the system model offers the opportunity to completely analyze light scattering in a quasi-deterministic fashion by tracking every photon packet. For a very simple test image, this could enable classification of photons strictly based on the value of their contribution to an image, in effect sorting transmitted light in absolute terms. These absolute classes could then be compared directly with experimentally viable sorting techniques such as time-gating or spatial filtering, to determine the real accuracy of these filtering mechanisms, possibly leading to a functional theoretical basis for the aggregate effects of light scattering in this context.

Ballistic imaging is a promising diagnostic for measurements highly turbid media. Coupled with the understanding of the aggregate effects of light scattering provided by the system model, BI can now be optimized for specific scattering situations, and has the potential to directly address important questions in combustion, fuel injection, and other applications that require high-resolution imaging in optically dense environments.
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<td>beta</td>
</tr>
<tr>
<td>Γ</td>
<td>γ</td>
<td>alpha</td>
</tr>
<tr>
<td>Δ</td>
<td>δ</td>
<td>delta</td>
</tr>
<tr>
<td>E</td>
<td>ε</td>
<td>epsilon</td>
</tr>
<tr>
<td>Z</td>
<td>ζ</td>
<td>zeta</td>
</tr>
<tr>
<td>H</td>
<td>η</td>
<td>eta</td>
</tr>
<tr>
<td>I</td>
<td>ι</td>
<td>iota</td>
</tr>
<tr>
<td>K</td>
<td>κ</td>
<td>kappa</td>
</tr>
<tr>
<td>Λ</td>
<td>μ</td>
<td>lambda</td>
</tr>
<tr>
<td>M</td>
<td>μ</td>
<td>mu</td>
</tr>
<tr>
<td>N</td>
<td>ν</td>
<td>nu</td>
</tr>
<tr>
<td>Ξ</td>
<td>ξ</td>
<td>xi</td>
</tr>
<tr>
<td>O</td>
<td>ο</td>
<td>omicron</td>
</tr>
<tr>
<td>Π</td>
<td>π</td>
<td>pi</td>
</tr>
<tr>
<td>P</td>
<td>ρ</td>
<td>rho</td>
</tr>
<tr>
<td>Σ</td>
<td>σ</td>
<td>sigma</td>
</tr>
<tr>
<td>T</td>
<td>τ</td>
<td>tau</td>
</tr>
<tr>
<td>Υ</td>
<td>υ</td>
<td>upsilon</td>
</tr>
<tr>
<td>Φ</td>
<td>φ</td>
<td>phi</td>
</tr>
<tr>
<td>Χ</td>
<td>χ</td>
<td>chi</td>
</tr>
<tr>
<td>Ψ</td>
<td>ψ</td>
<td>psi</td>
</tr>
<tr>
<td>Ω</td>
<td>ω</td>
<td>omega</td>
</tr>
</tbody>
</table>
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Summary of Papers

I. This paper reviews the development of Ballistic Imaging applications for sprays and transient phenomena relevant to combustion. Ballistic imaging is introduced and specific applications for diagnostics of primary breakup processes are discussed, including: a LOX injector, a turbulent water jet, a water jet in cross-flow, a transient diesel fuel spray, a rocket fuel injector, and an aerated spray. The paper further describes detailed studies of photon transmission through dense media and discusses incorporation of those results into a model for a ballistic imaging instrument to evaluate and optimize the diagnostic.

Mark Linne planned the paper and compiled the manuscript from contributions from Megan Paciaroni, Edouard Berrocal and myself. Megan Paciaroni, Joseph Zelina, and I made the jet-in-crossflow measurements and I developed the software used to analyze these spray images for breakup and drop size statistics. I planned and conducted the aerated spray measurements and developed the software used to analyze these spray images and extract velocity information. Edouard Berrocal and I planned and implemented the numerical model for the ballistic imaging instrument.

II. This paper presents results from ballistic imaging, as well as particle imaging velocimetry and high speed shadowgraphy, applied to a liquid jet in a crossflow of air under a variety of conditions. The experimental system was designed to provide well controlled conditions with minimal amounts of turbulence in the liquid jet and the gaseous crossflow. A variety of Weber numbers and the momentum flux rations were studied in order to provide a sizeable data set for the validation of computational models. The paper briefly describes each imaging technique, outlines the results obtained, and tabulates image statistics for each of 10 spray conditions at varying distances from the spray nozzle orifice.

Mark Linne, Megan Paciaroni, Joseph Zelina, and I planned the experiments. Megan Paciaroni designed and built the spray and the crossflow channel. Megan Paciaroni, Joseph Zelina and I conducted the experimental work, excepting the PIV measurements, which were carried out by Per Petersson. I designed the analysis software used to compile the image statistics. Mark Linne, Megan Paciaroni, and I developed the manuscript.
III. In this paper ballistic imaging is applied to the near nozzle region of a high pressure effervescent atomizer to investigate the mechanisms which dominate liquid breakup. This technique has revealed various breakup regimes which exhibit dependence on the total flow rate and the gas-to-liquid ratio (GLR). At low total speeds, the jet does not develop the wide spread angle and rapid breakup for which effervescent sprays are known, even at high GLR. Above a distinct threshold for total flow rate, the jet passes through several distinctive flow regimes which vary with GLR and the spray does achieve the expected wide spread angle and rapid breakup. Intermediate GLR’s produce interesting flow patterns, apparently generated by surging at the nozzle exit. This surging is attributed to the flow pattern of the liquid just as it exits the nozzle. Specific interior flows seem to generate the most rapid breakup and warrant further investigation.

I planned the experiments and carried out the measurements based on advice by Mark Linne, James Gord, Terry Meyer, and Campbell Carter. The effervescent spray equipment was designed and built by Campbel Carter’s research group at the Air Force Research Laboratory. Mark Linne developed the text and I prepared the spray images for the manuscript.

IV. This paper presents analysis of a pair of ballistic images which capture the dynamics of a compound water droplet as it falls a short distance over a 1 ms time-frame. Edge detection, image segmentation, and correlation analysis algorithms are employed to extract velocity information from the images. The method is shown to be effective for tracking liquid phase droplet features within the resolution limit of the imaging system. In light of these results, an extension of the technique to a three-image implementation is discussed, which would allow the determination of acceleration, and facilitate quantitative estimation of the forces active in liquid breakup.

Mark Linne planned the experiment. Megan Paciaroni, Terry Meyer, and Mark Linne conducted the measurements. I designed the image processing software, conducted the velocity analysis, and prepared the manuscript.

V. This paper details the implementation of a targeted correlation method for determining the velocity of liquid structures within a turbulent spray. Ballistic imaging was applied to an aerated water spray, and pairs of ballistic images with a time separation of 10 µs were recorded. The paper presents the first ballistic images of a novel liquid-fuel injector for scramjet combustion, and the first velocity information from ballistic images relevant to breakup in the near-field of a spray.

Mark Linne, James Gord, Terry Meyer, and I planned the experiments. Terry Meyer and I conducted the measurements. The spray equipment was provided by Campbel Carter’s research group. I developed the targeted correlation method, designed the image analysis software, carried out the velocity analysis, and prepared the manuscript.
VI. This paper investigates the scattering of an ultrashort laser pulse through homogeneous solutions of monodisperse polystyrene spheres. The two-dimensional distribution of light intensity was measured experimentally, and calculated via Monte Carlo simulation for both forward and side scattering. Contributions from each scattering order to the total detected light intensity were quantified for a range of different scattering phase functions, optical depths, and detection acceptance angles. Results demonstrate good agreement between the experimental and simulated results. Additionally, an extrapolation of the Beer-Lambert law to multiple scattering is proposed based on the Monte Carlo calculation of the ballistic photon contribution to the total detected light intensity.

Mark Linne, Edouard Berrocal, Megan Paciaroni and I planned the work. Edouard Berrocal, Megan Paciaroni, and I made the measurements. Edouard Berrocal implemented the code for the simulations and analyzed the data. Edouard Berrocal and I prepared the manuscript.

VII. This paper builds on the work presented in a previous paper where agreement between experimental measurements and results from Monte Carlo simulations were demonstrated for the spatial intensity distribution of a laser beam propagating within a turbid environment. In this installment, the validated Monte Carlo model is used to investigate spatial and temporal effects from distinct scattering orders on image formation. The contribution of ballistic photons and the first twelve scattering orders are analyzed individually by filtering the appropriate data from simulation results in both side-scattering and forward-scattering detection geometries. Results show the distribution of positions for final scattering events is independent of particle concentration when considering any individual scattering order in the forward detection. From this observation, it follows that the normalized intensity distribution of each order, in both space and time, is independent of the number density of particles. As a result, the amount of transmitted information is constant for a given scattering order and is directly related to the phase function in association with the detection acceptance angle.

Edouard Berrocal and I planned the simulations, interpreted the results, and prepared the manuscript. Edouard Berrocal implemented the code for the simulations and prepared the data and figures for the paper.

VIII. This paper demonstrates the ability of a BI system to mitigate image noise from multiply-scattered light, resulting in an imaging system with improved contrast which can resolve internal fluid structures in sprays where a dense fog of droplets significantly distorts the optical signal. The BI system is analyzed using a numerical model in which light propagation in the spray is treated by a Monte Carlo solution to photon transport and coupled to a raytracing model which treats the full system optics. Model results are validated against earlier experimental work using polystyrene spheres in water at an optical depth of 14, and show good agreement with the measured results. The model is then applied to a polydisperse distribution of fuel droplets with a representative Sauter mean diameter, $d_{32} = 23\mu m$,.
demonstrating how the quantitative predictions of the model allow the effectiveness of both the spatial and temporal filtering of the BI instrument to be estimated. Applying the model to the spray reveals that the spatial filtering and time gating effects of the BI system improve image contrast, revealing information that is not available with conventional imaging techniques.

*Edouard Berrocal, Mark Linne, and I planned the simulations. Edouard Berrocal and I implemented the code for the simulations, interpreted the results, and prepared the manuscript.*