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Hybrid Control Techniques for Switched-Mode DC-DC Converters
Part II: The Step-Up Topology
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S. Almér, H. Fujioka†, U. Jönsson, C.-Y. Kao†
KTH

Abstract—Several recent techniques from hybrid and optimal control are evaluated on a power electronics benchmark problem. The benchmark involves a number of practically interesting operating scenarios for a fixed-frequency step-up dc-dc converter. The specifications are defined such that good performance can only be obtained if the switched and nonlinear nature of the problem is respected during the design phase.

I. INTRODUCTION

In this paper we investigate the application of hybrid systems control design techniques to a class of power electronic systems, namely fixed frequency dc-dc converters. The system under consideration is a fixed-frequency step-up (boost) converter, operating in the continuous current mode. Part 1 of the paper covers the analysis and control synthesis of the related step-down (buck) converter.

Despite its simplicity, the step-up topology represents a good entry point for the investigation of the control design and performance benefits that can be brought by hybrid control techniques. As will be later highlighted, the control problem entails a number of challenges, such as the non-minimum phase behavior of the controlled variable and the existence of multiple steady-state equilibria, while the hybrid nature of the system and the existence of input constraints further complicate the control design task. The benchmark example investigated in this paper was first defined in [1] to which we also refer for a comprehensive survey of the state of the art works in the power electronics area.

Four research groups identified according to the affiliations (ETH, KTH, LTH, Supélec) have applied recent ideas from the hybrid control area to the benchmark. More specifically, ETH uses Model Predictive Control (MPC) based on a Piecewise Affine (PWA) discrete-time model, KTH proposes a controller designed with the H∞ technique using a sampled-data model of the converter, LTH uses Relaxed Dynamic Programming based on representation of the converter as a Robust Piecewise Affine (RPWA) system and Supélec investigates the application of stabilizing Lyapounov-based control using a Port-Control Hamiltonian formulation of the continuous-time plant dynamics.

II. PHYSICAL MODEL OF THE STEP-UP CONVERTER

The topology of the step-up converter is shown in Fig. 1. Using normalized quantities, \( r_o \) denotes the output load which we assume to be ohmic, \( r_c \) the Equivalent Series Resistance (ESR) of the capacitor, \( r_\ell \) the internal resistance of the inductor, \( x_\ell \) and \( x_c \) represent the inductance and the capacitance of the low-pass filtering stage and \( v_s \) denotes the source voltage.

The switching stage of the converter comprises a controlled semiconductor switch \( S \) and a secondary switch \( D \) that is operated dually to the primary one. The switches are driven by a pulse sequence of constant frequency (period), the switching frequency \( f_s \) (switching period \( T_s \)), which characterizes the operation of the converter. The dc component of the output voltage can be regulated through the duty cycle (ratio) \( d \), which is defined by \( d = \frac{t_{sw}}{T} \), where \( t_{sw} \) represents the interval within the switching period during which the controlled switch is in conduction.

The state vector is given by \( x(t) = [x(t) \ v_c(t)]^T \), comprising the inductor current and the capacitor voltage; the system is described by the following pair of affine continuous time-state-space equations

\[
\dot{x}(t) = \begin{cases} F_1 x(t) + f_1 v_s, & kT_s \leq t < (k + d[k])T_s \\ F_2 x(t) + f_2 v_s, & (k + d[k])T_s \leq t < (k + 1)T_s \end{cases} \\
\begin{array}{c} v_o(t) = \begin{cases} g_1^T x(t), & kT_s \leq t < (k + d[k])T_s \\ g_2^T x(t), & (k + d[k])T_s \leq t < (k + 1)T_s \end{cases} \end{array}
\]

Matrices \( F_1 \) and \( F_2 \) and vectors \( f_1, f_2, g_1 \) and \( g_2 \) are of appropriate sizes and depend on the circuit parameters. Their analytical expressions can be found in [1].

Notice that the evolution of the system is externally affected by \( \text{when} \) the switching takes place; the input to the system is therefore the duty cycle \( d[k] \) specifying the switching instant.
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The two milestone papers on the analysis and design of switch-mode dc-dc converters were written by Middlebrook and Cuk [2], [3]. In these, the basic ideas of state-space averaging were introduced and the so-called small signal modeling was proposed for control design purposes. The notion of averaging implies that only the dynamics of the dc components of the circuit variables are taken into account, which are by definition quite slow compared to the switching frequency. On the other hand, the term small signal analysis describes the linearization of the resulting non-linear state equations around the operating point. The averaging technique is convenient to use but it offers only a low frequency approximation of the true dynamics where the effect of discontinuous switching is ignored. Several alternative modeling techniques will be discussed in the paper, including both continuous and discrete time hybrid systems frameworks. Examples of the latter are Piecewise Affine (PWA) and Robust Piecewise Affine (RPWA) systems, Sampled Data (SD), and Port-Control Hamiltonian models.

### A. ETH: Piecewise Affine (PWA) Systems

From an implementation point of view, it is preferable that all states used in the prediction model be directly measurable. Thus, the capacitor voltage is replaced by the output voltage in the state space which leads to setting $x(t) = [i_r(t) \quad v_o(t)]^T$. Additionally, to account for variations in the voltage source $v_s$ directly, the (to be derived) optimal control law would need to be parameterized over $v_s$. To obviate this requirement and as will further be explained in section V-A, the voltage source $v_s$ is removed from the model equations by redefining the scaled state vector $x'(t) = [i_r'(t) \quad v_o'(t)] = \frac{[i_r(t) \quad v_o(t)]}{v_s}$. Next, we formulate a discrete time model by employing a sampling interval equal to the switching period $T_s$. The employed method considers a direct least squares fitting (LSF) approximation over several regions of the control input of the exact system update equations, yielding a PWA description of the associated non-linear expressions. These can be written as

$$x'[k + 1] = \Phi(d[k])x'[k] + \Gamma(d[k])$$

where $\Phi(d[k])$ and $\Gamma(d[k])$ are matrices that depend nonlinearly on the duty cycle $d[k]$, calculated by integrating the converter equations from $t = kT_s$ to $t = (k + 1)T_s$.

Expression (2) is approximated by determining the matrices $A_i$, $B_i$ and $f_i$ that describe the system in terms of

$$x'[k + 1] = \tilde{A}_i x'[k] + \tilde{B}_i d[k] + \tilde{f}_i$$

if $d[k] \in D_i$, $i = 1, \ldots, \nu$,

$$0 \leq d[k] \leq 1$$

and that minimize the sum of quadratic error terms

$$(\Phi(d[k])x'[k] + \Gamma(d[k]) - (\tilde{A}_i x'[k] + \tilde{B}_i d[k] + \tilde{f}_i)^2$$

over a gridded series of points $x'[k]$ in the state space $[0, \frac{1}{\nu}] \times [0, v_{o,\text{max}}]$, where $D_i$ are the $\nu$ intervals $[0, \frac{1}{\nu}], \ldots, [\frac{1}{\nu}, 1]$, and $i_{t,\text{max}}$, $v_{o,\text{max}}$ are the maximum values of the scaled inductor current and output voltage.

### B. KTH: Sampled Data (SD) Modeling

The control synthesis is based on a sampled data (SD) model of the boost converter. The SD model provides a precise description of the system dynamics at the switching instants and it allows the effect of continuous time disturbances and model uncertainty to be exactly accounted for in an equivalent discrete time model.

Within the SD framework we consider $\mathcal{H}_\infty$-synthesis and we therefore include an external disturbance $w$ in the dynamics. The disturbance is chosen as an independent current source at the output to model uncertainty in the load.

To derive the SD model two types of sampling are introduced. Firstly, the ideal sampler $S$ is defined according to $(Sf)[k] := f(kT_s)$. Secondly, the averaging sampler $S_{\text{ave}}$ is defined according to

$$(S_{\text{ave}}f)[k] := \frac{1}{T_s} \int_{(k-1)T_s}^{kT_s} f(t) \, dt.$$  

The quantities that are sampled are the inductor current $i_l$ and the output voltage $v_o$. We define

$$\psi_1[k] = (S_{\text{ave}}v_o)[k], \quad \psi_2[k] = (SHx)[k] = \left[\begin{array}{c} i_l(kT_s) \\ v_o(kT_s) \end{array}\right].$$  \hspace{1cm} (5)

The control objective is to ensure asymptotic convergence to a nominal periodic solution $(x^0, d^0)$ that satisfies the tracking condition

$$\lim_{k \to \infty} \frac{1}{T_s} \int_{(k-1)T_s}^{kT_s} v_o(t) \, dt = \int_0^{T_s} v_o^0(t) \, dt = v_{\text{ref}}.$$  \hspace{1cm} (6)

We want (6) to be satisfied robustly against e.g., parameter uncertainties and the disturbance $w$, and this motivates us to introduce the integrator state

$$e_d[k] := \sum_{i=0}^{k-1} (\psi_1[i] - v_{\text{ref}})$$

and consider the objective of satisfying

$$\int_0^t \|\xi(t) - \xi^0(t)\|_2^2 \, dt + \sum_{k=0}^{\infty} \|e_d[k]\|^2 \leq \gamma^2 \int_0^t \|w\|_2^2 \, dt$$  \hspace{1cm} (7)

for all $t \geq 0$ and for all solutions to the dynamics in (1). Here, $\xi$ is an auxiliary output that is chosen to tune the controller and $\xi^0$ corresponds to a stationary periodic solution $(x^0, d^0)$ for the nominal system, i.e. when $w \equiv 0$.

To solve the problem of satisfying (7) subject to the dynamics in (1) we derive a lifting representation of the system, see [4] for details.

### C. LTH: Robust Piecewise Affine (RPWA) Systems

Fixed frequency pulse-width-modulated systems are inherently discrete. This is because we can only make control decisions at discrete time instances, $k := T_s k \geq 0$. The
exact state propagation between time \( k \) and \( k+1 \) can easily be obtained by integrating (1) over one period, we obtain
\[
x[k+1] = \Phi(d[k])x[k] + \Gamma(d[k])
\] (8)
The matrices \( \Phi(d) \) and \( \Gamma(d) \) depend nonlinearly on the duty cycle in such a way that the model is not suitable for control synthesis purpose. In addition, these matrices also depend on the output load \( r_o \), which is assumed to be unmeasurable. To resolve these two problems simultaneously we will make a RPWA approximation of the model. To obtain a model that is useful in combination with our synthesis approach we first subdivide the range \( D \) of the duty cycle into a finite number of sets \( D_m \) such that \( \cup D_m = D \). To each \( D_m \) we will compute a constant affine system
\[
x[k+1] = \Phi_m x[k] + \Gamma_m d[k] + \nu_m
\] (9)
valid for \( d \in D_m \). When the model (8) is replaced by (9) the largest error we make can be expressed as
\[
J = \sup \| \Phi_m x + \Gamma_m d + \nu_m - (\Phi(d, r_o) x + \Gamma(d, r_o)) \|
\]
where the supremum is taken over \( (x, d, r_o) \in X \times D_m \times R \), where \( X \) is the set of states were the model is valid and \( R \) is a model of the set of values the load can assume. Naturally, we would like minimize \( J \). The robust approximation problem is to minimize \( J(\Phi_m, \Gamma_m, \nu_m) \) over \( (\Phi_m, \Gamma_m, \nu_m) \). Our ability to solve this problem depend on the choice of norm and the description of the set \( X \times D_m \times R \); the candidates are those which makes the resulting problem a finite dimensional convex optimization problem, see [5] for examples.

D. Supélec: Port Control Hamiltonian for Affine Systems

The control synthesis using a stabilizing approach is based on a continuous model of the switching system. The Port Control Hamiltonian (PCH) formulation that is used in the control method enables taking into account energetic considerations and it has the following standard expression:
\[
\dot{x} = [J(\rho) - R(\rho)] \frac{\partial H(x, \rho)}{\partial x} + G(\rho)u
\] (10)
x = \begin{bmatrix} p_1 q_e \end{bmatrix}^T is the state vector with \( p_1 \) the fluxes in the inductances and \( q_e \) the charges in the capacitors, \( \rho \) is the boolean control variable, \( J \) is the skew-symmetric interconnection matrix, \( R \) is the symmetric dissipation matrix, \( H \) the energy stored in the system, \( G \) the power input matrix.

If the constitutive relations of the storage elements are linear, which is most often the case of power converters, the Hamiltonian of the system is:
\[
\frac{\partial H(x, \rho)}{\partial x} = FX = z
\] (11)
where \( F = F^T > 0 \) and in the simple cases, it is a diagonal matrix and \( z = [i_t v_c]^T \) is the co-state vector. Furthermore, in the case of dc-dc power converters, the state equation is affine with respect to boolean control variables [6]. The matrices \( J(\rho), R(\rho) \) and \( G(\rho) \) can thus be written as:
\[
J(\rho) = J_0 + \sum_{i=1}^p \rho_i J_i, R(\rho) = r_o + \sum_{i=1}^p \rho_i R_i
\]
\[
G(\rho) = G_0 + \sum_{i=1}^p \rho_i G_i
\] (12)
where \( \rho_i \) are the components of the control vector \( \rho \) and \( p \) is its dimension.

IV. The Control Problem

The main control objective for the boost dc-dc converter is to regulate the dc component of the output voltage \( v_o \) to its reference \( v_o_{ref} \). This regulation has to be achieved in the presence of the hard constraints on the manipulated variable (the duty cycle) which is bounded between 0 and 1, and needs to be maintained despite the changes in the load \( r_o \) and the source voltage \( v_s \). Moreover, the controller must render a steady state operation under a constant duty cycle, thus avoiding the occurrence of fast-scale instabilities (subharmonic oscillations).

However, one needs to account for the fact that the output voltage exhibits a non-minimum phase behavior with respect to the duty cycle [7], and for the existence of multiple steady-state equilibria due to the existence of the parasitic elements \( r_c \) and \( r_t \) [8], the inclusion of which in the model is of crucial importance, as depicted in Fig. 2. Indeed, neglecting them leads to a model that yields an arbitrarily high output voltage for duty cycles close to unity, whereas it can be clearly seen that a realistic setup will yield significantly different results. For an assigned average voltage ratio \( \frac{v_o}{v_s} > 1 \) there will always be two possible stationary values for the duty cycle for a typical boost converter configuration.

These two problems can be bypassed by formulating the control problem of the boost dc-dc converter as a current (rather than a voltage) regulation problem, aiming at steering the inductor current to a reference \( i_{t,ref} \). This approach is the common industrial practice [7], and yields satisfactory results in terms of the closed-loop performance for the following reasons: (i) the inductor current has a minimum phase behavior with respect to the duty cycle [7], and (ii) the steady state characteristic of the average value of \( i_t \) is monotonically increasing as a function of the duty cycle. This implies that the region of high duty cycles is to be avoided for the steady state operation of the converter, since due to the high currents the efficiency of the converter drops significantly [8]. Therefore, despite the fact that there will always be two possible stationary values for the duty cycle for a given output voltage reference \( v_o_{ref} \), the current corresponding to the lower duty cycle can be selected and taken as the reference \( i_{t,ref} \).

V. Proposed Control Approaches

A. ETH: Model Predictive Control

The major advantage of Model Predictive Control (MPC) is its straightforward design procedure [9]. Given a model of the system, including constraints, one only needs to set up an objective function that incorporates the control objectives.
The control objectives are to regulate the average output voltage to its reference as fast and with as little overshoot as possible, or equivalently, to minimize the absolute scaled inductor current error \( |i_{\text{t,err}}[k] - i'_{\text{t,ref}}| \). Let \( \Delta d[k] = |d[k] - d[k - 1]| \) indicate the absolute value of the difference between two consecutive duty cycles. This term is introduced in order to reduce the presence of unwanted chattering in the input when the system has almost reached stationary conditions. Define the penalty matrix \( Q = \text{diag}(q_1, q_2) \) with \( q_1, q_2 \in \mathbb{R}^+ \) and the vector \( e[k] = [i'_{\text{t,err}}[k], \Delta d[k]]^T \). Consider the objective function

\[
J(D[k], x'[k], d[k - 1]) = \sum_{l=0}^{L-1} ||Q \cdot e[k + l|k]||_1
\]  

(13)

penalizing the predicted evolution of \( e[k + l|k] \) from \( k \) over the horizon \( L \) using the 1-norm. The control input at time-instant \( k \) is then obtained by minimizing the objective function (13) over the sequence of control moves \( D[k] = [d[k], \ldots, d[k + L - 1]]^T \) subject to the model equations and constraints (3a), (3b), (3c); the resulting optimization program is referred to as the constrained finite time optimal control (CFTOC) problem.

Multi-parametric programming is employed to solve an optimization problem off-line for a range of parameters. In [10] it is shown how to reformulate and solve a discrete-time CFTOC problem for a PWA system as a multi-parametric program featuring the state vector as a parameter. Note that the CFTOC problem is not only a parametric function of \( x[k] \), but also of the last control move \( d[k - 1] \); furthermore, as it is necessary to solve the CFTOC problem for all possible values of \( i'_{\text{t,ref}} \), the scaled inductor current reference also enters the augmented state vector, which therefore results in being 4-dimensional. Again, it should be noticed that normalizing the system equations over \( v_s \) allows to define a model independently of the voltage source, and therefore an explicit state-feedback law that depends on one parameter less [11]. As proven in [10] the optimal state-feedback control law \( d^*[k] \) is a PWA function of the (augmented) state vector defined on a polyhedral partition of the feasible (augmented) state space. As a result, such a state-feedback controller can be implemented online, since computing the control input amounts to determining the polyhedron in which the measured state lies and then simply evaluating the corresponding affine control law.

To account for load resistance variations, an estimation scheme is derived. The aim is to use the previously derived state-feedback controller (for a time-invariant and nominal load), augmented by an external loop which adjusts the inductor current reference to compensate for the model mismatch [12].

B. KTH: Sampled-data \( H_\infty \)-control

Our goal is to achieve robustness to uncertainty and disturbances in the load and to deal with more complex loads than purely resistive. We therefore prefer voltage regulation to current regulation. The non-minimum phase behavior can be made less pronounced by including both the inductor current and the output voltage in the \( H_\infty \)-criterion (7).

The lifted system discussed in the previous section depends on \( d[k] \) in a highly nonlinear fashion. We thus linearize the system around \( d^0 \) and consider a quadratic approximation of the design criterion (7). The result is a new type of sampled-data \( H_\infty \) control problem which was solved in [4]. For the step-up converter we derived a state feedback controller. The full state is not measured, but can be obtained nominally by inverting \( \psi_2 \) in (5), i.e. \( x(kT_s) = H^{-1} \psi_2[k] \).

To verify that the linear quadratic approximation is a valid we perform a stability analysis of the closed loop system below.

The boost converter is designed to increase the input voltage. It is therefore fair to describe the case when \( v_o \geq v_s \) as being out of the normal mode of operation. To increase performance, whenever \( v_0^0 \geq v_o \), where \( v_0^0 \) is the nominal value of the source voltage, the sampled data controller \( K \) is disregarded and we let \( d_k = 0 \), i.e. we use the control law

\[
d_k = \begin{cases} 
\text{sat}_{[0,d_{\text{max}}]}(d^0 + K(\bar{x}[k] - \bar{x}^0)), & v_o \geq v_s^0 \\
0, & v_o < v_s^0
\end{cases}
\]

where sat is a saturation, \( d_{\text{max}} \) is the point where the slope of the \( v_o/d \)-characteristics in Fig. 2(b) changes sign and

\[
\bar{x}[k] = [(H^{-1} \psi_2[k]' \psi_1[k] e_d[k])', \bar{x}^0] = [x^0 v_o \psi_2 \psi_1 0]'
\]

Finally, we add an anti-windup structure. If the linear feedback saturates, then the term

\[
\Delta = d^0 + K(\bar{x}[k] - \bar{x}^0) - d_k
\]

is used to modify the integrator state in a linear fashion;

\[
e_d[k + 1] = e_d[k] + (\psi_1[k] - v_o) + c\Delta
\]

where \( c > 0 \).

1) Stability analysis: The \( H_\infty \) synthesis was based on a linearization of the system dynamics and the resulting feedback was augmented with nonlinear control structures. To justify the congregate controller a stability analysis was performed using piece wise quadratic Lyapunov functions and a griding procedure as described in [13]. It was shown that the closed loop is globally exponentially stable, see [?].
C. LTH: Relaxed Dynamic Programming

1) Relaxed Dynamic Programming: Except for special cases, the computations required to solve a synthesis problem by means of dynamic programming are prohibitive. The only possibility is to resort to approximations. One such formulation was proposed in [14]. Using this formulation, different parametrization of the value function results in different algorithms. In this paper we will use the algorithm proposed by the author in [15]. This algorithm uses a min-max of linear functions as parametrization. In the next section we summarize the properties of this approach in terms of needed computations and the resulting control law.

2) Min-max parametrization: As discussed in the modeling section we assume that the system is given by finite number of affine systems (9). To apply dynamic programming we need to define a suitable step cost \( l(x,u) \). Here we consider the \( l_1 \)-norm. A crucial point for us is that this norm can be represented as a max of linear functions

\[
l(x,u) = \|W \begin{bmatrix} x & u & 1 \end{bmatrix} \|_1 = \max_{q \in Q} q^T \begin{bmatrix} x & u & 1 \end{bmatrix} \tag{14}\]

for some choice of a finite set \( Q \). We use relaxed value iteration to solve for a stationary approximate value function. Suppose that the \( k \)‘th value function has the following min-max representation

\[
V_k(x) = \min_{j \in J_k} \max_{p \in P_k} p^T \begin{bmatrix} x & 1 \end{bmatrix} \tag{15}
\]

where \( J_k \) and \( P_k \) are finite sets. It can be shown, see [15], that the \( k + 1 \)‘th value function also is a min-max of linear function. The procedure can be iterated to obtain an approximation which satisfies

\[
\beta V^* \leq \hat{V} \leq \alpha V^*
\]

where \( \beta \leq 1 \leq \alpha \) are constants and \( V^* \) is the infinite horizon cost function. Our approach to update the value function in each iteration involves extreme point enumeration of a certain polyhedron, in general such computations are very costly. By exploiting structure, this step is not so costly for us. Instead the most costly step is to solve a linear program.

3) Constraints and feedback control law: It should be noted that the proposed algorithm allows for explicit incorporation of constraints on states and control variables, as long as these can be described by polytopes. Moreover, the function \( V \) defined by the sets \( J \) and \( P \), defines an explicit feedback controller \( \mu(x) \) which can be implemented in a look-up table. This is so because to every \( p \in P_j \) and every \( j \in J \) there is a corresponding vector \( L_{ij} \) such that \( \mu(x) = L_p^T [x^T \ 1]^T \), hence the controller is piecewise affine. All the \( L_p \)’s are computed along with \( \hat{V} \).

D. Supélec: Stabilizing Control

1) General method: The approaches in the literature which are based on Lyapunov function consider, in general, linear systems with 0 as a common equilibrium point [16], [17]. In the case of power converters, each configuration may or may not have a different equilibrium point and physical considerations enable establishing a common Lyapunov function.

The control objective is expressed using an admissible reference \( x_0 \) which must satisfy the constraint:

\[
0 = (J (\rho_0) - R (\rho_0)) z_0 + G (\rho_0) E \tag{16}
\]

with \( \rho_0 \in \mathbb{R}^p, 0 \leq \rho_{0i} \leq 1, z_0 = Fx_0 \). According to the properties of this equation and the respective dimension of \( x \) and \( \rho \), for one \( \rho_0 \), the equilibrium point can be unique or not, and for \( \rho_0 \) any point of the state space can be an equilibrium point or not [18].

For a function \( V \) to be a Lyapunov function for a system in a point \( x_0 \) it must be positive anywhere except in \( x_0 \) and its derivative must not be strictly positive. The candidate Lyapunov function has the following form:

\[
V(x,x_0) = \frac{1}{2} (x - x_0)^T F (x - x_0) \tag{17}
\]

Since the matrix \( F \) is positive, \( V \) is positive and continuous for every \( x \) and it is null only in \( x_0 \). Its derivative depends on the control variable and using (10) and (16) it can be expressed as following:

\[
\dot{V}_p = - (z - z_0)^T R (\rho) (z - z_0) + \sum_{i=1}^{p} T_i (\rho_i - \rho_{0i}) \tag{18}
\]

with:

\[
T_i = (z - z_0)^T ((J_i - R_i) z_0 + g_i u), i = 1 : p \tag{19}
\]

Due to the fact that \( R(\rho) \) is a non-negative matrix, the first term is always negative, and because \( 0 \leq \rho_{0i} \leq 1 \) the sum can be made negative by choosing an appropriate value for each \( \rho_i \) according to the sign of each \( T_i \).

Various methods can be conceived to assure the negativity of (18). In the following, a maximum descent strategy will be used, which consist in choosing a new value for the control variable each time one \( T_i \) changes its sign. This defines commutation surfaces in the state space, \( T_i = 0 \), along which the system has a sliding motion [18].

2) Control of frequency: Because this strategy requires an infinite bandwidth a dead-zone is created with the help of a parameter \( \epsilon \). This way the derivative of the Lyapunov function may take positive values for a limited amount of time. The new commutation surfaces are thus defined by \( T_i = \epsilon \). The period and the amplitude of the oscillations around the reference are determined by this parameter. To maintain a constant frequency, in the case of parameter variations, a discrete PI controller is used to compute the value for \( \epsilon \), having as input the period of the control signal.

3) Application to the Step-up DC-DC converter: The admissible reference is calculated as in (16) for a value of 1 p.u. for the voltage. The low value for the current is chosen when selecting \( z_0 \). As there is only one control variable, the sum from expression (18) has only one term \( T \), which, according to (19) becomes:

\[
T = \frac{r_o i_0}{r_c + r_o} (v - v_0) - \frac{r_o r_c i_0 + r_o v_0}{r_c + r_o} (i - i_0) \tag{20}
\]
VI. SIMULATION RESULTS

In this section we present a simulation study where each suggested control strategy is tested. All simulations are done using the same Simulink code and use the same set of plant parameters. The output voltage reference is always \( v_o,ref = 1 \) while the circuit parameters, expressed in the per unit system, are given by \( x_c = \frac{70}{2\pi} \text{p.u.}, \ x_L = \frac{4}{5} \text{p.u.}, \ r_c = 0.005 \text{p.u.} \) and \( r_L = 0.05 \text{p.u.} \). If not otherwise stated, the source voltage is set to \( v_s = 0.75 \text{p.u.} \) and the output resistance is given by \( r_o = 1 \text{p.u.} \). We should note here that current limit protection in the case of a short circuit in the load is not possible for the step-up converter. Therefore, we have not included such a case study in the proposal.

The case studies that have been considered are the following:

1) The first case concerns the start-up of the converter from zero initial conditions, i.e. with initial state \( x(0) = [0, 0]^T \) to the desired steady state operation point.

2) In the second case, the response of the converter to source voltage variations is tested. The converter is initially at steady state with \( v_s = 0.5 \text{p.u.} \) when a step change to \( v_s = 0.9 \text{p.u.} \) is applied.

3) The third case examines the response of the converter to step changes in the output load. Starting from the steady state, the load steps up at a given time-instant from \( r_o = 1 \text{p.u.} \) to \( r_o = 1.5 \text{p.u.} \).

A. ETH: Model Predictive Control

The model was derived for a range of values of \([0,4]\) for the scaled inductor current and \([0,3]\) for the scaled output voltage; three PWA dynamics were calculated, with the intervals \( D_i \) being \([0,\frac{1}{4}], [\frac{1}{4},\frac{2}{5}], \) and \([\frac{2}{5},1]\). For the cost function, the penalty matrix is chosen to be \( Q = \text{diag}(10,1) \) and the prediction horizon in all cases is \( L = 2 \). As explained in Section V-A the explicit state-feedback controller is defined in a 4-dimensional space resulting in a polyhedral partition consisting of 239 regions, which, by utilizing the merging algorithm introduced in [11] can be simplified to 121 regions.

Fig. 3 depicts the response of the proposed optimal control scheme during startup, yielding an output voltage that reaches its stationary conditions with an overshoot of about 4% and within 10 switching periods. For the second case the results are shown in Fig. 4; the new value of the voltage source is measured, the current reference updated accordingly and the system restored to its desired output voltage value. Simulations from the final case are displayed in Fig. 5. The Kalman filter adjusts the current reference and the output voltage reaches its desired value after approximately 20 switching periods.

B. KTH: Sampled-Data Control

In the controller design the signal \( \xi \) was chosen as

\[
\xi = [1.6 \ 8] x
\]

and the remaining design parameters are \( q = 11.5 \) and \( \gamma = 0.5 \). The parameter of the anti windup feedback is \( c = 0.5 \). We notice that we only use the output voltage and the inductor current for control. It would also be possible to use a dynamic feedback law and then only use the output voltage for control and still get satisfactory performance.

The simulation in Fig. 6 shows the transient behavior during startup, see Fig. 6. The output voltage reaches the reference level with an overshoot of 5%. The simulations in Fig. 7 and in Fig. 8 show the response to a source voltage and a load resistance increase, respectively.
estimator adjusts the current reference and the output voltage reaches its desired value after approximately 20 switching periods.

C. LTH: Relaxed Dynamic Programming

We used the approach in section III-C to compute an approximate model consisting of two affine systems. As explained in section V-C it is a good idea to control the current to a suitable reference value \(i_{ref}\). A simple, and yet effective, way to compensate for errors in the model is to introduce an integrator state. Since we would like regulate the current to \(i_{ref}\) we augment (8) with an error state

\[
e[k + 1] = e[k] - i[k] + i_{ref}
\]

This integrator state can now be used for feedback, and thus the controller will have integral action. We used the step cost

\[
l(x, e, \hat{d}, d) = q_1|i_{ref} - \hat{i}| + q_2|e| + q_3|d - \hat{d}|
\]

(22)

where \(\hat{d}\) is last control value and \(q_1, q_2\) and \(q_3\) are non-negative parameters chosen to reflect the relative importance of the different terms in \(l\). The reason to introduce the extra state \(\hat{d}\) is to avoid subharmonic oscillations at stationary conditions.

Our simulations are shown in figures 9-11. As can be seen the step response is fast, it reaches its reference value after only 6 cycles and makes an overshoot of 5\%. The mean value is within 1\% already after 11 cycles. The fast response is due to our choice of relatively high value on \(q_1\), as compared to \(q_2\) and \(q_3\).

The response to an increase in the voltage source \(v_s\) from 0.5 p.u. to 0.9 p.u. during steady state operation are shown in Fig. 9. As the new value of \(v_s\) becomes available to the controller a new current reference value is computed. The ringing in the control signal the first 15 cycles is, again, due to the high relative penalty on the current error.

In the final case we a 50\% increase in the load resistance \(r_o\) from 1 p.u. to 1.5 p.u. is imposed during steady state operation. The results are shown figure 11. An assumed

D. Supélec: Stabilizing Control

In this section, simulation results demonstrating the performance of the stabilizing control methodology are presented. As explained in section V-D the goal is to assure the negativity of the Lyapunov function candidate (17) by choosing a value for the control variable at each instant when the term (20) becomes greater than a parameter \(\epsilon\). Since the command signal for the switch is directly imposed, this results in a scheme with a variable switching frequency; for the sake of comparison a pseudo duty cycle, defined as the average over one switching period of the amount of time the switch is kept on, is calculated and presented in the following plots alongside the command signal. Results for the startup are depicted in Figure 12; Figure 13 depicts the response of the controlled system in the case of an increase in the source voltage from 0.5 p.u. to 0.9 p.u.. The new value for the admissible reference is recalculated and the output of the system is restored to the desired output with an overshoot of
under 20\%. Figure 14 depicts the response of the controlled system in the case of an increase of the load from 1 p.u. to 1.5 p.u.. The variation is supposed to be measurable, and in each case a new value for the admissible reference is recalculated and the output of the system is restored to the desired value.

VII. COMPARISONS AND CONCLUSIONS

In this paper a collective study of different hybrid control techniques applied to the same benchmark example of a step-up dc-dc converter has been presented. The solution approaches proposed in the paper are all based on digital control techniques where measurement and actuation take place only at the sampling instances.

The methods presented by ETH, LTH and KTH all act at the beginning of each switching period and use the duty cycle as the manipulated variable, rendering a constant switching frequency operation; the former two allow for a more systematic analysis of the circuit characteristics but typically yield an increased degree of complexity in the controller, whereas the latter might be suitable for higher switching frequencies in view of its more affordable implementation requirements. The method of Supèlec, on the other hand, directly decides on the discrete position of the controlled switch based on a much faster sampling of the system, and results in a scheme with an improved behavior during transient, but also with a variable switching frequency. In this case, the operation under an excessively high switching frequency is avoided through the use of an outer PI loop that adjusts the dead-band between the commutation surfaces. It is the opinion of the authors that the trade-off between this performance improvement and the disadvantages of the variable switching frequency operation (especially with respect to the converter’s EMI design), can only be judged on an application-specific basis. Future research directions will be focused on extending the presented methods to more complicated converter topologies and on strategies for dealing with the parameter variations and dynamic uncertainties appearing under experimental conditions.
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