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Abstract

Wireless communication is evolving rapidly with ever more connected de-
vices and significantly increasing data rates. Since the invention of the smart-
phone and the mass introduction of mobile apps, users demand more and
more traffic to stream music, watch high-definition video or to simply browse
the internet. This tremendous growth is more pronounced by the introduc-
tion of the Internet of Things (IoT) in which small devices, such as sensors,
are interconnected to exchange data for all sorts of applications. One example
are smart homes in which a user can for instance, check temperature at home,
verify if windows are closed or open, or simply turn on and off distributed
loud speakers or even light bulbs in order to fake a busy household when on
vacation. With all these additional devices demanding connectivity and data
rates current standards such as 4G are getting to their limits. From the begin-
ning 5G was developed in order to tackle these challenges by offering higher
data rates, better coverage as well as higher energy and spectral efficiencies.
Massive Multiple-Input Multiple-Output (MIMO) is a technology offering the
benefits to overcome these challenges. By scaling up the number of antennas
at the Base Station (BS) side by the order of hundred or more it allows sepa-
ration of signals from User Equipments (UEs) not only in time and frequency
but also in space. Exploiting the high spatial degrees-of-freedom it can focus
energy with spotlight precision to the intended UE, thereby not only achieving
higher energy being received per UE but also lowering the interference among
different UEs. Utilizing this precision, massive MIMO may serve a multitude
of UEs within the same time and frequency resource, thereby achieving both
higher data rates and spectral efficiency. This is a very important feature as
spectrum is very crowded and does not allow for much higher band-widths,
and more importantly is also very expensive.
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The promised gains, however, do come at a cost. Due to the significantly
increased number of BS antennas, signal processing and data distribution at
the BS become a challenging task. Signal processing complexity scales with
the number of antennas, thus requiring to distribute different tasks properly
to still achieve low-latency and energy efficient implementations. The same
holds for data movement among different antennas and central processing
units. Processing blocks have to be distributed in a manner to not exceed
hardware limits, especially at points where many antennas do get combined
to perform some kind of centralized processing.

The focus of this thesis can be divided into three different aspects, first,
building a real-time prototype for massive MIMO, second, conducting mea-
surement campaigns in order to verify theoretically promised gains, and third,
implementing a fully programmable and flexible hardware platform to effi-
ciently run software defined massive MIMO algorithms. In order to construct
a prototype, challenges such as low-latency signal processing for huge ma-
trix sizes as well as task distribution to lower pressure on the interconnection
network are considered and implemented. By partitioning the overall system
cleverly, it is possible to implement the system fully based on Commercial
off-the-shelf (COTS) Hardware (HW). The working testbed was utilized in
several measurement campaigns to prove the benefits of massive MIMO, such
as increased spectral efficiency, channel hardening and improved resilience
to power variations. Finally, a fully programmable Application-Specific In-
struction Processor (ASIP) was designed. Extended with a systolic array this
programmable platform shows high performance, when mapping a massive
MIMO detection problem utilizing various algorithms, while post-synthesis
results still suggest a relatively low-power consumption. Having the capabil-
ity to be programmed with a high-level language as C, the design is flexible
enough to adapt to upcoming changes in the recently released 5G standard.
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1
Introduction

This thesis presents a study across the wireless communication and digital
hardware design domains for the massive Multiple-Input Multiple-Output
(MIMO) technology. New technologies, like this one, are crucial to satisfy the
ever-increasing volume of data in wireless communication networks. It is ex-
pected that by 2022 29 billion devices are interconnected [1], among them not
only computers and mobile phones but also a variety of sensors. These can be,
for instance, sensors in household devices, agriculture or industrial factories,
all commonly combined under the umbrella of the Internet of Things (IoT).
The 5G standard was designed in order to allow this level of interconnection
with the goal to boost the overall network capacity by 1000× while ensuring
low-latency links. Considering the shortage of available spectrum and prices
for 5G spectrum auctions reaching up to almost 6 billion e lately [2], increas-
ing the used bandwidth to multiplex User Equipments (UEs) in the frequency-
domain is not a viable option for the sub-6 GHz bands. Thus, highly efficient
usage of available bandwidth is a crucial aspect in future wireless communi-
cation networks.

Massive MIMO with its significantly increased energy and spectral efficien-
cies is a key technology in this regard. Deploying a very-large number of an-
tennas at the Base Station (BS) side (up in the 100s) to serve a moderate num-
ber of UEs (in the 10s), it utilizes aggressive spatial multiplexing to beamform
signals with spotlight precision to its respective UE. Thereby, massive MIMO
can serve a multitude of UEs in the same frequency- and time-resource.

Massive MIMO caught a lot of attention in both research and industry after
the initial proposal being published in 2010 [3]. Hereafter, plenty of theoretical
work was published, however, for a long time there was no fully functional
real-time prototype, proving this concept holding its promises in practice.
Moreover, implementation of a massive MIMO system in practice was con-
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2 Introduction

sidered very challenging due to the significant increase in hardware and data
shuffling complexity within the baseband processing units.

This thesis concentrates on the aforementioned aspects of prototyping and
proof-of-concept design for massive MIMO systems to show that theoretical
concepts do hold in reality and that implementation complexity can be han-
dled via proper architecture and processing distribution, even when using
Commercial off-the-shelf (COTS) components.

Furthermore, the experience gained from prototype design alongside with
algorithm-hardware co-design is used to develop an Application-Specific In-
struction Processor (ASIP) optimized for massive MIMO baseband process-
ing. Offering great performance while being still fully flexible and C pro-
grammable, this ASIP design allows for future adaptation to the still changing
and evolving 5G standard.

1.1. SCOPE OF THESIS

The goal of this research study is to complete the full journey from prototyp-
ing a new technology all the way to a fully programmable ASIP implemen-
tation deployable in a practical system. Figure 1.1 shows the 5G deployment
time line by 3rd Generation Partnership Project (3GPP), with marked achieve-
ments presented in this work. In order to follow this roadmap many questions
do have to be answered. Main questions addressed in this work are:

• How can a real-time prototype utilizing a very-large number of BS an-
tennas effectively be built, even from COTS Hardware (HW)? Is there
a way to efficiently distribute the processing to handle complexity and
the mere amount of data to be shuffled while achieving low-latency?

• Do the benefits promised by massive MIMO hold in practice?

• How can massive MIMO properties and algorithms be exploited to de-
sign an energy efficient, yet fully flexible and programmable platform,
to be used in a practical massive MIMO system?

1.2. OUTLINE AND THESIS ORGANIZATION

This thesis is split into four main parts with the first part, including the first
three chapters providing theory and background to the topics. Chapter 2 in-
troduces different platforms used for digital design implementation, presents
their common usage and closes with a discussion about trade-offs, energy ef-
ficiency and application domains. In Chapter 3 the wireless communication
field is briefly introduced. After presenting MIMO and Orthogonal Frequency
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Part I
Part II
Part III

Chapter 4/5 
Testbed Design

Section 6.1.1/2
Indoor and 

Outdoor tests

Section 6.2
Mobile UE tests

Section 6.1.3
Maximum #UEs 
in indoor tests

Section 7.3 
ASIP Baseline
Architecture

Section 7.4 
Extended ASIP
Architecture

   ASIP

Testbed Design

Measurements

Figure 1.1. 5G deployment time line from prototyping to product. Marked
are some achievements presented in this work for the first testbed
version, the first mobility tests with a real-time massive MIMO
prototyping system and the first version of the massive MIMO
baseband processing ASIP. Based on Figure in [4].

Division Multiplexing (OFDM) techniques, massive MIMO and its advantages
are shortly explained.

Massive MIMO has been extensively researched, mostly from a theoreti-
cal standpoint. To prove that this technology in fact delivers the promised
advantages over conventional techniques prototype systems are needed. Sec-
ondly, implementation of a massive MIMO testbed shows that the significant
amount of baseband processing and data shuffling between hundred or more
antennas is realizable with a low enough latency to allow for real-time oper-
ation. The first two parts of this work discuss these two aspects, building a
prototype and proof-of-concept measurement.

PART I: THE LUMAMI TESTBED SYSTEM ARCHITECTURE
As the number of BS antennas in massive MIMO grows to a hundred or more
the overall implementation complexity increases significantly, as compared
to Long-Term Evolution (LTE) systems. Gathering, combining and perform-



4 Introduction

ing processing on data from all antennas puts stringent requirements on the
interconnection network, enforcing proper scheduling and distribution of pro-
cessing entities.

This thesis proposes a system design to tackle overall complexity by in-
troducing a generic architecture to map the baseband processing blocks onto
COTS HW and distributing processing entities in order to keep data shuffling
requirements below given hardware constraints. This also includes design
details of key signal processing entities with special attention on low-latency
implementation to allow real-time operation. The content of Part I is based
on following publications:

• J. Viera, S. Malkowsky, K. Nieman et al. ”A flexible 100-antenna testbed
for Massive MIMO”, IEEE Global Communications Conference (Globe-
com) Workshop, 2014.

• S. Malkowsky, J. Vieira, K. Nieman et al. ”Implementation of Low-
Latency Signal Processing and Data Shuffling for TDD massive MIMO
Systems”, IEEE International Workshop on Signal Processing Systems
(SiPS), 2016.

• S. Malkowsky, J. Vieira, L. Liu et al. ”The World’s First Real-Time
Testbed for Massive MIMO: Design, Implementation, and Validation”,
IEEE Access, 2017.

PART II: MASSIVE MIMO PROOF-OF-CONCEPT MEASUREMENTS
Theoretical evaluation of massive MIMO promised many gains over current
4G systems, for example higher spectral efficiency, higher energy efficiency,
and channel hardening which provides more resilience against fading dips.
However, theoretical results are commonly based on simplified models to
keep problems solvable, thereby not capturing all environmental influences.
Thus, utilizing a real-time testbed to perform measurement campaigns is im-
portant when validating and verifying the massive MIMO promises.

This part presents real-time measurement results and analysis of captured
data for several campaigns performed with the Lund University Massive
MIMO (LuMaMi) testbed including both, static and mobile user scenarios.
One campaign focuses on comparing Bit Error Rate (BER) performance of
Up-Link (UL) versus Down-Link (DL) together with different linear precod-
ing and detection schemes commonly used in massive MIMO. In another sce-
nario the system performance in a Line-of-Sight (LOS) environment with mo-
bile UEs is analyzed. Measurement results verify that massive MIMO can
indeed keep up to its promises, delivering large gains over other technologies
used in the 4G standard. The contents of Part II is based on the following
publications:
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• P. Harris, W.B. Hasan, S. Malkowsky et al. ”Serving 22 users in real-
time with a 128-antenna massive MIMO testbed”, IEEE International
Workshop on Signal Processing Systems (SiPS), 2016.

• P. Harris, S. Malkowsky, J. Vieira et al. ”Performance Characterization
of a Real-Time Massive MIMO System with LOS Mobile Channels”,
Journal on Selected Areas in Communications (JSAC), 2017.

• S. Malkowsky, J. Vieira, L. Liu et al. ”The World’s First Real-Time
Testbed for Massive MIMO: Design, Implementation, and Validation”,
IEEE Access, 2017.

• S. Malkowsky, L. Liu, V. Öwall, O. Edfors ”Building and Operating a
real-time massive MIMO testbed - Lessons learned”, Asilomar Confer-
ence on Signals, Systems and Computers, 2017.

The work presented in the first two parts of this thesis, was acknowledged
with seven international awards at the NI Week 2016 as well as European NI
Days [5] [6]. Awards were received in the categories of ”Application of the
year”, ”Wireless and Mobile Communications Winner”, ”Engineering Grand
Challenges”, ”HPE Edgeline Big Analog Data” and ”Powered by Xilinx”. Ad-
ditionally, the code developed, served later on as the basis for the National
Instruments (NI) MIMO Application Framework [7] [8]. In the IEEE Com-
Soc Student Competition 2016 the submission ”Massive MIMO for Future 5G
Wireless Systems” received an honorary mention.

PART III: A PROGRAMMABLE ASIP FOR MASSIVE MIMO
Wireless communications is evolving rapidly which also leads to regular ex-
tensions and improvements in the current standards. Moreover, the 5G stan-
dard itself is still in its infancy and may still change and adopt in the near
future. Thus, flexible and reconfigurable platforms such as ASIPs are prefer-
able in order to facilitate upgrades of existing systems over time.

In this part the author used the experience gathered while designing the
LuMaMi testbed and knowledge from previously designed programmable
platforms to design a high-performance ASIP specifically tailored for the mas-
sive MIMO domain. The design consists of a 16-lane Single Instruction Multi-
ple Data (SIMD) Very Large Instruction Word (VLIW) architecture with dedi-
cated pre- and post-processing slots in order to efficiently map massive MIMO
algorithms. To further improve performance and exploit available parallelism
the ASIP embeds a full 16×16 systolic array in its data path to boost per-
formance of matrix-matrix and matrix-vector operations. Run-time analysis
of implemented software algorithms and post-synthesis results show that the
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platform delivers a high-performance while still achieving low-power con-
sumption. The contents of Part III is among yet unpublished material based
on the following publication:

• S. Malkowsky, H. Prabhu, L. Liu et al. ”A programmable 16-lane SIMD
ASIP for Massive MIMO”, IEEE International Symposium on Circuits
and Systems (ISCAS), 2019, [to appear].

The thesis is then finished with a chapter on conclusion.



2
Digital Hardware Design

Ever since the invention of the transistor, digital designs evolved rapidly, be-
ing able to double the amount of used transistors on a chip every second
year, an observation that later became known as Moore’s law [9] [10]. This
impressive increase mainly pushed forward by technology scaling allowed
digital designs to become more and more complex, and opened the oppor-
tunity to steadily increase the overall complexity of designs, implementing
whole Systems-on Chip (SoCs).

This chapter provides a brief overview of different digital platforms, their
main applications and trade-offs among them.

2.1. DIGITAL PLATFORMS

Digital platforms can be, in general, divided into three main classes. The
first category are fully configurable platforms, which allow implementation of
digital logic through configurable switches and hardware logic, i.e. platforms
allowing to fully configure the data- as well as control-path. Second are pro-
grammable processors, with a fixed data-path but a software programmable
control-path, e.g. ASIPs or General Purpose Processors (GPPs) fall in this
category. Lastly, Application-Specific Integrated Circuits (ASICs), with a fixed
functionality that does in general, only allow very limited configuration based
on some parameters.

This work mainly utilized two of the architectures presented here, Field Pro-
grammable Gate Array (FPGA)-based Software-Defined Radios (SDRs) being
part of the reconfigurable architecture category and ASIPs as a part of the
programmable architectures group.

7
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2.1.1. ASICS

ASICs are in general used when performance and, area and energy efficiency
are crucial in order to fulfill design specifications. They are carefully designed
keeping a specific functionality in mind, towards which the implementation
is trimmed. This is especially useful in applications where very low-latency,
high throughput and low energy is required.

2.1.2. PROGRAMMABLE PROCESSORS

These architectures define their overall functionality based on an instruction
set which utilizes opcodes to trigger certain units, e.g. the Arithmetic Logic
Unit (ALU), in the data-path. Different Instruction Set Architectures (ISAs)
exist and are selected based on the application domain targeted. Examples
are Complex-Instruction Set Computer (CISC), Reduced-Instruction Set Com-
puter (RISC), and VLIW. Moreover, different ISA are differentiable into either
fixed ISA or configurable ISA. The first are easier to design and can achieve
higher performance, whereas the latter may be customized for the require-
ment in a specific application.

GENERAL ARCHITECTURES General platforms are highly programmable
architectures. Among those are for example GPPs, Digital Signal Proces-
sors (DSPs) and Graphical Processing Units (GPUs). GPP are the leaders in
flexibility, they are highly programmable and support every program that is
compiled for their specific architecture. Therefore, they are used in basically
all Personal Computers (PCs) and laptops available on the market nowadays.
GPPs utilize the latest semiconductor technologies to achieve the highest avail-
able performance, however, the great flexibility to run every program comes
with a complex design and thus, at the cost of performance. For this rea-
son they cannot compete with any processor or ASIC designed for a specific
domain or application. In order to close this gap, many design techniques
have been utilized. These include superscalar and VLIW in order to provide
Instruction Level Parallelism (ILP), SIMD architectures to exploit Data-Level
Parallelism (DLP) and also multi-core approaches to circumvent issues with
energy and power constraints in newer semiconductor technologies.

DSPs are optimized towards digital signal-processing, offering special hard-
ware functionalities for regularly used digital signal operations such as filter-
ing and transformations, e.g. Fast-Fourier Transform (FFT). A main compo-
nent in any DSP is the Multiply-Accumulate (MAC) unit, which efficiently
implements multiplication and addition of several operands within one clock
cycle. GPUs are designed to perform graphics processing on computer sys-
tems, but are also used to accelerate specific programs, e.g. Matlab. More-
over, recently GPUs became popular for training and interference in machine
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learning. All of these applications, benefit from the highly parallel processing
capabilities. One example is the Nvidia GeForce RTX 2080 Ti which consists
of 4352 Compute Unified Device Architecture (CUDA) cores [11].

APPLICATION-SPECIFIC INSTRUCTION PROCESSOR ASIPs are optimized
to perform very well within a certain application domain, for example, wire-
less communications or audio processing. In general they are often build upon
a regular baseline processor which is extended with functional units and in-
structions crucial in the targeted domain. Furthermore, baseline instructions
and functionalities from the baseline model which are non essential in the
application domain may be removed in order to gain efficiency by sacrific-
ing flexibility. Recently, software tools, aiding in the design of ASIPs become
more and more popular. One example is the Synopsys ASIP Designer, which
can be used to describe a fully custom ASIP architecture and then generates
the hardware and a compiler for the underlying design. Another category of
ASIPs are configurable instruction set processors, which provide a baseline
ISA with the possibility to add specific Intellectual Propertys (IPs) for vari-
ous tasks. These can range from peripherals, specific network interfaces up
to full accelerators, for example for machine learning. In general the ISA for
these processors allows addition of custom instructions within certain limits.
While the pipeline and pipeline stages are fixed, basic functional units may be
combined to design custom instructions. Moreover, functional units may be
added as long as they do not break the basic pipeline. This allows flexibility
when trimming a processor towards a certain application, however, certain
limitations do apply. An example is the Tensilica Customizable Processor and
DSP IP [12].

2.1.3. FULLY CONFIGURABLE ARCHITECTURES

Fully configurable architectures not only allow to change the data-path but
also have a fully reconfigurable control-path. Therefore, allow changes to the
executed software as well as hardware, to define overall functionality. This
allows designers to exploit available parallelism, hardware reuse and even
energy efficient computing. Fully configurable architectures can be divided
into coarse and fine granularity. Coarse grain reconfigurable architectures
are built from larger blocks, e.g. complete functional units or even proces-
sors [13] [14]. This efficiently decreases area overhead for routing, facilitates
mapping and partitioning although at the cost of flexibility. Architectures
based on fine granularity are usually build based on Lookup-Tables (LUTs)
with optional flip-flops and a complex interconnect network among different
units. Thus, operations and functionalities are mapped with bit-level preci-
sion, which in turn increases complexity for mapping and partitioning. One
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Figure 2.1. Illustration of flexibility versus energy efficiency for the different
digital platforms presented.

of the most popular examples in this category are FPGAs [15]. In order to
combine digital HW design with radio connectivity, FPGA-based SDRs can
be used. They include full radio compatibility with configurable analog and
digital front-ends while allowing to implement digital baseband processing
on an attached FPGA. Several examples are the Ettus SDRs [16], the NI Uni-
versal Software Radio Peripheral (USRP) [17] and the Wireless Open Access
Research Platform (WARP) SDRs [18]. A main benefit of SDRs is that they
provide designers and researchers with the capability to rapidly prototype
newly proposed methods and ideas.

2.2. HARDWARE DESIGN ASPECTS

All the previous presented digital platforms show advantages within selected
hardware design aspects. Some of these aspects such as performance in terms
of throughput, available flexibility, energy and area efficiency, time-to-market
and development costs will be briefly discussed here.

Figure 2.1 shows how the different presented digital platforms may be
placed on a flexibility versus efficiency and performance scale. Although bor-
ders between different categories are not sharp, the overall trend is clearly
visible. In general, it is not feasible to maximize both, flexibility and effi-
ciency simultaneously. Thus, the proper platform has to be chosen dependent
on the design requirements and specific design optimizations such as pipelin-
ing, parallelization, clock gating and others may be used to increase efficiency
and performance while still holding the given power constraint.

Regarding flexibility, it is obvious to state that although there is no proper
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metric to measure flexibility it is of outstanding importance in every practical
design. The upcoming 5G standard is an excellent example for this. While the
basic standardization process is finished, and first products may be produced
and delivered to customers, there is no doubt that the standard will evolve
over the near future. A flexible platform will give a manufacturer the possi-
bility to not even include new algorithms into new products but also perform
updates in the field.

Other very important aspects in digital hardware designs nowadays are
time-to-market and development cost. Upfront development costs for ASIC
designs may be several millions, and thus is in general only recommendable
and profitable for products with a high annual number of sold units [19].
Other markets, e.g. medical equipment which are not sold in the millions
but rather in the ten thousands, often need to go with a platform like FPGA
which provide less performance but lowers cost significantly. Time-to-market
is in many areas a key factor when selecting a proper platform. Whereas pro-
grammable platforms often do suffer from lower performance and efficiency,
they allow a significantly shortened time-to-market, meaning a manufacturer
may be able to provide the newest trend to customers ahead of competitors.

Area and energy efficiency are metrics that are often used to compare dif-
ferent designs among each other. Area-efficiency is commonly provided as
throughput normalized by the number of gates and energy efficiency by the
throughput normalized to the energy consumed. Both of these metrics are
heavily influenced by technology scaling. While shrinking offers the possi-
bility to add more digital logic on the same area, it does also effects power
consumption as static (leakage) power is increasing and may even become
dominant in many circuits. Moreover, scaling causes an increase in power
density which in many designs can become a crucial limitation [20]. For com-
pleteness, a very brief summary of power consumption in Complementary
Metal Oxide Semiconductor (CMOS) is provided below. The power consump-
tion of CMOS may be expressed as

Ptotal = Pdyn + Pstat , (2.1)

where Pdyn is the dynamic power and Pstat is the static power.
The dynamic power consumption mainly originates from charging and dis-

charging internal capacitances. This is expressed as

Pdyn = αCLV2
DD f , (2.2)

where α is circuit switching activity, CL represents total capacitance, VDD sup-
ply voltage and f operating clock frequency [21]. Circuit switching activity
α highly depends upon the circuit topology. In general, the quality of power
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estimation is directly proportional with how well the activity is known. More-
over, there are other effects, known as dynamic hazards originating from
short-circuit currents during switching process and glitches caused by mis-
matches in path lengths in combinational logic which are neglected here.

In older technologies, dynamic power has dominated the overall power,
but with increased scaling of technology, overall static power contributes a
significant part to the budget. Static power of CMOS is defined as

Pstat = IOFFVDD , (2.3)

where IOFF is the static current, including junction and gate leakage, and sub-
threshold leakage, with the latter one being the dominant part [21].



3
Wireless Communications

3.1. WIRELESS COMMUNICATIONS SYSTEMS

Ever since the presentation of the first handheld mobile phone by Motorola
and the following first mobile telephone call by Martin Cooper in 1973 [22],
wireless communications has seen a tremendous growth, mainly powered by
the fast evolving technology scaling and resulting miniaturization.

The first fully automatic cellular phone system Nordic Mobile Telephone
(NMT) only allowed voice transmission with data-rates of 380 b/s. However,
data-rates showed a tremendous increase over the past decades, especially
since multimedia streaming became a normal use case for mobile phones.
With 5G being deployed, supported data-rates will climb up to, and likely ex-
ceed, 10 Gb/s. This progress is needed as the number of mobile subscriptions
is continuously increasing and reached almost 8 billion by the end of 2018.
Moreover it is projected that overall global mobile data traffic will increase
by about seven times until the year 2024 with 70% stemming from video traf-
fic [23]. These projected developments are shown in Figure 3.1.

To handle the significant growth higher data-rates, better coverage and re-
liability are required as compared to what current 4G networks can deliver.
Massive MIMO being a part of the defined 5G standard is a technology ca-
pable of providing these improvements. Before presenting massive MIMO in
detail, a general wireless system as well as techniques currently used in 4G
are being discussed and introduced.

Figure 3.2 shows a simplified wireless system. Information bits to be sent
enter the transmitter chain where they are encoded and mapped to a con-
stellation. Following they are modulated before the Radio-Frequency (RF)-
chain sends the signal to the antenna. The transmitted electromagnetic signal
propagates through the channel where it experiences several different effects.

13
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(a)

(b)

Figure 3.1. (a) Expected global data traffic in Exa bytes per month and (b)
expected mobile data traffic per application until 2024. Source:
Ericsson Mobility Report [23]
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Figure 3.2. Wireless system including a simplified transmitter chain, receiver
chain and propagation channel.

Firstly, attenuation due to free space propagation will lower the power, and
second, the signal may be reflected and diffracted at objects, such as houses,
trees, cars and other structures in the environment. Thus, duplicates of the
same signal typically reach the receiver at different times, an effect known as
multi-path propagation [24].

Different arrival times combined with attenuation and phase changes, will
render the overall channel frequency-selective [25]. Another effect is the
Doppler shift caused by relative movement between the transmitter and re-
ceiver. Due to this relative movement, the travel time of signals changes. This
leads to a change in the observed frequency, for example, if the transmitter
moves towards the receiver, the frequency increases. Mitigating such effects
at the receiver side makes wireless communication a challenging task.

The signal picked up by the receiver goes through the analog RF front-end
and eventually is demodulated. In order to detect the received signal, the
receiver needs to estimate the channel. This is usually done by, for example,
sending known pilots which are then used to estimate the effects of the propa-
gation channel. After detection, the received signal is detected/decoded back
into its information bits.

3.1.1. OFDM

A straightforward solution to increase data-rates in a communication system
is by increasing the bandwidth. However, due to multi-path components in
time the channel becomes more frequency-selective. In order to be able to
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detect the signal, the receiver needs to collect the incoming multi-path com-
ponents which may drastically increase system complexity. Worst-case, the
channel delay spread may even exceed the actual symbol length such that
Inter-Symbol Interference (ISI) occurs. Moreover, as spectrum is a scarce, reg-
ulated, and expensive resource simply scaling the band-width is not prof-
itable.

To remedy the complexity while increasing bandwidth, current communi-
cation systems employ frequency division multiplexing. The overall band-
width is divided into subbands (also known as subcarriers) which carry dif-
ferent signals with same data rate. OFDM is one of these techniques and is
nowadays used in the 4G standard and will also be in the 5G standard. In
OFDM, time subcarriers are chosen to be orthogonal to each other which, in
ideal conditions, leads to no interference among subbands and consequently
does not require subcarrier guard bands. Therefore, OFDM can achieve a high
spectral efficiency. Moreover, it may be efficiently implemented by utilizing
Inverse FFT (IFFT) and FFT for modulation and demodulation.

Being effected by previously mentioned propagation effects, OFDM still
suffers from ISI and Inter-Carrier Interference (ICI). However, extending each
OFDM symbol with a cyclic-prefix having a length greater than the channel
delay spread can significantly reduce those [26].

3.1.2. MIMO

MIMO is another important technology in current wireless systems. It exploits
the spatial domain by employing multiple antennas. This may be utilized in
order to improve one of three specific properties, (i) using spatial diversity
to submit the same signal over several beams increasing resilience to fading
and other propagation effects, (ii) spatial multiplexing to split and perform
transmission of a signal over several antennas increasing the overall data-rate
or (iii) multi-user MIMO to support several UEs within the same time and
frequency resource [27].

MIMO is nowadays used in many wireless standards, for example IEEE
802.11ac, LTE and LTE Advanced (LTE-A). In LTE-A the maximum number
of antennas was increased up to 8×8 from previously 4×4 in LTE [28].

Due to the effects of the wireless channel, signals are getting mixed when
propagating through the channel. Therefore, additional processing is re-
quired. MIMO processing is used at the receiver to separate data streams.
Additionally, signals may also be precoded at the transmitter side in order to
facilitate the detection process at the receiver.

Figure 3.3 shows an MR×MT MIMO system, i.e. a system with MR receive
antennas and MT transmit antennas. The input-output relation for this system
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Figure 3.3. A MIMO system with Mt transmit and Mr receive antennas.

is given by

y = Hs + n (3.1)

where H is the complex MR×MT channel matrix, s is the complex MT×1
transmit signal vector, y is the complex MR×1 received signal vector and n ∼
CN (0, IMR) is an Independent And Identically Distributed (IID) circularly-
symmetric zero-mean complex Gaussian noise vector. In order to detect the
transmitted information, a MIMO receiver has to perform complex opera-
tions like matrix inversion, by utilizing for example QR-Decomposition (QRD)
or Cholesky decomposition [29–32]. In very demanding channels even non-
linear detection may be necessary, e.g. sphere-decoding [33–36]. Extensive
optimizations are required for battery operated devices to not break the low
power envelope under which they have to operate.

3.1.3. MASSIVE MIMO

In 2011, Thomas L. Marzetta showed in a theoretical analysis that spatial do-
main may be further utilized by heavily scaling the number of antennas on
the BS side. His paper on "Noncooperative Cellular Wireless with Unlim-
ited Numbers of Base Station Antenna", can be seen as the birth of massive
MIMO [3]. This paper and many following publications and analyses [37–41],
proposed that by increasing the number of BS antennas towards infinity un-
der ideal conditions leverages several crucial and beneficial properties. First,
signals are sent over many antennas and thus, a large number of indepen-
dent realizations reaches the BS. This greatly reduces the probability of small-
scale fading dips as the different realizations average out additive receiver
noise and small-scale fading. Second, providing a high spatial resolution, sig-
nals are precisely steered towards intended UEs which results in interference
among UEs going towards zero.
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Figure 3.4. Massive MIMO versus conventional systems. Artwork by Ove Ed-
fors [Reprinted with permission].

To utilize the additional degrees-of-freedom, the to be transmitted signals
are precoded by the BS based on estimated Channel State Information (CSI)
in order to add up constructively at the intended UE even when propagating
over many multi-components. Figure 3.4 illustrates this substantial difference
to current technologies. Conventional systems send out their signals in all di-
rection thereby causing Inter-User Interference (IUI) and lower receive power
at the UE. Massive MIMO on the other hand, performs precoding such that
signals add up constructively at the intended UE. Thus, rather than having
to multiplex UEs in frequency, time or code domain, UEs may be efficiently
multiplexed in spatial domain, increasing spectral and energy efficiencies.

Throughout this work we are only assuming OFDM-based massive MIMO.

TDD VERSUS FDD Current cellular systems either operate in Frequency-
Division Duplex (FDD) or Time-Division Duplex (TDD) mode. FDD is, how-
ever, considered impractical for massive MIMO due to excessive resources
needed for DL pilots and CSI feedback. TDD operation relying on reciprocity
only requires orthogonal pilots in the UL from the K UEs, making it the fea-
sible choice [38]. For this reason, we focus entirely on TDD below.

SYSTEM MODEL A simplified model of a massive MIMO BS using M anten-
nas while simultaneously serving K single antenna UEs in TDD operation in
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Figure 3.5. A massive MIMO system model. Each antenna at the BS (left side)
transmits a linear combination of K user-intended data symbols
uk

K
k=1. After propagation through the DL wireless channel B, each

user antenna receives a linear combination of the signals transmit-
ted by the M BS antennas. Finally, each of the K users, say user
k, produces an estimate of its own intended data symbol, i.e. uk.
Similar operation is employed for UL data transmission. Here,
reciprocity for the propagation channel is assumed.+

a propagation channel B is shown in Figure 3.5. We take into account the dif-
ferent transfer functions for receivers and transmitters and denote G the UL
radio channel capturing both, the propagation channel BT and the UL hard-
ware transfer functions. Likewise, H denotes the DL radio channel capturing
both, the propagation channel B and the DL hardware transfer functions.
To simplify notation, this discussion assumes a base-band equivalent channel
and expressions are given per subcarrier, with subcarrier indexing suppressed
throughout.

The UL power levels used by the K UEs during transmission build the
K × K diagonal matrix Pul. By collecting the transmitted UE symbols in a
vector z , (z1, . . . , zK)

T, the received signals r , (r1, . . . , rM)T at the BS are
described as

r = G
√

Pulz + w, (3.2)

where G is the M× K UL channel matrix,
√

Pul an elementwise square-root,
and w ∼ CN (0, IM) is IID circularly-symmetric zero-mean complex Gaussian
noise. The estimated user symbols ẑ , (ẑ1, . . . , ẑK)

T from the K UEs are
obtained by linear filtering of the received vector r as

ẑ = feq(G)r, (3.3)
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where feq(·) constructs an appropriate equalization matrix. Note, the equal-
ization matrix feq may also depend on other parameters in the system, such
as Signal-to-Noise Ratio (SNR).

On the DL, each UE receives its corresponding symbol ûk which are col-
lected in a vector û , (û1, . . . , ûK)

T, representing the symbols received by all
UEs. With this notation, the received signal becomes

û = Hx + w′ (3.4)

where the K×M matrix H is the DL radio channel, w′ ∼ CN (0, IK) is an IID
circularly-symmetric zero-mean complex Gaussian receive noise vector with
covariance matrix IK, and x , (x1, . . . , xM)T is the transmit vector.

Taking into account that the propagation channel B is generally agreed on
to be reciprocal [42], the estimated UL channel matrix G can be utilized to
transmit on the DL. However, differences due to analog circuitry in the UL and
DL channels, G and H, need to be compensated. Thus, a possible construction
for x is of the form

x = fcal( fpre(G))u, (3.5)

where u , (u1, . . . , uK)
T is a vector containing the symbols intended for the K

UEs, fpre(·) is some precoding function, and fcal(·) is a reciprocity calibration
function to be discussed next.

RECIPROCITY CALIBRATION In most practical TDD systems, the UL and
DL channels are not reciprocal, i.e. G 6= HT . This is easily seen by factorizing
G and H as

G = RBBTTU, and H = RUBTB, (3.6)

where the two M × M and K × K diagonal matrices RB and RU model the
non-reciprocal hardware responses of BS and UE Receivers (RXs), respectively,
and the two M×M and K× K diagonal matrices TB and TU similarly model
hardware responses of their Transmitters (TXs). Thus, in order to construct a
precoder based on the UL channel estimates, the non-reciprocal components
of the channel have to be calibrated. Previous calibration work showed [43]
that this is possible by using

C fpre(G) = fcal( fpre(G)), (3.7)

where C = RBT−1
B is the, so-called, calibration matrix which can be estimated

internally at the BS [42]. Such calibration is sufficient to cancel inter-user
interference stemming from non-reciprocity [43].
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Table 3.1. Linear Precoding/Detection Matrices

MRT/MRC ZF RZF

DL CG∗ CG∗(GHG)−T CG∗(GHG + βregpre
IK)
−T

UL GH (GHG)−1GH (GHG + βregdec
IK)
−1GH

LINEAR DETECTION & PRECODING SCHEMES Table 3.1 shows a selection
of weighting matrices used in linear precoding and detection schemes, with
non-reciprocity compensation included in the form of the M × M diagonal
matrix C as defined above. The Maximum Ratio Transmission (MRT) pre-
coder and the Maximum Ratio Combining (MRC) decoder maximize array
gain without active suppression of interference among the UEs [3]. The Zero-
Forcing (ZF) precoder and ZF combiner employ the pseudo-inverse, which
provides inter-user interference suppression with the penalty of lowering the
achievable array gain. A scheme that allows trade-off between array gain
and interference suppression is the Regularized ZF (RZF) precoder and RZF
combiner. This is achieved by properly selecting the regularization constants
βregpre

and βregdec
. If βregpre

and βregdec
are selected to minimize Mean-Square

Error (MSE) E‖u− 1√
ρ û‖2, where ρ is a scaling constant, we obtain the Mini-

mum Mean-Square Error (MMSE) precoder/detector [44]. In case of RZF and
MMSE, feq and fpre require an additional argument for βregpre

and βregdec
.

SUMMARY OF ADVANTAGES Massive MIMO offers many advantages over
traditional technologies. The aggressive spatial multiplexing possible due to
the high number of antennas allows separation of UEs in the spatial domain
while being served in the same time and frequency resource. With proper
signal processing this high-precision beamforming and the coherent superpo-
sition at the intended UE leads a tremendous improvement in spectral and
energy efficiency [3].

Based on the law of large numbers, effects such as noise, fading and im-
perfections are averaging out when combining signals with signal processing.
Therefore, the high linearity and high power amplifiers deployed in current
technologies may be replaced with many inexpensive and low-power ampli-
fiers [45].

Letting M, the number of BS antennas grow large has the beneficial ef-
fect of making the diagonal elements in the Gramian (GHG) more dominant.
Thus, UEs become orthogonal and IUI disappears and aforementioned linear
precoding and detection schemes provide close to optimal performance [37].
Since in practice, the number of antennas will be limited, UEs will not be com-
pletely orthogonal, however, with proper (linear) precoding, radiation power
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maybe traded for better IUI.

3.1.4. MASSIVE MIMO BASEBAND PROCESSING

Figure 3.6 shows the baseband processing blocks in a massive MIMO system.
At the UL receiver side, for each of the M RX chains in the system, the received
RF signal is digitized, followed by digital front-end where synchronization is
conduced and imperfections in the analog chain are compensated. There-
after, OFDM processing is performed. The M separated signals contain the
superposition of the received signals from all UEs. With previously estimated
CSI, the detection cancels interference and separates signals for each UE be-
fore sending them to bit-level processing which includes symbol demapping,
deinterleaving and decoding. At the DL, Channel Estimation (CE) and esti-
mated reciprocity calibration weights are passed to the precoding, and reverse
processing is performed.

In Figure 3.6 the different processing parts are split into Per-Antenna Pro-
cessing (PAP), Per-Subcarrier Processing (PSP) and Per-User Processing (PUP).
Considering how these three parts scale with different parameters, the follow-
ing can be stated. PAP scales with M, i.e. the number of BS antennas, whereas
PUP mainly scales with K, the number of UEs. PSP complexity scales with M
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and K and additionally has to be performed for every subcarrier in an OFDM
based system.

CHALLENGES Complexity in massive MIMO baseband processing is signif-
icantly higher than in current technologies like LTE. From an implementation
point of view several challenges have to be overcome.

LOW-LATENCY PROCESSING TDD operation puts stringent requirements
on processing latency. Depending on the frame structure in the system, the
overall latency of processing pilots and providing CSI to DL processing blocks
is constraint to only a few OFDM symbols.

OPERATION COUNT Growing matrix sizes reaching well over thousand
complex entries force a proper throughput optimized design. Matrix op-
erations such as multiplication and inversion, whose complexity grows as
O(n2) ≈ O(n3) are crucial in massive MIMO. Proper processing distribution
and careful parallelization while not breaking the latency budget are non-
trivial design challenges.

DATA-SHUFFLING In order to collect and transmit data among hundreds
of antennas as well as signal processing blocks, proper interconnect architec-
tures are required. Two crucial parts are the maximum number of intercon-
nection links and the maximum throughput each offers. These two constraints
have to be traded when distributing processing blocks. For example, number
of links may be lowered via serializing.

3.2. THE IMPORTANCE OF PROTOYPING

Prototyping new technologies is a crucial part in the development cycle nowa-
days. On the one hand it allows to verify a previously, in theory, proven
concept but on the other hand can also help highlight (implementation) chal-
lenges and difficulties. Thus, a prototype does not only help to prove promised
advantages but also to support designers in gaining experience on how to
cope with challenges.

At the time this work started, several massive MIMO testbeds were avail-
able. One of the first fully functional testbeds dedicated to massive MIMO
was the Argos testbed from RICE University [46]. The Argos testbed allows
capturing data from massive MIMO transmissions utilizing 64 antennas si-
multaneously and already tackled issues like clock distribution, synchroniza-
tion, reciprocity calibration and baseband processing for prototyping. More-
over, captured data sets from measurement campaigns are available publicly.
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Another way to acquire real-life data for masssive MIMO based on channel
sounding was used in many analyses for massive MIMO [47–50]. However,
none of these did provide full real-time operation.

Focusing on massive MIMO, advantages of a real-time prototype are many-
fold. First, verify that theoretical proven features carry over to practice. For
example, how do linear detection and precoding schemes work in practice
once influenced by CSI estimation errors, fixed-point arithmetic, real non-
ideal channels, and non-ideal HW. Furthermore, there are other questions
like how many UEs can be multiplexed in space using a certain number of
BS antennas or how pronounced channel hardening is in a real-life environ-
ment. Answers to these and other crucial questions, in order to be able to
design commercial real-life systems later on, may only be answered with a
fully functional prototype. Second, a prototype helps in order to investigate
challenges and also ideas. As often highlighted, massive MIMO scales base-
band processing complexity significantly, as compared to current LTE stan-
dards. While developing the prototype, insights into processing distribution
and data shuffling challenges are gained. In case a certain implementation
strategy does not fulfill the requirements, this gained experience may be used
to further change system and design distribution in order to perform iterative
optimization. Moreover, as prototypes are not intended for deployment, cer-
tain criteria may be neglected. For example, to provide flexibility for design
changes, it gives the possibility to try-out different algorithms, implementa-
tion schemes as well as data shuffling architectures. Moreover, the full system
may be designed based on reconfigurable architectures such as FPGAs and is
in general not limited by certain size and form factors relevant in a commercial
product.

Overall, the insights gained during prototype design will help to reduce
later product development due to better understanding of the system and
its requirements. Early development experience gained, easy testing of new
ideas and a proper validation before entering product development stage is
thus very beneficial for HW designers as well as researchers.
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Introduction Part-I

Massive MIMO attracted a lot of attention both in research and industry.
To verify that theoretically promised results carry over to practical implemen-
tations and to identify further challenges, a real-time prototyping system is
indispensable. Due to the lack of available real-time massive MIMO testbeds
as described in Chapter 3, at Lund University, the world’s first real-time mas-
sive MIMO testbed was built. A real-time testbed is not only an inevitable part
in the process of proving the theoretical promises of massive MIMO but also
provides the capability to explore implementation details of such a complex
system.

This part discusses system design aspects, including reciprocity calibration
and frame structure as well as hardware requirements for efficiently distribut-
ing and handling the baseband processing complexity and data shuffling.
The detailed implementation discussion is split into two main parts. First,
a scalable generic architecture for proper processing distribution of a massive
MIMO system is presented. This implementation is the basis for the NI MIMO
Application Framework [7] [8]. Second, the specific implementation details of
the LuMaMi testbed are detailed. The LuMaMi testbed operates at 3.7 GHz
and is equipped with 100 antennas simultaneously serving up to twelve UEs.
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4
System Design Aspects

A real-time massive MIMO testbed has to provide (i) high computation capa-
bility to perform massive MIMO real-time processing, (ii) mobility to allow
test runs for different deployment scenarios, (iii) programmability such that
configuration and test visualizations may be implemented rapidly and (iv) re-
configurability to offer the capability to perform tests and comparisons with
in-house developed IP blocks.

In this chapter, main system design aspects and requirements are presented.
Those include the frame structure constraining mobility, maximum processing
latency and pilot pattern. Moreover, hardware requirements such as process-
ing capabilities and latency, data shuffling capabilities and reconfigurability
are presented and thoroughly discussed.

As the developed code base was targeted to support up to 128 antennas, all
discussions in this chapter assume a massive MIMO system with M = 128 BS
antennas and K = 12 UEs, unless otherwise stated.

4.1. FRAME STRUCTURE

The frame structure defines among other things, the pilot rate which deter-
mines how well channel variations can be tracked and, indirectly, the largest
supported UE speed.

MOBILITY The maximum supportable mobility, e.g. the maximum speed
of an UE is defined by the UL pilot transmission interval. In order to de-
termine this constraint, a 2D wide-sense stationary channel with uncorrelated
isotropic scattering is assumed. For the contributions from the different BS an-
tennas to add up coherently high channel correlation is required. This means,
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that between two pilot symbols the channel needs to be approximately con-
stant. Thus, to formulate the final requirement, a correlation of 0.9 was used
to ensure sufficient channel coherency. Further discussions on such model-
ing assumption are found in [25]. Although these assumptions may not be
completely valid for massive MIMO channels, they allow an initial evaluation
based on a maximum supported Doppler frequency, fd,max, by solving

J0(2π fd,maxTp) = 0.9→ 2π fd,maxTp = 0.69, (4.1)

where J0(· ) is the zeroth-order Bessel function of the first kind, stemming
from a standard Jakes’ fading assumption, and Tp the distance between pilots
in time. Hence, the maximum supportable speed of any UE may be evaluated
using

vmax =
c fd,max

fc
(4.2)

=
0.69c

2πTp fc
(4.3)

once a specific frame structure is provided. In (4.3) vmax is the maximum
supported speed of an UE, c the speed of light and fc the chosen carrier
frequency.

PROCESSING LATENCY The frame structure has to be designed for the
highest speed of UEs to be supported which requires a high pilot rate for
high mobility scenarios. Within two consecutive UL pilot symbols, all UL
data, DL data and guard symbols have to be accommodated which in turn
decreases the available time between UL pilot reception and DL transmission.
In a high mobility scenario this poses tight latency requirements for TDD
transmission as CSI has to be estimated in order to produce the precoding
matrix to beamform the DL data.

To formulate the TDD precoder turnaround time, ∆, all HW units introduc-
ing a delay must be taken into account. This includes the analog front-end
delays for the TX ∆rf,TX and RX ∆rf,RX, the processing latency for OFDM mod-
ulation/demodulation (including Cyclic Prefix (CP) and guard band opera-
tion) ∆OFDM, the time for processing UL pilots to estimate CSI ∆CSI, and the
processing latency for precoding ∆precode including reciprocity compensation.
Additional sources of latency include overhead in data routing, packing, and
unpacking, i.e. ∆rout such that the overall TDD precoder turnaround time may
be formulated as

∆ = ∆rf,TX + ∆rf,RX + ∆OFDM + ∆CSI + ∆precode + ∆rout. (4.4)
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Depending on the specific arrangement of the OFDM symbols and the pilot
repetition pattern in the frame structure, baseband processing, especially ∆CSI

and ∆precode, has to be optimized to not violate the given constraint, i.e. ∆.
One of the biggest latency contributors is the OFDM processing with the FFT
and IFFT in UL and DL. On the UL receiving side this latency is extremely
high as it is limited by the sampling rate of the system and not the actual clock
frequency of the circuitry. Moreover, the data shuffling among distributed
SDRs and parallel deployed centralized processing units is crucial as further
elaborated later on.

Thus, TDD operation poses very critical design challenges for the imple-
mentation of processing elements and data shuffling network especially in
high mobility scenarios. The bottlenecks are the inherent latency given in
OFDM and the extensive data shuffling between the antennas and the central-
ized MIMO processing.

PILOT PATTERN In general, to acquire CSI at the BS, the K UEs transmit
orthogonal pilots on the UL. Different approaches are, e.g. distributed pilots
over orthogonal subcarriers [51] or sending orthogonal pilot sequences over
multiple subcarriers [52–54] but also semi-blind and blind techniques have
been proposed [55] [56].

Figure 4.1a shows a generic frame structure capturing the aforementioned
aspects in a hierarchical manner assuming all UEs transmit their pilots within
one dedicated pilot symbol. At the beginning of each BS reciprocity cycle,
reciprocity calibration at the BS is performed and within these a certain num-
ber of DL pilot cycles are encapsulated where precoded DL pilot symbols are
transmitted. The length of the BS reciprocity cycle is determined by the stabil-
ity of the transceiver chains in the BS. As the reciprocity calibration at the BS
side only compensates for BS transceivers, DL pilots are necessary to compen-
sate for transceiver differences at the UE side. Their frequency depends on the
stability at the UE side and can be considered significantly smaller than for
the BS as UEs are subject to faster changes in their operational environment,
e.g. thermal differences when having the UE in a pocket or using it indoors
or outdoors. To be able to send precoded pilots on the DL, transmission of
UL pilots is required beforehand. Several control cycles are embedded inside
each DL pilot cycle carrying a certain number of data time slots. Time slots
contain five different OFDM symbol types for physical layer implementation.
These are (i) UL Pilot where the UEs transmit orthogonal pilots to the BS,
(ii) UL Data where all UEs simultaneously send data to the BS, (iii) DL Pilot
where the BS sends precoded pilots to all UEs, (iv) DL Data where the BS
transmits data to all UEs and (v) Switch Guard, which idles the RF chains
to allow switching from RX to TX or vice versa. Figure 4.1b shows a default
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Figure 4.1. (a) Generic frame structure of a LTE like TDD-based massive
MIMO system. Within one BS reciprocity cycle the BS operates us-
ing the same reciprocity calibration coefficients. A certain number
of DL pilot cycles are integrated as UEs suffer from faster changing
environments. Each control cycle contains a control layer to per-
form, for example over-the-air synchronization and within these
the data transmission slots are encapsulated, and (b) a default
frame structure assumed in order to estimate processing require-
ments.
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Table 4.1. High-level system parameters

Parameter Variable Value

Bandwidth W 20 MHz
Sampling Rate Fs 30.72 MS/s
FFT Size NFFT 2048
# Used subcarriers NSUB 1200
Cyclic prefix Ncp 144 samples
OFDM symbol length tOFDM 71.4 µs
# BS antennas M 128
# Users K 12

frame structure, assumed in order to estimate the requirements in following
sections.

4.2. HARDWARE REQUIREMENTS

To illustrate the required HW capabilities for the testbed, the values from
Table 4.1 are used to estimate the Gops/s 1 and the data shuffling on a per
OFDM symbol basis for the general case and a specific case assuming M =
128 and K = 12.

4.2.1. PROCESSING CAPABILITES

In massive MIMO baseband processing the number of operations scales up
significantly with the number of BS antennas and simultaneously served UEs.
To better understand this challenge quantitatively, we list the required number
of complex multiplications for key processing blocks in massive MIMO digital
baseband in Tab. 4.2. In this analysis, we neglect the relatively simpler opera-
tions like addition and subtraction. Pilot transmission for each of the 12 UEs
is performed on orthogonal subcarriers, employing zero-order hold in time
and frequency between two consecutive estimates. We assume per-subcarrier
least-square CE based on the pilot pattern, linear channel interpolation and
for the MIMO processing, linear methods like MRC, MRT and ZF. More-
over, we assume an approximate inverse using a truncated Neumann-series
expansion [57]. It is worthwhile to point out that even with these algorithm-
level simplifications, the operation count in massive MIMO systems is much
higher than in conventional MIMO systems, even with advanced processing

1Gops/s is used here, but these can be seen as GMACs/s, i.e. the number of multiply-
accumulate operations, as almost all operations involve matrix-matrix and matrix-
vector calculations.
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Table 4.2. Number of complex multiplications for a massive MIMO system.

Block # Algorithm Multiplication amount

FFT 3 butterfly M× NFFT × log2(NFFT)

Channel Estimation 1 Least-Square M× NSUB

Channel Interpolation 1 lin. interp. 2M× NSUB

Detection Matrix 1 Zero-forcing 2× NSUB × K2 ×M + K3

1 MRC NSUB × K×M

Data Detection 2 NSUB × K×M

Reciprocity Cal. 1 NSUB × K×M

Precoding Matrix 1 Zero-forcing UL estimate is used

1 MRT Normalization done in MRC

Data Precoding 2 NSUB × K×M

IFFT 2 butterfly M× NFFT × log2(NFFT)

M = # BS antennas, K = # of UEs, NFFT = size of FFT/IFFT, NSUB = number of subcarriers

Table 4.3. Processing Requirements in a massive MIMO system

Function General Specific

Gops/s Gops/s
FFT/IFFT 4M log2(NFFT)NFFT/tOFDM 162
Detection 4MKNused/tOFDM 103
Precoding 4MKNused/tOFDM 103
Recip. Cal. 4MKNused/tOFDM 103
Pseudo-inv. 4Nused

(
2MK2 + K3) / (2tOFDM) 1297

algorithms. For instance, with M = 128, K = 12, ZF requires 20× more mul-
tiplications than the K-Best detection for a 4 × 4 64-Quadrature Amplitude
Modulation (QAM) system [58].

Table 4.3 shows a more compressed view of these operations and also lists
the required Gops/s. The required throughput is calculated based on the
OFDM symbol length given in Table 4.1. The M FFTs and IFFTs equate to
126 Gops/s, whereas data precoding and detection as well as reciprocity com-
pensation leading to up to 80 Gops/s. Finally, the pseudo-inverse matrix with
the constraint of finishing within two OFDM symbols leads to approximately
1 Tops/s. These tremendous numbers of operations per second require proper
distribution of processing units and utilization of available parallelism, e.g.
processing several subcarriers simultaneously. However, as the processing is
parallelized, the number of nodes to be supplied with data increases which
may significantly affect the complexity of data shuffling network.
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Table 4.4. Data Shuffling Requirements in a massive MIMO system

Purpose General Specific

# #
Links to cent. proc 2M 256

MB/s MB/s
Antenna Rate want MFs want 3, 932
Subcarrier Rate wMFsub w 2, 152
Information rate K · Fsub 201.6

4.2.2. DATA SHUFFLING CAPABILITIES

The interconnect topology has a great impact on the possibility of data conges-
tion and the overall scalability of the system. Two possible topologies were
investigated for the testbed: daisy chain and star, as shown in Figure 4.2.
Both come with certain advantages and disadvantages. A daisy chain re-
quires fewer switches and the baseband processing is distributed over the
SDRs which saves hardware units. However, there is the possibility of con-
gestion due to high data bandwidth in the first two switches and, moreover,
a high number of SDR Peer-to-Peer (P2P)2 connections is needed, all routed
over the same bus. A star arrangement on the other hand requires more hard-
ware units (chassis and FPGAs) as centralized processing units are responsible
for the massive MIMO baseband processing. Another disadvantage is that the
FPGAs in the SDRs are underutilized. In contrast to this, the star topology
also has two very important advantages. First, congestion is less likely and
second, the number of SDR P2P connections is greatly reduced which simpli-
fies processing implementation.

Table 4.4 summarizes required interconnect bandwidth and number of links.
Communication paths to each antenna transfer at the sampling rate of Fs =
30.72 MS/s which is decreased to the subcarrier rate Fsub = 16.8 MB/s by
performing OFDM processing

(
Fs · Nused/(NFFT + Ncp)

)
. Considering M an-

tennas, the overall subcarrier data rate is M · w · 16.8 MB/s, with w being the
combined wordlength for the in-phase and quadrature components in bytes.
The information rate in an OFDM symbol carrying data is K · 16.8 MB/s as-
suming 8 bit per sample, i.e. 256−QAM as highest modulation. Assuming
separate links between centralized processing and the antenna units on UL
and DL, 2M P2P links are needed between the antennas and the centralized
MIMO processing.

2In this work, each interconnection transferring data between physically separated
devices is denoted a Peer-to-Peer (P2P) link.
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Figure 4.2. Two possible topologies: (a) daisy chain the main switches and (b)
configuration in a star architecture.
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Many aspects have to be taken into account to properly shuffle data across
the many data generating and consuming nodes, starting from the high-level
topology down to the distribution of processing units and aggregation of local
data.

On the lower level many processing blocks interchange data which puts
high requirements on data shuffling. Since the number of BS antennas grows
large, the number of nodes producing and consuming data is at least a factor
of ten higher as compared to current LTE-A systems, where the maximum
number of antennas is eight. Figure 4.3 gives an overview of the samples to
be shuffled within one time slot, i.e. 0.5 ms, based on the different baseband
processing domains PAP, PSP and PUP.

Scheduling the data transfer between processing blocks is one of the most
critical parts in a massive MIMO system. Due to the fact that centralized pro-
cessing may be parallelized over several units to hold latency constraints the
number of interconnected nodes increases and data has to be split and com-
bined while flowing through the processing chain. Data has to be transferred
among hundreds of blocks and between different domains which is a com-
plex task, as depicted in Figure 4.4. For the UL, the data arrives in parallel
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from each antenna, one subcarrier after another out of the OFDM demodu-
lation block. This antenna domain data is sent to the centralized processing
and transferred to the subcarrier domain as shown in Figure 4.4a for four co-
processors. After detection, the subcarrier chunks have to be collected and
sent, in correct order to the demodulators which transfer data to the user
domain, Figure 4.4b. To limit the number of overall connected nodes in the
system, grouping may be used, such that data from different antennas is com-
bined, serialized and forwarded to the centralized processing units. Using
this the number of P2P connections may be reduced greatly and the complex
data shuffling can be facilitated.

To summarize, the communication of data across the system and the three
domains requires proper scheduling (especially since processing is distributed
over several centralized processing units) to minimize latency, grouping of
local traffic to reduce the number of P2P connections and a suitable network
topology to prevent data congestion.

4.2.3. RECONFIGURABILITY

The testbed has to be reconfigurable and scalable, to support different sys-
tem parameters, different processing algorithms and adaptive processing. It
is also crucial to have the possibility to integrate in-house developed HW de-
signs for validation and performance comparison of algorithms. Variable cen-
ter frequencies, run-time adjustable RX and TX gains as well as configurable
sampling rates are highly desirable to be able to adapt to other parameters
than the ones presented in Table 4.1.
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5
Testbed Implementation

This chapter focuses on the actual implementation of a massive MIMO testbed.
First, a generic HW and processing partitioning is presented to explore the
parallelism in massive MIMO, which needs consideration of processing and
data transfer requirements (throughput, latency, # of P2P links), and at the
same time provides scalability. This implementation was the basis of the later
released NI MIMO Application Framework [7] [8]. Second, we present the
LuMaMi specific implementation and its features, derived from the scalable
generic implementation.

5.1. GENERIC ARCHITECTURE DESIGN

In order to ensure the proper design specifications for the generic architec-
ture presented and discussion of the implementation of key signal processing
blocks, worst-case scenario is assumed. In our discussion, we assume that the
designed massive MIMO framework shall support two to 128 antennas while
serving 12 UEs.

5.1.1. HIERARCHICAL OVERVIEW

While the LuMaMi testbed was first implemented using daisy chain connec-
tions, the problems of data congestion and high number of P2P connections
made it necessary to move to a star architecture. Figure 5.1 shows the pro-
posed star architecture, which consists of the following blocks.

SDR Software-Defined Radios (SDRs) provide the interface between the dig-
ital and RF domains as well as local processing capabilities.
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Figure 5.1. Hierarchical overview of a massive MIMO BS built from modular
HW components.

SWITCHES Switches aggregate/disaggregate data between different parts
of the system, e.g. between SDRs and the co-processors.

CO-PROCESSING MODULES Co-processing modules provide a centralized
node to perform MIMO processing.

HIGHER LAYER PROCESSING Higher layer processing controls the system,
configures the radios, and provides run-time status metrics of the system.

5.1.2. GENERIC HARDWARE PROCESSING PARTITIONING

For proper base-band processing partitioning, throughput constraints of hard-
ware components have to be taken into account. Assuming each SDR sup-
ports nant antennas, the required number of SDRs becomes dM/nante for an
M-antenna system.

SUBSYSTEMS As shown in Figure 5.2, RF-Front End, OFDM processing,
and reciprocity compensation are performed on a per-antenna basis using the
SDRs. This distributes a large fraction of the overall processing and reduces
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Figure 5.2. A subsystem consisting of nsub SDRs where the two outer SDRs
implement an antenna combiner/BW splitter and an antenna split-
ter/BW combiner, both implemented using high-speed FPGAs
routers. Inter-SDR and SDR to central processor connections uti-
lize a bus for transferring the samples.

the data rate before transferring the acquired samples over the bus. Still, the
number of direct devices on a bus is limited, and thus, setting up 2M P2P links
directly to the co-processors would most likely exceed the number of maxi-
mum P2P links for any reasonable number of massive MIMO BS antennas. To
reduce this number, data can be aggregated using the concept of grouping.
The different data streams from several SDRs are interleaved on one com-
mon SDR and then sent via one P2P link. Therefore, we define subsystems,
each containing nsub SDRs. Data from all antennas within a subsystem is
aggregated/disaggregated on the outer two SDRs and distributed to the nco
co-processors using high-speed routers.

At closer look, Figure 5.2 reveals that the SDRs on the outer edges which
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realize the (nantnsub) to (nco) and (nco) to (nantnsub) router functionalities,
require the highest number of P2P links, and thus have to deliver the high-
est throughput. Hence, the following inequalities have to be fulfilled for
the subsystems to hold the constraints for maximum number of P2P links
(P2PSDR,max) and maximum bidirectional throughput (RSDRmax ):

P2PSDR,max > P2PSDR = nco + nsub (5.1)

RSDRmax > RSDRout = RSDRin = nantnsubwFsub (5.2)

where it is assumed that if an SDR employs more than one antenna, the data
is interleaved before sending to the router on the outer SDRs. The constraints
given in equation (5.1) and (5.2) can be used to determine the maximum num-
ber of SDRs per subsystem (nsub).

CO-PROCESSORS As shown in Figure 5.3, detection, precoding, CSI acqui-
sition, symbol mapping and symbol demapping are integrated in the centrally
localized co-processor modules which collect data from all SDRs. Using CSI
estimated from UL pilots, MIMO processing as discussed in Chapter 3 and
symbol mapping/demapping are performed.

Based on the selected OFDM modulation scheme the subcarrier indepen-
dence can be exploited allowing each of the nco co-processors to work on a
subband of the overall 20 MHz bandwidth. This efficiently circumvents is-
sues with throughput and latency constraints in the MIMO signal processing
chain. The co-processors aggregate/disaggregate data from all the antennas
in the system using reconfigurable high-speed routers, as shown in Figure 5.3
for a system having dM/(nsubnant)e subsystems and nco co-processors.

Similar to the SDRs, the two main constraints for the co-processors are
the maximum number of P2P links denoted P2PCO,max and the maximum
throughput denoted RCOmax . The following inequalities have to hold for the
co-processor not to exceed these constraints:

P2PCO,max > P2PCO = 2dM/nsube+ 2. (5.3)

RCOmax > RCOout = RCOin =

=

(
Mw + K

nco

)
Fsub (5.4)

Using this modular and generic system partitioning, HW platforms built
using modular components can be evaluated. Note, that equations (5.1) - (5.4)
may also be used with other system parameters, e.g. by redefining Fs and Fsub.

SELECTED HARDWARE PLATFORM The hardware platform was selected
based on requirements derived previously. Table 5.1 shows the selected COTS
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Figure 5.3. Shuffling data from the dM/(nsubnant)e subsystems to the nco co-
processors. The routers use a simple round robin scheme to com-
bine/distribute the data from/to corresponding subsystems.

modular hardware from National Instruments used to implement the LuMaMi
testbed. The SDRs [59] allow up to 15 P2P links (P2PSDR,max = 15) with a
bidirectional throughput of RSDRmax = 830 MB/s, support a variable center
frequency from 1.2 GHz to 6 GHz and have a TX power of 15 dBm. Each SDR
contains two RF chains, i.e. nant = 2, and a Kintex-7 FPGA. Selected co-
processors [60] allow a bidirectional P2P rate of RCOmax = 2.4 GB/s with up
to P2PCO,max = 32 P2P links and employ a powerful Kintex-7 FPGA with a
reported performance of up to 2.845 GMACs/s [61]. Interconnection among
devices is achieved using 18-slot chassis [62] combined with per-slot expan-
sion modules [63]. Each chassis integrates two switches based on Peripheral
Component Interconnect Express (PCIe) using Direct Memory Access (DMA)
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Table 5.1. Selected Hardware from National Instruments

Type Model Features

Host PXIe-8135
2.3 GHz Quad-Core PXI Express Controller
Up to 8 GB/s system and 4 GB/s slot bandwidth

SDR USRP RIO 294xR / 295xR
2 RF Front Ends and 1 Xilinx Kintex-7 FPGA
Center frequency variable from 1.2 GHz to 6 GHz
830 MB/s bidirectional throughput on up to 15 DMA channels

Co-Processor FlexRIO 7976R
1 Xilinx Kintex-7 410T FPGA
2.4 GB/s bidirectional throughput on up to 32 DMA channels

Switch PXIe-1085

Industrial form factor 18-slot chassis
7 GB/s bidirectional throughput per slot
2 switches per chassis with inter-switch traffic up to 3.2 GB/s
Links between chassis bound to 7 GB/s bidirectional

Expansion Module PXIe-8374
PXI Express (x4) Chassis Expansion Module
Software-transparent link without programming
Star, tree, or daisy-chain configuration

Reference Clock Source PXIe-6674T
10 MHz reference clock with < 5 Parts Per Billion (ppb) clock accuracy
6 configurable I/O connections

Ref. Clock Distribution OctoClock 10 MHz 8-channel clock and timing distribution network
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Table 5.2. System parameters and constraints in the LuMaMi testbed.

Parameters Rates MB/s

M 128 RSDRmax = 830 > RSDRout = RSDRin = 806.4
K 12 RCOmax = 2, 400 > RCOout = RCOin = 1, 813

nant 2 P2P Links

nsub 8 P2PSDR,max = 15 > P2PSDR = 12
nco 4 P2PCO,max = 32 > P2PCO = 18

channels which allow inter-chassis traffic up to 7 GB/s and intra-chassis traffic
up to 3.2 GB/s.

The host [64] is an integrated controller, running LabVIEW on a standard
Windows operating system and is used to configure and control the system.
The integrated hardware/software stack provided by LabVIEW provides the
needed reconfigurability as it abstracts the P2P link setup, communication
among all devices and allows FPGA programming as well as host processing
using a single programming language. An additional feature of LabVIEW is
the possibility to seamlessly integrate IP blocks generated via Xilinx Vivado
platform paving a way to test in-house developed IP.

To be able to synchronize the full BS, a reference clock source [65] and
reference clock distribution network [66] are required. Their functionalities
will be later discussed when presenting the overall synchronization method.

SUBSYSTEMS AND NUMBER OF CO-PROCESSORS To build the testbed
with M = 128 antennas, 64 SDRs are necessary. The maximum possible
subsystem size is chosen to minimize the utilization of available P2P links
at the co-processors. By using equation (5.2) and an internal fixed-point
wordlength of w = 3 byte corresponding to a 12-bit resolution on the I- and
Q-components, nsub is found to be 8.

Based on Table 4.4, the combined subcarrier rate for all antennas is wMFsub =
6.5 GB/s and another K · Fsub = 200 MB/s are needed for information sym-
bols. To not exceed RCOmax at least four co-processors must be utilized such
that each co-processor processes 300 of the overall 1200 subcarriers.

Table 5.2 summarizes the LuMaMi testbed parameters and shows that con-
straints are met according to equations (5.1) - (5.4).

5.1.3. IMPLEMENTATION OF KEY SIGNAL PROCESSING BLOCKS

Following the aforementioned generic architecture, the system is built of 64
SDRs [59], four co-processors [60] and an NI PXIe-8135 host computer [64]
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Table 5.3. Router resources

Configuration
Nrouters UL DL

UL DL Nin Nout Nin Nout

Antenna Combiner 1 0 8 4 — —
Antenna Splitter 0 1 — — 4 8
MIMO Processor 2 2 8 1 1 8

which are all interconnected through a PCIe network to allow inter-FPGA
as well as FPGA-host connections as shown in Figure 5.4. Using the sys-
tem parameter in Table 4.1, the system processes 30.72 MS/s per channel ×
128 channels × 4 bytes per sample (two for I- and two for Q-component) =
15.7 GB/s from the antennas in UL and DL direction.

The processing partitioning follows the previously discussed scheme by
distributing the per-antenna OFDM processing onto the SDRs. Moreover, the
baseband sample width is chosen to be 3 bytes per sample which lowers the
bidirectional rate between SDRs and co-processors to 6.5 GB/s. Also, taking
into account the information symbols, the final in/out rate is 1.82 GB/s per
MIMO processor.

DATA ROUTER

To provide data aggregation/disaggregation a reconfigurable hardware router
is implemented. The router multiplexes a sample sourced from one of the
Nin input First-In First-Outs (FIFOs) and demultiplexes this sample to one of
the Nout output FIFOs depending on the source and destination listed in the
route table, as shown in Figure 5.5. It then advances its pointer to the route
table depending on route success. This ensures that no data is lost within the
system and that individual samples are routed to their associated processing
resource. One 64-bit sample can be routed per clock cycle and the design runs
at a clock frequency of 200 MHz. Thus, a maximum throughput of 1.6 GB/s
is achieved.

Three configurations are compiled for the FPGAs based on the signal flow
requirements and limitations of the FPGA endpoints. The resources and con-
figurations of each of the routers in the system are summarized in Table 5.3.

Due to this modular design the number of BS antennas is scalable from 2 to
128.

All real-time key signal processing blocks of the 128 channels at a sampling
rate of 30.72 MS/s are implemented on FPGAs using LabVIEW FPGA.
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QRD-BASED MMSE DECODER/PRECODER MIMO processing is performed
using linear MIMO decoding and encoding. The linear decoding matrix
WMMSE can be solved for efficiently in hardware using the QR decomposi-
tion [67] [68] where

A =

[
G
σI

]
= QR =

[
Q1
Q2

]
R

R−1 = Q2/σ; G = Q1R

WMMSE =
(

AHA
)−1

GH = R−1QH
1 = Q2QH

1 /σ.

(5.5)

The dataflow for this implementation is shown in Figure 5.6. To achieve the
required matrix throughput of one matrix every 12 subcarriers, the WMMSE
throughput must be 16.8× 106 subcarriers/s/12 = 1.4× 106 Matrices/s.
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Figure 5.7. (a) QRD computation mapped into a 4-path partially parallel sys-
tolic array and (b) the detection of the received vector, split up into
four submatrix and subvector multiplications.

Each FPGA co-processor shown in Figure 5.4 performs channel estimation,
MIMO detection, and MIMO precoding on a subband (5 MHz, 300 subcarri-
ers) of the 20 MHz bandwidth (1200 used subcarriers). Channel Estimation for
each of the 12 UEs is performed on orthogonal subcarriers, employing zero-
order hold in time and frequency between two consecutive estimates. The
QR decomposition is formulated into a partial parallel implementation em-
ploying a systolic array, calculating four columns of the 128×12 UL channel
estimate matrix G in parallel with a new row input every clock cycle as shown
in Figure 5.7a. Each column is processed using the discrete steps of the mod-
ified Gram-Schmidt algorithm. The total execution time for this formulation
is 3*(128+12) = 420 clock cycles. The core is clocked at 200 MHz such that four
running in parallel are able to meet the 1.4× 106 Matrices/s throughput.

The end computation of Q2QH
1 /σ is similarly formulated, where the matrix-

matrix multiply is performed using four parallel length-12 vector dot prod-
ucts with a real multiply to scale by 1/σ. The final detection is performed
by four parallel multipliers each working on a submatrix and a subvector of
size 12×32 and 32×1, respectively, as shown in Figure 5.7b. The logic in the
MIMO processor can be reconfigured so that the same hardware resources
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that provide WMMSE can also provide the ZF and MRC decoders. Taking ad-
vantage of channel reciprocity and distributed reciprocity calibration, the DL
precoder is simply the transpose of the decoder matrix. This allows the same
core to generate the UL linear detector and the DL linear precoder matrices
as discussed in the next section.

DISTRIBUTED RECIPROCITY CALIBRATION Reciprocity calibration is re-
quired to utilize the reciprocity property of the propagation channel B and for
the DL precoding to work as already mentioned in Chapter 3. Ideally, each
antenna needs to be calibrated using a complex reciprocity weight for each
subcarrier. However, tests have shown that for the used SDR transceivers, the
weights are fairly constant over a 20 MHz bandwidth. This allows averaging
over the whole bandwidth to produce a single weight that can be applied to
all subcarriers which in turn scales down the required memory by a factor of
1200.

If the reciprocity calibration weights are directly applied to the UL channel
matrix G as given in (3.5), the processing has to be performed centrally as
shown in Figure 5.8a. This approach requires to multiply G with the reci-
procity calibration weights to generate H. Then WMMSE,DL is generated by
performing a QRD on H. Since two Subband Generate MMSE Matrix blocks
are necessary, area utilization and latency for the MIMO processing is dou-
bled.

To remedy these disadvantages the reciprocity calibration formulation as
given in (3.7) is used in this design. As shown in Figure 5.8b the reciprocity
weights are applied on the SDRs for each antenna separately before perform-
ing the OFDM processing, e.g. C−1

11 for antenna 1. This approach greatly
reduces area utilization and lowers the latency of the critical TDD turnaround
time as the result from the QRD performed on the UL channel G can be
reused. Another interesting feature, is that distributed reciprocity calibration
allows to perform the calibration inside the groups of SDRs, such that no traf-
fic between the FPGA co-processors and the SDRs is required which relaxes
bandwidth pressure on the bus.

5.2. LUMAMI TESTBED IMPLEMENTATION

In this section the LuMaMi specific implementation details are discussed
based on the aforementioned general architecture. Although utilizing the
same code base as the generic architecture, the LuMaMi system was designed
with 100 BS antennas to serve up to 12 UEs simultaneously. Since M = 100,
50 SDRs are required meaning that the last subsystem will only contain two
SDRs. We briefly describe specific frame structure and other features of the
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system including base-band processing, antenna array, mechanical structure
and synchronization.

5.2.1. FRAME STRUCTURE

The default frame structure for the LuMaMi testbed is shown in Figure 5.9.
One frame is Tf = 10 ms and is divided in ten subframes of length Tsf =
1 ms. Each subframe consists of two slots having length Tslot = 0.5 ms, where
the first subframe is used for control signals, e.g. to implement over-the-air
synchronization, UL power control and other control signaling. The 18 slots in
the other nine subframes encapsulate seven OFDM symbols each. Comparing
to Figure 4.1, a reciprocity calibration cycle is defined over the whole run-time
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Figure 5.9. The default frame structure used in the LuMaMi testbed.

of the BS for simplicity and due to the fact that there is no large drift after
warming up the system in a controlled environment. The DL pilot cycles and
control cycles are both set to be the length of one frame. Each frame starts
with one control subframe followed by one subframe with one DL pilot and
one DL data symbol whereas all others use two DL data symbols.

5.2.2. MOBILITY

There is Tp ≈ 430 µs gap between pilots in the default frame structure in
Figure 4.1 corresponding to six OFDM symbols. Thus, νmax ≈ 240 Hz for
a correlation of 0.9. Due to availability from a network operator, a carrier
frequency of fc = 3.7 GHz is selected. Using equation (4.3), vmax = 70 km/h
is found as maximum supported speed.

5.2.3. TDD TURNAROUND TIME

The precoding turnaround time requirement for the implementation can be
analyzed based on (4.4). The analog front-end delay of the SDRs was mea-
sured to be about 2.25 µs. Taking the frame structure in Figure 5.9 (assuming
∆rf,TX = ∆rf,RX which is not necessarily true), the latency budget for base-band
processing is as follows: Overall time for precoding after receiving the UL pi-
lots is 214 µs (3 OFDM symbols). The 2048 point FFT/IFFT (assuming a clock
frequency of 200 MHz) requires around 35 µs× 2 = 70 µs in total for TX and
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RX (including sample reordering). As a result, the remaining time for channel
estimation, MIMO processing, and data routing is around 140 µs, which is the
design constraint for this specific frame structure.

An analysis of the implemented design showed that the actual latency is
less than 50% of the requirement given by the default frame structure. This
makes it possible to use the testbed for higher mobility scenarios from this
point of view, as later shown in Section 5.3.

5.2.4. IMPLEMENTATION FEATURES

BASE-BAND PROCESSING On the LuMaMi testbed, each UE sends pilots
on orthogonal subcarriers, i.e. each UE uses every K-th subcarrier with the
first UE starting at subcarrier 0, the second at subcarrier 1 etc., overall uti-
lizing a full OFDM symbol. It was shown that performance does not suffer
significantly compared to a full detector calculated for each subcarrier us-
ing this method [51]. Moreover, it efficiently remedies processing require-
ments and reduces the required memory for storing estimated CSI matrices
by a factor of K. A least-square CSI estimation algorithm with zeroth-order
hold over K = 12 subcarriers was implemented, however, better estimates
could be obtained by on-the-fly interpolation between the estimated subcar-
riers. Overall, utilizing this approach reduces the required detection matrix
throughput to one matrix every 12 subcarriers, i.e. 16.8× 106 subcarriers/s/12
= 1.4× 106 detected matrices/s.

Two detection algorithms were implemented. The first one based on a QRD
of the channel matrix augmented with the regularization factors to a matrix
of size 2M× K as discussed previously. The latter one based on a Neumann-
series [57] [69]. The Neumann-series based ZF detector utilizes the unique
property that in massive MIMO, the Gramian matrix shows dominant diag-
onal elements if UEs use UL power control, or if scheduling is performed to
serve UEs with similar power levels in the same time/frequency block to mit-
igate the influence of path loss differences. This, allows the matrix inversion
to be approximated with low overall error [36].

At this point, the regularization factors βregpre
and βregdec

are not run-time
optimized but set manually.

HOST-BASED VISUALIZATION AND DATA CAPTURING There is plenty of
margin to the maximum rate and the number of maximum P2P links on the
co-processors. The available margin of 1 GB/s and 14 P2P links to the cor-
responding maximum values on the co-processors are used for visualization
and system performance metrics. The host receives decimated equalized con-
stellations and raw subcarriers for one UL pilot and one UL data symbol per
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frame. These features add another

300 · 2bytes + 2 · 300 · 4bytes
10ms

= 300 MB/s

of data flowing in and out of the co-processor. The raw subcarriers are used to
perform channel estimation and UL data detection on the host computer with
floating-point precision and allow fast implementation of different metrics,
like constellation, channel impulse response, power level per antenna and
UE. This allows comparison of floating-point calculated constellations with
on the co-processor equalized fixed-point constellations. Another 12 P2P links
available are utilized to transmit and store real-time BERs for all 12 UEs.

Moreover, to be able to capture dynamics in the channel for mobile UEs,
CSI can be stored on a ms basis. An integrated 2 GB Dynamic RAM (DRAM)
buffer on each of the co-processors was utilized for this since direct streaming
to disk would exceed the P2P bandwidth limits. Snapshots can either be taken
for 60 s in a 5 ms interval or over 12 s in a 1 ms interval, both corresponding to
2 GB of data for 300 subcarriers per co-processor. After capturing, the data can
be read out from the DRAM and stored to the hard-disk on the host allowing
later analysis.

SCALABILITY/RECONFIGURABILITY Before startup, the number of used BS
antennas can be arbitrarily set between 2 and 100. This is achieved by intro-
ducing zeros for non-existing antennas within the LUT-based reconfigurable
high-speed routers on the co-processors, thereby allowing to evaluate effects
of scaling the BS antennas in real environments. Additionally, all 140 OFDM
symbols in a frame can be rearranged arbitrarily before start-up while each
frame always repeats itself. For instance, we can choose to set the first symbol
as UL pilots and all others as UL data in a static UL only scenario.

RECIPROCITY CALIBRATION Estimation of the reciprocity calibration coef-
ficients was implemented on the host, mainly for two reasons: (i) the host
can perform all operations in floating-point which increases precision and (ii)
the drift of the hardware is not significant once the system reached operating
temperature [70].

MECHANICAL STRUCTURE AND ELECTRICAL CHARACTERISTICS Two
computer racks containing all components measuring 0.8 × 1.2 × 1 m were
used, as shown in Figure 5.10. An essential requirement for the LuMaMi
testbed is to allow tests in different scenarios, e.g. indoor and outdoor. There-
fore, the rack mount is attached on top of a 4-wheel trolley. Overall weight
and average power consumption are 300 kg and 2.5 kW, respectively.
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Figure 5.10. Side view of the mechanical assembly of the BS. The two racks
sit side by side (not as shown) with the SDRs facing the same
direction (towards the antenna array). Two columns of USRP
SDRs are mounted in each rack, totaling 50 of them.

ANTENNA ARRAY The planar T-shaped antenna array with 160 dual polar-
ized λ/2 patch elements was developed in-house (see Figure 5.11). A 3.2 mm
Diclad 880 was chosen for the printed circuit board substrate. The dielectric
constant and dissipation factor were confirmed using a trapped waveguide
characterization method [71]. To verify the substrate characterization, a 6-
element patch array with slightly different element sizes was built, measured,
and compared with the simulated data. To fit the final results, a final re-
characterization of the substrate was performed, and the simulated and mea-
sured bandwidth matched within 1 MHz. The upper horizontal rectangular
in the T shape has 4× 25 elements and the central square has 10× 10 elements.
This yields 320 possible antenna ports that can be used to explore different
antenna array arrangements. All antenna elements are center shorted, which
improves isolation and reduces the risk of static shock traveling into the ac-
tive components if the elements encounter a static electric discharge. The feed
placement shifts by 0.52 mm from the center of the array elements to the
outer edge elements in order to maintain a match with changing array effects
that impact individual elements differently. The size of the element changes
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Figure 5.11. The assembled LuMaMi testbed at Lund University, Sweden.

by 0.28 mm from the center of the array to the outer elements. This main-
tains a constant center frequency of 3.7 GHz throughout the entire array. The
manufactured array yielded an average 10 dB-bandwidth of 183 MHz centered
at 3.7 GHz with isolation between antenna ports varying between 18 dB and
28 dB depending on location in the array.

USER EQUIPMENT Each UE represents a phone or other wireless device
with single antenna capabilities. One SDR serves as two independent UEs
such that overall six SDRs are required for the 12 UEs. The base-band process-
ing, i.e. OFDM modulation/demodulation and symbol mapping/demapping
are essentially identical to the BS implementation. A least-square CSI acqui-
sition is performed on precoded DL pilot followed by a ZF-equalizer. The DL
pilots occupy a full OFDM symbol. The UEs may be equipped with any type
of antenna using SMA connectors.

SYNCHRONIZATION All the transceiver units in a massive MIMO system
have to be synchronized in time and frequency. Time synchronization is
required for initial acquisition, transmission times and to synchronize ini-
tial states of all SDRs. Frequency synchronization achieves phase coherence
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Figure 5.12. Side view of the LuMaMi testbed showing the 8 OctoClocks and
the time and frequency distribution network with wiring.

among all the transceiver units.
The difficult part is to distribute the reference clock and time trigger signals

from a common source to the over 50 units. In the testbed this is achieved by
using a time and frequency distribution network (OctoClocks) to distribute a
highly stable 10 MHz reference clock based on an oven-controlled crystal os-
cillator and a trigger signal generated by one master SDR. Figure 5.12 shows
this distribution network marked with a rectangle and all the wires connected
to the SDRs. The reference clock is used as the source of each radio’s local os-
cillator, providing phase coherency among devices, whereas the trigger signal
is used to provide a time reference to all the radios in the system. The master
SDR provides an output digital trigger that is amplified and divided among
all the radios. Upon receipt of the rising edge of the event trigger, all SDRs
are started.

To synchronize the UEs with the BS Over-The-Air (OTA), the LTE Zadoff-
Chu Primary Synchronization Signal (PSS) is used, which occupies the center
1.2 MHz of the overall bandwidth. OTA synchronization and frequency offset
compensation are achieved by employing a frequency-shifted bank of replica
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Table 5.4. FPGA resource utilization for the routers

Target Registers LUT RAMs Instances

SDR
12418 8578 55

1
(2.4%) (3.4%) (6.9%)

Co-processor
7686 4073 22

4
(1.5%) (1.55%) (2.75%)

filters. The process follows a two-step procedure: finding a coarse candidate
position by scanning over the whole radio frame followed by tracking the PSS
in a narrowed window located around the coarse candidate position. Addi-
tionally, by disciplining the UE SDRs with Global Positioning System (GPS),
frequency offset compensation may be avoided by lowering the frequency off-
set to < 300 Hz.

5.3. IMPLEMENTATION AND VERIFICATION RESULTS

In this section the FPGA resource utilization and a latency analysis of the
precoder turnaround time are presented.

Table 5.4 details the resource utilization for the routers on the SDRs and
FPGA co-processors. The routers on the SDR require more resources as they
route either 8 inputs to 4 outputs or 4 inputs to 8 outputs whereas the routers
on the FPGA co-processor only perform a 4 to 1 or 1 to 4 routing. Note,
that not every SDR requires a router but only the two outer ones in each
subsystem.

In Table 5.5 the FPGA resource utilization for the implementation of the
QRD, the Neumann-series based approach, the decoder and the precoder
blocks are detailed. As can be seen, the QRD occupies most resources fol-
lowed by the decoding and precoding. Clearly, overall processing complexity
and resource utilization can be significantly reduced by exploiting the special
properties of massive MIMO. For example 50% for LUT and 70% for DSP48
utilization as can be seen when comparing QRD to Neumann-series based
detection.

To further analyze the relatively high DSP48 usage of 72%, Table 5.6 details
a breakdown to the subfunction blocks in the MIMO processor FPGAs when
using the QRD scheme. The total DSP usage for the data path is 1109 DSPs.
This number differs from the previously presented ones, as synthesis tool
might infer some DSP48 slices for control signaling. We also included the
channel estimation here, which uses a least-square implementation. Main
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Table 5.5. FPGA resource utilization per function

Function Registers LUT RAMs DSP48

QRD
46470 49315 171 596
(9.1%) (20.3%) (21.5%) (38.7%)

Neumann-Series
16000 28700 6 176
(3.1%) (11.8%) (0.75%) (11.4%)

Decoder
27142 8844 13 313
(5.3%) (3.5%) (1.7%) (20.3%)

Precoder
14379 10106 4 193
(2.8%) (4%) (0.5%) (12.5%)

Total (with QRD)
87991 68265 188 1102

(17.2%) (27.8%) (23.7%) (71.5%)

Table 5.6. Number of used DSP48s per MIMO processor FPGA

Function Subfunction
DSP48s N

Total
used instances

LS channel
ĥ = p∗y 4 4 16

estimate

QR(Ĝ)
v
||v|| 13 12 156

u− (u · v)v 10 20 200

compute 1
σ Q2QH

1 200 1 200
WMMSE

MIMO WMMSEy 312 1 312
decode unbias WMMSE 33 1 33

MIMO
WT

MMSEs 192 1 192
precode

total DSP48s implemented 1109
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OFDM	Demodulation (25%)

OFDM	Modulation (9.2%)
Front-End	Delay (1%)
Data	Transfer (7%)

Margin (54.2%)

Control	and	Data	Reordering (3.6%)

Total	Latency	Budget 285µs=

Figure 5.13. Pie Chart of the different parts contributing to the latency for the
precoding turnaround time.

contributor to the DSP48 usage is the actual QRD using the modified Gram-
Schmidt algorithm. It is also visible, that decoding occupies almost twice
as many DSP48 blocks as precoding due to the higher dimensionality of the
vector in the matrix-vector multiply.

Figure 5.13 shows a breakdown for the latency in the precoding turnaround
path. The Overall latency is about 132 µs whereas the available budget is
285 µs. The channel estimation and precoding parts are too low to be visible
in the pie chart. Analog front-end as well as control and data reordering
have the lowest contribution. OFDM demodulation occupies a whole OFDM
symbol as its processing speed is limited by the sampling rate of 30.72 MHz as
opposed to OFDM modulation which is performed at circuitry clock rate. Due
to its nature, a deterministic timing analysis for data transfer over the PCIe
bus is not feasible such that worst-case timing analysis with the maximum
number of 4 hops over the bus was done. This path is from an SDR that
only has an OFDM chain over the SDR performing the antenna combining
and bandwidth splitting to the MIMO processor and back on the transmit
path. Interestingly, the precoding turnaround time putting a hard constraint
on overall signal processing and data shuffling latency has more than two
OFDM symbols (54.2%) margin, i.e. our implementation can support even
higher UE mobility than previously stated.

The presented signal processing was fully verified on the LuMaMi testbed
running with 100 antennas and 12 UEs in real-time using the previously dis-
cussed frame structure. Verification was performed by transmitting pseudo-
random sequences and comparing them, plotting a subset of the constellations
on the host computer and even transmitting video streams on the UL and DL.
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Introduction Part-II

In this part, proof-of-concept measurements and analyses are presented and
discussed. In order to validate different aspects, several measurements were
performed. Those are split into two categories, measurements with static UEs
and mobile UEs.

Static UE measurements are mainly meant to validate the concept, show
that massive MIMO also succeeds in serving many UEs that are closely spaced,
compare the performance of the two linear detectors and precoders MRC,
MRT and ZF and investigate how many UEs may be served simultaneously
with the developed massive MIMO testbed. Especially, performance compar-
ison of different processing schemes is crucial, as theoretical analysis, using
idealized channel models often suggest that the low complexity MRC and
MRT schemes are sufficient, however, measurement results do suggest other-
wise. Moreover, further measurements were analyzed to investigate Singular
Value Spread (SVS) and temporal features such as channel hardening and
IUI for static as well as mobile UEs. It can be shown, that massive MIMO
performs well even in mobile environments and that the excessive amount
of antennas on the BS side help mitigating deep fading dips, an effect also
known as channel hardening.

Measurements presented here, were partially performed in collaboration
with Bristol University, UK. Therefore, in some tests, the Bristol massive
MIMO testbed was utilized which operates on the same code base and hard-
ware platform but has 128 BS antennas deployed. If not otherwise stated in
the different sections, the LuMaMi testbed with the default antenna configura-
tion, i.e. 4× 25 was used on the BS side whereas the UEs were equipped with
linear polarized ultra-wideband antennas. If the Bristol University testbed
was used, it will be explicitly stated.
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6.1. STATIC USER SCENARIOS

This section describes several experiments with static UEs performed to val-
idate our testbed design, the massive MIMO concept, and its performance.
The first test is performed indoors with high density of UEs per area unit
to stress the spatial multiplexing capabilities of the system. The second test
is conducted outdoors with less dense deployment of UEs and is primarily
designed to test the range and multiplexing capabilities in a less rich environ-
ment. Finally, the maximum number of UEs that may be served is tested in
an indoor test at Bristol University.

6.1.1. INDOOR TEST

In this test real-time uncoded BER curves are evaluated, employing MRC/MRT
and ZF as decoders/precoders. The BERs at different points of receive SNR
are recorded by sweeping only the Power Amplifier (PA) gains over a range
of 30 dB while keeping all remaining system parameters constant throughout
the measurements. The UL BER curves are obtained by sweeping all UE TX
PA gains synchronously, and for the DL BER curves the PA gains of the BS
TX chains while keeping other system parameters constant. Note that the ini-
tial parameterization of the system is chosen empirically, so it allows smooth
BER curves starting at about 0.5. Each gain step is held constant for about
4 s corresponding to about 36× 106 and 108× 106 transmitted bits per step
for Quadrature Phase-Shift Keying (QPSK) and 64-QAM modulation, respec-
tively. To put the achieved BER rates in perspective, the SNR ranges for each
of the three groups was estimated based on the received UL channel esti-
mates. For an amplifier gain of 15 dB the post-processing SNR for the group
including UE0-UE3 ranges from 13 dB to 16 dB, for UE4-UE7 from 15 dB to
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Figure 6.1. The indoor measurement setup in a lecture room including the
positions of the 12 UEs. The BS is shown at the right-hand side
and is situated at the front of the lecture hall. The terminals are
placed in groups of four on three different tables and distances to
the BS.

18 dB and for UE8-UE11 from 17 dB to 20 dB. On the DL the SNRs are af-
fected by several factors including the higher overall transmit power from the
100 active RF-chains and possible inaccuracies in the reciprocity calibration
coefficients. However, as DL precoding is performed based on UL channel
estimates, SNR estimation is practically not feasible. Note, all SNR values are
extracted from the real-time received pilots utilizing orthogonal subcarriers
with zeroth-order hold, and thus, include estimation errors while not captur-
ing interference present when transmitting to all UEs on the same time and
frequency resource.

SCENARIO Twelve UEs are set up in a lecture hall at Lund University with
the BS at the front as shown in Figure 6.1 including the respective UE place-
ments. All UEs are packed in groups of four resulting in a high density of
UEs per area unit. One of these groups can be seen in Figure 6.2.
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Figure 6.2. One group of four UEs with a high UE density per unit area to
validate the spatial multiplexing capabilities of massive MIMO.

RESULTS

UL BER Figure 6.3a and Figure 6.3b, show the BERs for all 12 UEs using
ZF detector for QPSK and 64-QAM modulation, respectively. For both constel-
lation sizes, the UEs furthest away, UE0 to UE3 show highest BER. UE0 and
UE1 even show a sudden increase for the BER to 0.5 which was diagnosed
to be due to saturation of their respective PAs. Moreover, their performance
shows severe limitation compared to the other UEs, giving a clear indication
that their performance is interference – rather than power – limited. The group
closest to the BS, UE9-UE12, shows best performance although the variation
within the group is still quite significant. Overall, the expected trend, in-
creasing performance with increased transmit gain is clearly noticeable with
the BER curve shapes resembling those of Additive White Gaussian Noise
(AWGN) channels. Comparing the amplifier gain settings for QPSK and 64-
QAM to achieve the same BER the differences are found to be in the range of
10 dB to 16 dB whereas a difference of 9 dB is expected for AWGN. Overall, it
can be seen that all UEs except UE0 and UE1 achieve BER below 10 % at an
amplifier gain of 15 dB for QPSK and 25 dB for 64-QAM, respectively.
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Figure 6.3. UL and DL BERs for 12 UEs with ZF decoder/precoder.
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DL BER Figure 6.3c and Figure 6.3d, show the DL BERs using ZF pre-
coder for QPSK- and 64-QAM modulation, respectively. Using QPSK modu-
lation, the group closest to the BS, UE9-UE12, achieves a considerably better
performance than the other two groups. Using 64-QAM, all UEs show an
error-floor towards higher TX gain values which is likely a result of imperfect
reciprocity calibration combined with leakage among UEs due to non-perfect
channel knowledge resulting in interference among UEs. However, for the
QPSK modulation case all UEs experience better BER rates which can be ex-
plained by the significantly higher available transmit power on the BS side,
utilizing 100 active RF-chains. Comparing again the difference in amplifier
gain setting for QPSK and 64-QAM, their differences are about 12 dB to 16 dB.
The tests performed were mainly to prove functionality, and thus, no special
care was taken to achieve best possible accuracy for the reciprocity calibration.

PERFORMANCE EVALUATION While the BER plots in Figure 6.3 nicely
show the trend with increasing transmit power, they do not provide a real per-
formance indication against SNR. The current implementation of the testbed
does not provide SNR estimates in real-time such that the data presented in
Figure 6.3 can be seen as the raw data provided during measurements. To
provide an indication of the system performance the SNR of UE4 was esti-
mated based on the received UL channel estimates. Estimated subcarriers at
different time instances (about 200 ms apart) were subtracted / added to ex-
tract the noise / signal plus noise level which was then used to calculate the
SNR value. However, this practice has limits as for close UEs interference may
be stronger than the noise whereas for far away UEs the signal level may be
too low. Therefore, UE4 was chosen which due to its placement during the
measurement allowed a relatively good SNR estimation. Figure 6.4 shows the
BER of UE4 with QPSK modulation in comparison with the theoretical per-
formance in AWGN and Rayleigh fading channels. It is visible that due to the
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Figure 6.4. BER comparison of UE4 to AWGN and Rayleigh fading channels.
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Figure 6.5. BERs for UE7 using QPSK, 16-QAM and 64-QAM modulation. (a)
on the UL for ZF and MRC detector and (b) on the DL for ZF and
MRT precoder.

excess amount of BS antennas the performance is close to the AWGN chan-
nel. To be more specific, due to the channel hardening the performance is only
about 3 dB worse than for an AWGN channel which would be achieved for
perfect channel hardening. On the DL the SNRs are affected by several factors
including the impairment caused by higher overall transmit power from the
100 active RF-chains and possible inaccuracies in the reciprocity calibration co-
efficients. As DL precoding is performed based on UL channel estimates, SNR
estimation is practically not feasible. As all shown BER curves closely resem-
ble the shape of an AWGN channel it can be claimed that the massive MIMO
concept works and is capable of serving 12 UEs on the same time/frequency
resource even with a high UE density which in turn significantly improves
the spectral efficiency compared to current cellular standards.

MRC/MRT VERSUS ZF To compare the performance of MRC/MRT and
ZF it is beneficial to isolate the analysis to one UE. Figure 6.5a and Figure 6.5b
show the BER for UE7 for QPSK, 16-QAM and 64-QAM modulations while
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the BS employs either MRC/MRT or ZF on the UL and DL, respectively.
Overall, ZF shows a superior performance trend with increasing PA gains,

while the performance of MRC appears to level off1. Looking in more detail,
ZF is capable of achieving more than an order of magnitude lower BERs,
compared to MRC. Using higher constellation sizes, 16-QAM or 64-QAM, the
results for MRC show an even more significant deterioration. On the DL, ZF
also outperforms MRT by far, the latter shows a significant error floor towards
higher gains as in the UL case.

Unfortunately, direct comparison between UL and DL results shown here
is not easy to perform. This is due to the fact that on the UL, the performance
is isolated to the UL transmit power only whereas on the DL a combination
of UL channel estimate quality, DL transmit power and reciprocity accuracy
determines overall performance.

6.1.2. OUTDOOR TEST

SCENARIO For the outdoor test, the testbed was placed on the rooftop of
one of the wings of the department building while the UEs where placed on
the opposite wing utilizing scaffolding mounted to the building. Up to eight
UEs were served simultaneously in a distance of about 18 to 22 meters, six on
the second floor and two on the first floor while the testbed was situated on
the third floor (rooftop). The scenario is shown in Figure 6.6.

Figure 6.7 shows the BS placed on the rooftop of the department building
facing towards the opposite wing. The placement for UEs 0 and 1 is also
marked.

RESULTS Figure 6.8 shows a screenshot of the received UL QPSK constel-
lations for this test setup when using MRC and ZF, respectively. Using MRC
without Error-Correcting Code (ECC) for this test, the six UEs show signif-
icant interference. Therefore, focus is put on the results obtained with ZF
which is capable of separating up to eight UEs and shows very clear constel-
lations, due to the interference suppression.

Considering ZF on the DL, the constellations for all 8 UEs can be seen in
Figure 6.9. Although in-detail analysis is not provided for this test, it is clearly
visible that ZF outperforms MRC which is often claimed to be sufficient in lit-
erature when analyzing performance based on IID channel models [3]. The re-
sults observed in this experiment are representative for most tests performed
so far, i.e. DL always showed to be the more challenging duplex case.

1This is expected from theory, as inter-user interference is the main source of error
during data detection. The high density UE setup adopted in this experiment highly
contributes to this phenomenon.
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Figure 6.6. Scenario for the outdoor tests. BS placed on the rooftop of the
building (third floor) serving eight UEs on the opposite wing, with
six UEs on second floor and two UEs on first floor.

Figure 6.7. The outdoor test scenario setup with the BS deployed on the
rooftop of the department building marked with two UEs on the
opposite building wing.
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Figure 6.8. UL constellations for the outdoor experiment: (a) when using
MRC with 6 UEs and (b) when using ZF to serve 8 UEs.
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(a) (b)

(c) (d)

Figure 6.9. Received DL constellations using ZF: (a) UE0 & UE1 (b) UE2 &
UE3 (c) UE5 & UE8 and (d) UE9 & UE10.
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Figure 6.10. Setup to test the maximum number of UEs in a LOS channel. BS
and UEs are 24.8 m apart.
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Figure 6.11. 256-QAM UL constellations from 22 UEs in test with 24.8 m dis-
tance to the clients and a client to client spacing as small as 10 cm.

6.1.3. MAXIMUM NUMBER OF USERS IN LOS SCENARIO

SCENARIO This test was performed at Bristol University in the UK utilizing
the Bristol massive MIMO testbed [72]. The upper level of the Merchant Ven-
turers Building atrium was used with a patch panel antenna array to serve
22 UEs placed 24.8 m away on the opposite balcony. The array was setup in
a 4x32 configuration with alternate horizontal and vertical polarizations for
all 128 antennas. UEs were placed in LOS and in a straight line with 2.5 λ
spacing. The environment was not completely static, as it was a normal work-
ing day and students were present. An overview of the setup can be seen in
Figure 6.10.

RESULTS In this test the frame schedule was configured such that channel
estimation was performed in 10 ms intervals, and all remaining slots were as-
signed for UL data with a 256-QAM. Decimated host detection was performed
using ZF and equal transmit levels were fixed for all UEs. The absolute
throughput based on these decimated measurements would scale to about
2.91 Gb/s throughput and 145.6 bits/s/Hz spectral efficiency. Figure 6.11
shows the receive constellations from all 22 UEs.
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Figure 6.12. Overview of the measurement scenario at the campus of the Fac-
ulty of Engineering (LTH), Lund University, Sweden. The BS is
placed on the roof with the antenna array facing the parking lot.
Arrows indicate the direction of movement for the cars C1 and
C2. Pedestrians P1 and P2 moved within the zones indicated by
their white boxes.

6.2. MOBILE USER SCENARIOS

In this section, 8 UE terminals are served in real-time by the 100-antenna
LuMaMi testbed and the first measured results for massive MIMO under
moderate mobility in LOS are presented. With a large set of spatial samples
taken across a mobile scenario, the SVS is analyzed and insight is provided
on the impact of azimuth and elevation dominant array configurations. Fur-
thermore, by measuring the full MIMO channel at a time resolution of 5 ms,
temporal analysis in the form of time correlation, IUI, and channel hardening
is conducted for speeds up to 29 km/h. Finally, real-time BERs measured for
the UL and DL with no power control are presented to provide an indication
of the raw performance achieved by the system.

6.2.1. MEASUREMENT SCENARIO

In this section, the measurement scenario and two configurations used to ob-
tain both static and mobile measurements are described. Both measurements
can be considered as predominantly LOS.
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LOS STATIC CONFIGURATION To obtain a point of reference for the mobile
configuration, a static trial was conducted first using the pedestrian carts.
Four dual-antenna USRPs acting as 8 UEs were placed 32 m away from the
BS in a parallel line where car 2 (C2) is shown in Figure 6.12. The carts were
well separated (approximately 2 m apart), each UE transmitted with a fixed
power of approximately 0 dBm, and the received vectors were recorded for
60 s. Movement was kept to a minimum within the surrounding environment
during capture period.

LOS MOBILE CONFIGURATION For the mobile trial, a mixture of both pedes-
trian and vehicular UEs were introduced, so that it would be possible to ob-
serve how the massive MIMO channel behaves over time in a more dynamic
situation. Each UE again transmitted with the same fixed power level and
received vectors were captured for a 30 s period. Two pedestrian carts, indi-
cated by P1 and P2, moved pseudo-randomly at walking pace to and from
one another for the measurement duration, whilst two cars, shown as C1 and
C2, followed the circular route shown. For the temporal results concerning
the cars, it was ensured that the captures analyzed were from a period of
the scenario where the cars did not exceed our maximum λ/2 measurement
speed of 29 km/h. Over the course of the entire capture, the cars completed
approximately two laps and arrived back at the starting position indicated in
Figure 6.12. With the cars moving in this pattern, the devices are, on average,
more distributed in the azimuth, but when C1 and C2 pass in parallel to the
pedestrian carts they become more clustered in a perpendicular line to the BS.

6.2.2. RESULTS

Results from the experiments are shown here in three stages. The SVS results
are inspected first, considering the impact of azimuth and elevation dimen-
sion reductions on the spatial orthogonality. These results illustrate the range
of orthogonality experienced over all sampled points in space as the devices
were moved. An example of channel hardening is then shown second, along
with results for correlation and IUI over time between a car UE and a pedes-
trian UE, providing some insight into the temporal nature of the massive
MIMO channels. Finally, the uncoded UL and DL real-time BER performance
is presented.

SINGULAR VALUE SPREAD The SVS is one of the most powerful ways to
evaluate the joint orthogonality of the UE channel vectors in a MIMO system
[73]. Our M× K channel matrix for one resource block r 2 can be described in

2A resource block is 12 subcarriers for 12 UEs.
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terms of its Singular-Value Decomposition (SVD) [27] as

Hr = UrΣrV H
r (6.1)

where Ur and Vr represent the left and right unitary matrices, and Σr is the
M × K diagonal matrix containing the singular values σ1,r, σ2,r, ..., σK,r sorted
in decreasing order. The SVS is then defined as

κr =
σ1,r

σK,r
, (6.2)

i.e. the ratio of the largest to the smallest singular value. A large SVS in-
dicates that at least two of the UE column vectors are close to parallel and
spatially separating these UEs will therefore be difficult, whereas a κr of one
(0 dB) represents the ideal case where all the UE channel vectors are pairwise
orthogonal.

In order to obtain accurate results for the SVS that solely represent the
achievable spatial separation, it is important to remove path-loss differences
among UEs by applying a form of normalization to the raw captured matrix,
which we denote as Hraw

r . To achieve this, the first normalization described
in [74] was applied. This normalization ensures that the average energy across
all N resource blocks and M antennas for a given UE in Hraw

r , denoted as hraw
i,r

for UE i, is equal to one. This is achieved through

hnorm
i,r =

√√√√√ MN
N
∑

r=1
‖hraw

i,r ‖2
hraw

i,r (6.3)

where hnorm
i,r is the ith column of the normalized channel matrix Hnorm

r . This
can also be thought of as applying perfect power control.

The SVS results are presented here as empirical Cumulative Distribution
Function (CDF) plots for all N resource blocks and captures, i.e. across time
and frequency. The result is 600,000 data points for the 30 s mobile scenario
and 1,200,000 for the 60 s static scenario. The static and mobile scenario are
compared first to see how much the CDF spreads out when spatial samples
across the entire measurement period are considered. These results are shown
in Figure 6.13 for the full 100-antenna case (4× 25) and an 8-antenna (2× 4)3

case, providing the minimum for standard Multi-User (MU)-MIMO with 8
UEs. The theoretical IID case for a 100× 8 system is also shown as a reference.
The median value for the 100 × 8 IID case here is a little over 3.8 dB with
barely any variance on the CDF curve. It can be seen that the static reference

32× 4 was chosen to provide a similar array shape and azimuth dominance to the
full 4× 25, 100-antenna case.
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Figure 6.13. CDF of SVS for static and mobile scenarios using 100 and 8 an-
tennas at the BS

measurement with 100 antennas has its median shifted from this by 4.2 dB up
to 8 dB, but it also has a similar stability to the IID case with very small levels
of variance. This indicates a very good level of spatial separation in LOS that
is likely to be predominantly limited by the angular resolution provided by
the azimuth dimension of the BS array (25 antenna elements) and the dual-
UE terminals with only 2.6λ spacing between antennas. The result may have
improved if 8 single-antenna devices were served with a more reasonable
spacing. With only 8 antennas at the BS, as would be the case in a standard
MU-MIMO system, the median value in the static case is approximately 35 dB
with an upper tail reaching out towards 94 dB. This indicates that the UE
vectors are highly parallel and it will be far more difficult to establish reliable
spatial modes. In the mobile case with 100 BS antennas the median shifts to
nearly 14 dB, twice the magnitude of the static case. The best case scenario
at the lower tail of the curve comes in line with the static measurement, but
the variance over the measurement period has increased, reaching a peak SVS
of 21 dB. However, the upper tail of the curve is still relatively small with a
90th percentile of 16.5 dB, indicating a good level of stability and a restriction
in the extremity of the variations. With only 8 BS antennas, the median SVS
increases to 32.5 dB, and the majority of the CDF plot up to the 41 dB 90th
percentile has decreased 2.5 dB from the static case. This illustrates that with
only 8 antennas, separating the static UEs equally spaced by approximately
2 m in a single parallel line proved more difficult than the dispersed mobility
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Figure 6.14. CDF of SVS for mobile scenario with reducing azimuth dimen-
sion

scenario. In summary, these results indicate that the variation between spatial
channel magnitudes can be kept below 16.5 dB for 90% of the LOS scenario
shown with an M to K ratio of 12.5.

AZIMUTH VS. ELEVATION One thing of considerable interest for massive
MIMO deployments is an optimal array configuration. Massive MIMO per-
formance is generally expected to be higher in a cellular scenario when using
a more azimuth dominant configuration due to a higher spread in the an-
gular arrival of multipath components, but the extent to which this affects
actual performance in real scenarios will help determine the compromises
which can be made for a feasible deployment. In addition, when the scenario
is LOS or more Rician in nature, the dominant components will become di-
rectional beams and higher performance would be expected when the array
dimension is largest in the plane the UEs are spread. For example, when the
UEs are placed in a line perpendicular to the BS with differing distances, one
would typically prefer additional resolution in the elevation to resolve them.
Figure 6.14 shows the SVS for the 30 second mobile scenario as the azimuth
dimension of the array is reduced in intervals of one quarter, starting from
the outside edges and moving in4. Moving through the first 3 configurations,
a clear shift of the curve by steps of approximately 1 dB can be seen and only

4It was only possible to reduce by multiples of 2 due to the 4x25 array configuration.
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Figure 6.15. CDF of SVS for mobile scenario with reducing elevation dimen-
sion

a slight growth in the upper tail. Once the 4 × 6 case is reached, the me-
dian SVS magnitude has increased by 5 dB to 19 dB. In Figure 6.15 the SVS
results for the same mobile scenario are shown, but this time with the ele-
vation dimension of the array reducing by 1 row (one quarter) at a time. It
is immediately apparent that the results for the first three steps do not differ
significantly at all from the full 100 antenna case. The upper tail has extended
by just over 1 dB, but the median and 90th percentile have increased by only
0.2 dB and 0.5 dB, respectively. As the antenna dimensions are reduced, it can
be seen that all configurations are closer to the full 100 antenna curve than in
the reduced azimuth cases. Even the 1× 25 case where there is no elevation
resolution outperforms the 4× 13 case. This shows that for this particular sce-
nario, there is more to gain from the azimuth dimension, and a similar level
of performance could be obtained by halving the number of antennas in the
elevation dimension. However, looking at the two CDF plots, one could argue
that the difference is not significant enough to prefer the extended azimuth
arrangement, particularly with the deployment difficulties it could introduce
for mast mounting. This could be indicative that a more symmetrical ar-
rangement such as that shown for Full Dimension MIMO (FD-MIMO) in [75]
and [76] would provide sufficient performance when compared to an azimuth
dominated configuration. More experiments will have to be conducted in ur-
ban environments with richer scattering for both LOS and Non-Line-of-Sight
(NLOS) situations to confirm this.
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Figure 6.16. Resilience to fading. a) View from BS with 3 second car-based UE
path indicated. b) Relative channel magnitude for both a single
antenna and the composite MIMO channel to the depicted UE
over the 3 second period.
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TEMPORAL ANALYSIS To evaluate the change in the multi-antenna chan-
nels under mobility, an analog of the Time Correlation Function (TCF) [25]
was calculated. By introducing a time dependence on the measured channels,
i.e., the channel vector corresponding to UE i at resource block r and at time
t is denoted by hraw

i,r [t], the TCF was defined as

TCFi(τ) =
E{|hraw

i,r [t− τ]H hraw
i,r [t]|}

E{hraw
i,r [t]H hraw

i,r [t]} , (6.4)

where E{} denotes the expectation operator. At a given time lag τ, the expec-
tation is computed according to its definition, but also by averaging over all
resource blocks for better statistics.

The instantaneous IUI between two UEs was also evaluated, i.e. UEs i and
u with u 6= i by the normalized expected inner product

Intr
i,u[t] =

|hraw
i,r [t]Hhraw

u,r [t]|√
hraw

i,r [t]Hhraw
i,r [t] hraw

u,r [t]Hhraw
u,r [t]

(6.5)

This provides a metric to evaluate to what extent the, so-called, massive
MIMO favorable propagation conditions [38] hold in a practical system.

The temporal results were based on two different time periods within the
30 second mobility scenario. Channel hardening results are presented first for
one car UE using a 3 second period. Time correlation and IUI results are then
shown for a 4 second period where both cars travel in parallel to the BS. For
both of these time periods, the vehicle speed remains below 29 km/h.

CHANNEL HARDENING Fast-fading is shown to disappear theoretically
when letting the number of BS antennas go to infinity, as discussed in [3]
and [77]. Whilst the measured scenarios will have been more of a Rician than
Rayleigh nature due to the UEs being predominantly in LOS, it was still pos-
sible to inspect the less severe fading dips of a single channel for a single
UE and evaluate them against the composite channel formed by the 100× 8
massive MIMO system. In Figure 6.16a, a 3 second portion of the captured
mobile scenario is shown as viewed from the BS. The yellow arrow indicates
the movement of one of the cars during this three second period. For one UE
in this car over the acquisition period shown, the channel magnitude of a sin-
gle, vertically polarized BS antenna was extracted, along with the respective
diagonal element of the UE side Gram matrix HH

r Hr for one resource block r.
Their magnitudes are plotted against each other in Figure 6.16b after normal-
ization. It can be seen that the composite channel tends to follow the average
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Figure 6.17. 4 second subset of mobility scenario used for temporal analysis.
Arrows indicate the movement of each UE over the 4 s duration.
Car 2 does not exceed the maximum allowed speed of 29 km/h.

of the single antenna case, smoothing out the faster fading extremities, and
larger variations occur over the course of seconds rather than milliseconds.
Performance of this nature not only demonstrates an improvement in robust-
ness and latency due to the mitigation of fast-fade error bursts, but also that
it may be possible to greatly relax the update rate of spatial-domain power
control.

TIME CORRELATION As a UE moves, it is of interest to view the cor-
relation of the MIMO channel vectors over time in order to ascertain how
quickly the channel becomes significantly different. This will play a part in
determining the required channel estimation periodicity for a given level of
performance. In Figure 6.17, a 4 s second period of the 30 second mobility sce-
nario is shown, with the arrows indicating the movement of each UE during
that period. Using one UE from Car 2, the absolute values of the time cor-
relation function for all resource blocks over the 4 second period are shown
in Figure 6.18 for the first 1.5 s of movement. Within the first 500 ms at this
speed, the level of correlation has dropped significantly in the 100-antenna
case to 0.3, whilst the 8-antenna case remains above 0.8 for the entire 1.5 s du-
ration with a far shallower decay. For the 8 antenna and 100 antenna cases to
become decorrelated by 20 percent, it takes 1455 ms and 205 ms respectively; a
factor difference of approximately 7. The acceptable level of decorrelation will
depend upon many factors such as the desired level of performance, the de-
tection/precoding technique and the Modulation and Coding Scheme (MCS),
but this result provides some insight into how rapidly a real channel vector
can change in massive MIMO under a moderate level of mobility when com-
pared to a more conventional number of antennas.
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Figure 6.18. Correlation of the composite channel over time for all resource
blocks of car 2 at a speed of 29 km/h. 100-antenna and 8-antenna
cases are shown in 4x25 and 2x4 configurations respectively.

INTER-USER INTERFERENCE Using the same 4 s scenario depicted in
Figure 6.17, the IUI for the entire period was calculated between a single
UE in car 2 and the pedestrian indicated as Ref. In Figure 6.19 the normalized
IUI is shown plotted over time for both 8 and 100 antennas, and in Figure 6.20
as an empirical CDF. In the 8 antenna case, the IUI median is approximately
0.7 with a large variance from 0.28 up to 0.93. At 2.5 s into the scenario pe-
riod, where it can be seen that car 2 will pass close to the reference UE, the
IUI in Figure 6.19 does not appear to increase much beyond the average it is
already maintaining. In the same graph for the 100 antenna case, the median
IUI is 0.15 and the level rises only significantly as the car passes close to the
reference UE. The level it peaks at is only a little under that of the 8 antenna
case, but it rolls off to below 0.3 in approximately 500 ms. This interference
anomaly can be seen in the CDF of Figure 6.20 as a long upper tail, but the
75th percentile remains below 0.25. These results illustrate that a 0.55 reduc-
tion in the median level of IUI between two UEs can be achieved in LOS using
100 antennas over 8, but also that a smaller elevation resolution could limit
the massive MIMO benefits when UEs stack densely in a perpendicular line.
However, when considering other UEs present in an environment, it is likely
that this could be mitigated somewhat with intelligent grouping.
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Figure 6.19. Interference between car 2 and pedestrian UE 1 over time. At
around 2.5 s car 2 passes close to the UE.
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Figure 6.20. CDF of interference between car 2 and pedestrian UE 1
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Figure 6.21. CDF of uncoded BERs for static and mobile scenarios using QPSK
and ZF. 0.5 ms coherence interval, mobility up to 50 km/h.

UNCODED BER PERFORMANCE In addition to the UL pilot transmis-
sions, the uncoded, real-time BERs for both the UL and DL of each spatial
mode using ZF detection/precoding were recorded to provide an indication
of the true system performance under mobility. As no power control or UE
grouping was applied, QPSK modulation was used on each spatial stream for
robustness. In Figure 6.21, the BERs for pedestrian and vehicular UEs are
plotted as separate empirical CDFs for both the UL and DL. In first consider-
ing the UL, it can be seen that the pedestrian BER outperforms the vehicular
up to the 80th percentile where both intersect at a BER of 10−2, but the cars
appear to suffer less in the upper extremities, tailing off early to a peak BER
of 7%. This can be explained by the fact that the car antennas were roof
mounted, well separated and clear of obstructions, whereas the pedestrian
antenna pairs were closely spaced and occasionally shadowed by the person
pushing the cart. Thus, whilst on average the higher level of mobility pro-
vided by the cars presents a greater challenge for detection, the worst perfor-
mance is experienced by the pedestrian UEs when their closely spaced USRP
antennas are shadowed. On the DL, both curves are steeper and shifted fur-
ther right than the UL cases, which we would expect when both reciprocity
calibration inaccuracies and channel aging are considered. Looking at the
pedestrian DL case, the upper tail appears to slightly outperform the UL. It is
believed that this is because in the most extreme, shadowed cases, described
above for the UL, the transmit gain of the 100 BS radios raises the terminal
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SNR enough for this improvement. This would also explain why, unlike the
UL, the DL pedestrian BERs do not outperform the vehicular in the upper
20th percentile. These differences aside, median DL BERs of 0.5% and 4%
were observed for the pedestrian and vehicular cases respectively, and 90th
percentiles of 4% and 15%. Whilst the absolute SNR at each UE or BS an-
tenna was not measured, these results still illustrate that the system was able
to track the channel accurately enough to maintain 8 reliable spatial streams
under moderate mobility with no UE grouping or power control. With the
latter enhancements in place and an error-correcting code, it is highly likely
that the system could provide satisfying performance, even with higher-order
modulation schemes.





Part III
A programmable SIMD ASIP

for Massive MIMO

Results and discussion in this part are regarding energy-efficient ASIP
design for massive MIMO. Parts of the content of this part is accepted for
publication in the following paper:

• S. Malkowsky, H. Prabhu, L. Liu, O. Edfors et.al “A programmable 16-
lane SIMD ASIP for Massive MIMO”, IEEE International Symposium
on Circuits and Systems (ISCAS), 2019 [to appear].





Introduction Part-III

Flexibility is a crucial feature in any practical system, as it allows future up-
dates on already deployed hardware. Although ASIC implementations do in
general achieve better performance and energy efficiency they lack this kind
of flexibility. BS nowadays have to support many generations of wireless tech-
nologies, e.g. LTE, LTE-A and the upcoming 5G. An ASIP allows to efficiently
share hardware among those different generations rather than utilizing a sep-
arate accelerator for each.

Usage of OFDM offers an easy way to mitigate for lower performance
within a massive MIMO system. Due to the subcarrier orthogonality, sev-
eral ASIPs may be instantiated in parallel, where each works on a subset of
the overall subcarriers, i.e. a subset of the maximum bandwidth while all have
the same software code base.

This part describes the design, implementation and verification of an ASIP
optimized for massive MIMO. First the architecture based on a VLIW design
with a RISC, load/store and vector-core unit is presented. The vector-core unit
consists of a 16-lane 16-bit complex SIMD arrangement with dedicated pre-
and post-processing stages to boost common matrix-matrix and matrix-vector
operations. To further boost and exploit the inherent parallelism in matrix-
matrix and matrix-vector a 16×16 the vector unit is extended by a systolic
array embedded into the data-path.
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7
ASIP Design and Implementation

7.1. INTRODUCTION

ASIPs allow to trade-off efficiency and flexibility in a much better way than
any GPP. This is achieved by trimming the design to a specific application
domain. In this chapter, an ASIP specifically trimmed for massive MIMO
is presented. Firstly, we shortly discuss state-of-the art and provide a short
summary on how we assume ASIPs to be operated and distributed within
a massive MIMO system. Next, algorithms to be mapped on the platform
are presented and profiled, before the baseline and extended architectures are
discussed.

STATE-OF-THE ART Before discussing the developed ASIP in detail, this
section gives a brief overview about current state-of-the art ASIPs. To the
best of the author’s knowledge there is no ASIP design especially optimized
for massive MIMO available in the literature so far. Thus, we present pre-
vious work targeted for baseband processing and discuss how each of these
architectures deal with the challenges posed by massive MIMO.

One of these, using the SIMD approach is the SODA [79] multiprocessor uti-
lizing four Processing Elements (PEs), each including a SIMD-pipeline consist-
ing of 32 16-bit lanes. In each PE, there are 32 arithmetic units allowing simul-
taneous operations on vectors of size 32. The Ardbeg [78] processor shown
in Figure 7.1 is equipped with two PEs, each including a SIMD-pipeline. The
SIMD width is 512 bit, which is the same as for the SODA, but can be con-
figured in different number of lanes depending on the size of the operands.
Unlike SODA, which only supports 16-bit fixed point operations, Ardbeg sup-
ports 8-,16- and 32-bit fixed point operations, and even a 16-bit floating-point
operation. SIMD platforms do provide efficient vector calculation capabili-
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Figure 7.1. The Ardbeg architecture. From [78]

ties, and thus, SIMD base is one of the most important essentials in a massive
MIMO ASIP. While these architectures are capable of parallelizing vector op-
erations, a single platform does not provide the performance required. How-
ever, instead of just increasing the SIMD width, operations can be broken up



7.1. Introduction 99

due to the subcarrier independence in OFDM and then distributed over sev-
eral SIMD processors which should facilitate implementation for large-scale
matrix processing. Additionally, rather than focusing calculations in a single
SIMD stage, a pre- and post-processing stage can be added in order to do pre-
and post-processing on operands and achieve a higher clock frequency.

Another approach to tackle parallelization it to utilize processor arrays in
which a large number of simple RISC cores connected through an intercon-
nect network is deployed. The picoArray [80] architecture consists of 430
heterogeneous RISC processors connected through a compile-time scheduled
interconnect. The RISC processors are of four different types and share a
common instruction set, each equipped with varying amounts of memory
and additional instructions to implement specific signal processing functions.
The Epiphany [81] microprocessor consists of 64 RISC cores containing an
integer ALU, a Floating-Point Unit (FPU) and a 64-word Register-File (RGF)
connected by a low-latency mesh Network-on-Chip (NoC). Local memory is
divided in four banks to allow simultaneous multi-core communication as
well as instruction and data fetching. While these architectures aim at achiev-
ing very high throughput, there are several disadvantages that make them
unfavorable from a massive MIMO perspective. One being the fine-grained
granularity that exists in a processor array. Since most operations in massive
MIMO processing are vector based, using many RISC processors may not be
the best alternative. To map vector operations on such an array and shuffle
data between cores may incur a large overhead. This overhead may impact
the latency, which is crucial for a massive MIMO system.

There has also been work on hybrid architectures combining the two previous
approaches; By making use of more complex PEs, this architecture borrows
the idea of multiple heterogeneous cores. The major advantage here is the
very high run-time reconfigurability and the extended possibility to trim the
hardware for a specific application domain through accelerators. Examples
of such hybrid architectures are Tomahawk [82] and the heterogeneous re-
configurable cell array processor of [13]. While this type of architecture is
favorable, the major challenge is to identify what type of cores are needed,
how many cores are needed, how these cores should be interconnected and
implementation of a well-working compiler to map algorithms onto the plat-
form efficiently.

While the previous presented platforms were utilized to map baseband pro-
cessing, none of them actually mapped a massive MIMO application. For
completeness, we also want to mention several ASIC designs which have been
targeting similar applications, however, none of them for a massive MIMO
system of size 128×16. These state-of-the art designs may be found in [83–85].
As the only possibility of comparing such designs is by scaling them, only
certain parameters will be compared whereas others are skipped in order to
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Figure 7.2. Distributing the processing over several (not necessarily) homoge-
neous ASIPs, each working on a subset of the overall bandwidth
with one master controlling overall data flow.

avoid making unfair comparisons.

ASIPS IN A MASSIVE MIMO SYSTEM Operating massive MIMO based on
OFDM allows to distribute processing over several homogeneous ASIPs to
lower throughput constraints of each. This is comparable with how the pro-
cessing was distributed in the LuMaMi testbed discussed in Chapter 5. Fig-
ure 7.2 details this arrangement in a system. By distributing processing over
n ASIPs, the complexity per ASIP may be reduced by close to a factor of n,
however, in certain cases inter-ASIP communication is required. For example,
if channel estimation utilizes interpolation among subcarriers, these have to
be shared. Thus, one ASIP, as marked in Figure 7.2, operates as master. How
to exactly perform sharing within a system including several ASIPs is not part
of this work.
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7.2. MAPPED MASSIVE MIMO ALGORITHMS

In order to verify the performance of our designed VLIW ASIP, we map UL
detection for a 128×16 massive MIMO system based on OFDM onto it. A ZF
detector is chosen as the algorithm of choice, such that the pseudo-inverse of
the UL matrix G becomes

G† = (GHG)−1GH = Wdet. (7.1)

The detection matrix Wdet is then used to detect the transmitted symbols
based on the received vector r as

y = Wdetr. (7.2)

This process may be broken down into four main parts:

1. Calculation of the Gramian (GHG)

2. Inversion of the Gramian

3. Multiplication of Gramian inverse with GH

4. Detection Wdetr

as already discussed in Chapter 3.

7.2.1. MATRIX-MATRIX AND MATRIX-VECTOR MULTIPLICATIONS

Steps one and three are standard matrix multiplications. For the Gramian,
where M = 128 and K = 16, overall complexity scales as O(MK2). Step four,
the final detection of the received vector r is a matrix-vector multiplication
of a K×M matrix with the M×1 received vector and complexity scales with
O(MK).

7.2.2. MATRIX INVERSION ALGORITHMS

Inversion of the Gramian is the most complex part in the processing break-
down as many of the standard algorithms, e.g. Gaussian elimination do make
extensive use of divisions which are computational heavy in digital hardware
but also may cause stability issues in fixed-point implementations.

In order to compute the inverse three different algorithms shall be mapped
onto the ASIP. A standard QRD based on modified Gram-Schmidt and back-
substitution, extended QRD based on modified Gram-Schmidt to receive R−1

implicitly and Cholesky decomposition with back- and forward-substitution.
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QRD

Any complex square matrix may be decomposed into a unitary matrix Q and
an upper triangular matrix R by means of the QRD [86]. This can be written
as

A = GHG = QR. (7.3)

As Q is unitary, QHQ = I. Thus, the inverse of A may be calculated as

A−1 = (QR)−1 = R−1Q−1 = R−1QH. (7.4)

The inverse of Q is simply its Hermitian whereas R has to be inverted explic-
itly. Due to the fact that R is upper triangular with real values on its diagonal,
inversion is facilitated and may be done using back-substitution.

The Gram-Schmidt procedure orthonormalizes a set of vectors, in this case
the columns of A iteratively. In the first iteration it just normalizes column
vector q1 by calculating a1/ ‖a1‖. Then the second vector q2 is made or-
thogonal to the first one by subtracting the projection of a2 onto a1 and then
normalizing the resulting vector and so forth. Algorithm 7.1 shows one way
of performing the QRD based on modified Gram-Schmidt which is preferred
due to better numerical stability. The complexity for the QRD of a square

Algorithm 7.1: QRD based on modified Gram-Schmidt for K×K matrix.

input : An K×K complex matrix A
output: An orthonormal matrix Q and upper triangular matrix R

1 Q← 0K
2 R← 0K
3 for i← 1 to K do
4 vi ← ai
5 rii ← ‖vi‖2
6 qi ← vi/rii
7 for j← i + 1 to K do
8 rij ← qi ∗ vj

9 vj ← vj − rijqi

10 end
11 end

matrix with size K is in the order of O(K3).
In order to receive the inverse of R as required by Equation 7.4 back-

substitution may be used. Being an upper triangular matrix, the set of linear
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Algorithm 7.2: Back-substitution to solve a system of linear equations of
AB = IK with A being an upper triangular matrix and B the unknown.

input : Upper triangular matrix A
output: Solution to AB = IK

1 B← IK
2 for i← K to 1 do
3 for j← i + 1 to K do
4 bi ← bi − aijbj

5 end
6 bi ← bi/aii
7 end

equations AB = IK, with A being upper triangular, can be solved as shown in
Algorithm 7.2. In general, complexity for back-substitution scales as O(K2).

Once both algorithms obtained their results, the inverse of A is given by
Equation 7.4.

EXTENDED QRD

The inversion of R is still an overall challenging task, especially due to scalar
operations such as division involved. However, using an extended QRD im-
plicitly provides access to R−1 without the need for additional back-substitution
[87]. Matrix A is extended to a 2K×K matrix by adding an identity matrix

A = GHG (7.5)

Aext =

[
A
IK

]
(7.6)

The corresponding QRD yields

Aext =

[
A
IK

]
= QextRext =

[
Q1
Q2

]
R, (7.7)

thus,

I = Q2R→ R−1 = Q2 (7.8)

Therefore, performing QRD on the extended matrix Aext results in receiving Q
as well as R−1 without the additional need for explicit calculation using back-
substitution. Note, only Qext has to be explicitly calculated when utilizing
extended QRD, whereas Rext is not required except for intermediate steps
within the algorithm.
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CHOLESKY DECOMPOSITION

Another algorithm that can be used is based on Cholesky decomposition
which may be used on positive definite hermitian matrices such as the Gramian
matrix [86]. Cholesky decomposition factors the matrix A into a product of a
lower triangular matrix and its conjugate transpose

A = LLH. (7.9)

As for the QRD, the complexity of Cholesky decomposition scales as O(K3)
for a square matrix of size K.

Algorithm 7.3: Cholesky decomposition for K×K matrix.

input : A K×K positive definite matrix A
output: Lower triangular matrix L such that LLH = A

1 L← 0K
2 for j← 1 to K do
3 s(j : K)← A(j : K, j)
4 for k← i to j− 1 do
5 s(j : K, j)← s(j : K, j)− L(j : K, k) ∗ ljk

6 end
7 L(j : n, j) = s(j : n)/

√
s(j : n)

8 end

To compute the inverse of A, the problem

LLHA−1 = IK (7.10)

has to be solved with K being the size of the square matrix A. In order to
tackle this problem it is split up in two parts. First, solving the system

LU = In (7.11)

with L being a lower triangular matrix and thus, forward-substitution, as
shown in Algorithm 7.4 can be applied. As for back-substitution, forward-
substitution has a complexity scaling as O(K2).

Once U is known, it is used to solve the second problem

LHA−1 = U. (7.12)

As LH is upper triangular, back-substitution as presented in Algorithm 7.2
may be used.
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Algorithm 7.4: Forward-substitution to solve a system of linear equa-
tions of AU = IK with A being a lower triangular matrix.

input : Lower triangular matrix A
output: Solution to AU = IK

1 X ← IK
2 for i← 1 to K do
3 for j← 1 to i− 1 do
4 xi ← xi − aijxj

5 end
6 xi ← xi/aii
7 end

7.2.3. OPERATIONAL ANALYSIS

In order to get a clearer picture of the requirements we evaluate the imple-
mentation aspects for each of the algorithms presented previously, especially
considering the instruction types used to run them on a processor. Table 7.1
profiles the different scalar and vector operations needed for the four algo-
rithms presented. While the bulk of the operations in QRD and Cholesky

Table 7.1. Operational profile for QRD, Cholesky decomposition, back- and
forward substitution with K being the size of the square matrix.

Number of times needed for a K×K input matrix.
Operationa QRD Cholesky Back-subst. Forward-subst.

Ve
ct

or ab K2/2− K/2 – – –
a± b K2/2− K/2 K2/2− K/2 K2/2− K/2 K2/2− K/2

xb K2/2− K/2 K2/2− K/2 K2/2− K/2 K2/2− K/2
abH K – – –

Sc
al

ar 1/x K K K2/2 + K/2 K2/2 + K/2√
x K K – –

#Loops 2 2 2 2

a Numbers also include masked/guarded operations, i.e. multiplications of sub-
vectors as those are implemented identically but do only write back results of sub-
vector.

consists of vector operations, a lot of scalar operations are required in the
other two algorithms. Therefore, the scalar processing needs to be tightly
coupled to the vector unit. Notice that the number of operations scales with
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Table 7.2. Operational profile for matrix-matrix multiplication and matrix-
vector operations broken down to basic vector-only operations.

Operation Input Size ab a + b

Vector-vectora (K×1)(K×1) K –
Matrix-vector (K×M)(M×1) M M
Matrix-matrix (M×K)(K×M) MK MK

a elementwise multiplication

K, the number of UEs, which in massive MIMO is much lower than M, the
number of BS antennas.

Turning the focus on the plain matrix-matrix multiplications and matrix-
vector multiplications required to produce the Gramian matrix and to detect
the incoming UE symbols, the number of vector operations is shown in Ta-
ble 7.2. The matrix-vector and matrix-matrix multiplications scale with M,
and thus will add up to a significant number of iterations within the applica-
tion code, especially in the latter case (i.e. to calculate the Gramian matrix).
This suggests that the calculation of the Gramian will take up a large part of
the overall run-time for the complete UL detection.

Considering the introduced algorithms to be mapped on the ASIP and the
operation breakdown presented in Table 7.1 and Table 7.2, the following key
design features may be extracted:

• Strong support for highly efficient matrix-matrix, matrix-vector opera-
tions,

• dedicated scalar accelerators for low-latency implementation of division
and square-roots,

• support for vector operations only committed on subvectors,

• zero-overhead loop support to remedy the overhead impact of kernel
loops,

• tightly coupled scalar and vector units for operand movement.
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7.3. ASIP BASELINE ARCHITECTURE

7.3.1. HIGH-LEVEL ARCHITECTURE

The design is based on a VLIW architecture to efficiently support concurrent
load and store, scalar and vector operations. VLIW architectures allow a static
scheduling of concurrent operations before the software is deployed to the
processor. The domain targeted and the presented algorithms mainly require
streaming based processing which rarely uses conditional branches. Thus,
other architectures such as superscalar with out-of-order execution are not
favorable due to the immense hardware cost for parallelizing code during
run-time.

Four VLIW slots are used including a 32-bit RISC, two load- and store-units
and vector core as shown in Figure 7.3.

RISC

A 5-stage DeLuXe (DLX) architecture offering a full RISC instruction set was
utilized. Following additional features are included to improve MIMO pro-
cessing.

TIGHTLY COUPLED AND ENHANCED SCALAR ARITHMETIC Scalar process-
ing capabilities are required in many algorithms, e.g. if the norm of a vector
is calculated. Therefore, the DLX was tightly coupled with the vector core
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Figure 7.4. High-Level view of the vector core split into three different execu-
tion stages, pre-processing, SIMD and post-processing.

and the load- and store-units, both including registers directly mapped into
the DLX data-path. Many algorithms require integer square-root and integer
division on scalar values. Rather than using sub-optimal software routines,
those operations were accelerated using dedicated hardware implementation
such that results for each can be obtained within two clock cycles.

ZERO-OVERHEAD LOOP CONTROL Branches and loops, i.e. the overall con-
trol flow is triggered by the DLX. To limit the control overhead of for loops
which are extensively needed for calculations with large matrices and vectors,
zero overhead loop support for up to three nested loops was implemented.

LOAD- AND STORE UNITS

The load- and store-units move vectors between the vector core and vector
memory based on their address registers. In most cases, matrix operations
are indexed in a quite regular fashion through incrementing or decrementing
by one each iteration. Therefore, the units use simple addressing modes like
pre- and post-increment or decrement to support fetching of two vectors per
cycle.

VECTOR CORE

The vector core is based on a 6-stage pipeline with a 16-lane, 16-bit complex
SIMD data-path which handles all the computationally heavy tasks. Execu-
tion is divided into three stages, a pre-processing stage, the SIMD stage and
a post-processing stage, as shown in Figure 7.4. The vector register bank con-
sists of eight vector registers split into two equally sized banks, which are
driven by the write-back (WB) stage and the vector memory. The three execu-
tion stages are fully independent meaning that the compiler has full freedom



7.3. ASIP Baseline Architecture 109

vector
register

scalar
register

cmpl

conj

index

broadcast

index same vector

index other vector

cmpl

conj
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to optimally schedule operations on each stage during code compilation. Fea-
tures of the three pipeline stages are described next.

PRE-PROCESSING STAGE In this stage, vectors loaded from the vector reg-
isters can either be pre-processed before they are forwarded to the SIMD stage
or just fed-through without modification. For example, incoming vectors may
be complemented or conjugated, which is necessary when calculating the
Gramian of a matrix or vectors may be scaled with a scalar. Figure 7.5 de-
tails the pre-processing stage.

SCALAR-BASED VECTOR INDEXING In certain cases, vector elements are
extracted for further scalar processing, or a vector is initialized with constant
values. For these cases, a scalar register, initialized by the DLX may be used.
Depending on the operation it either indexes a vector element for extraction
or broadcasts its value into a vector.

SCALAR-SUPPORTED VECTOR DUPLICATION In order to prevent double-
fetching of vectors, e.g. when calculating the norm of a vector, the pre-
processing stage allows duplication of incoming vectors. To efficiently vector-
ize matrix operations, such as calculation of the Gramian and regular matrix-
matrix multiplication, two special cases of duplication are supported. In the
first one, an incoming vector may be processed and forwarded on one output
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while the second output produces a vector which is fully initialized with one
indexed element from the first vector. The second one, initializes the second
output vector with an indexed element from a second vector. In both cases
the scalar register holds the index value.

SIMD After pre-processing, the vectors are sent to the SIMD stage shown
in Figure 7.6. This stage is a fairly standard vector processing unit support-
ing addition, subtraction and multiplication of the inputs but also bitwise
operations such as AND, OR and XOR. In order to better support sorting op-
erations, the minimum and maximum of a vector may be extracted. In case
of certain instructions, e.g. extraction of a vector element, initialization of a
vector or access to the accumulator registers in the post-processing stage, the
SIMD stage may be set to feed-through data without any further interaction.

POST-PROCESSING The post-processing stage includes vector and scalar
accumulators, a masking unit and a scaling unit as shown in Figure 7.7.

VECTOR MASKING AND CONJUGATION Some algorithms require mask-
ing of certain vector elements, for example masking out specific UEs. The
masking logic allows elimination of elements of a result vector based on a
dedicated scalar masking register. Other post-processing capabilities are con-
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jugation of the result vector or simple feed-through of the vector to the write-
back stage.

VECTOR ACCUMULATION Accumulation of vectors and summation of
vector elements are very frequently used operations when operating on matri-
ces. Therefore, the post-processing stage includes two 20-bit complex vector
accumulation registers and two 20-bit complex scalar accumulation registers
to efficiently perform matrix operations, like matrix multiplication or dot-
product on very large matrices and vectors. A wider wordlength is chosen to
ensure enough dynamic range for intermediate results during iterative accu-
mulations.

SCALING & EXTRACTION The scaling and extraction unit provides a way
to extract scalar elements out of a vector and to scale values of either vector or
accumulation results. Using the scaling unit the dynamic range of values may
be adjusted within loop iterations in case operations involve many consecutive
accumulations.
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FLEXIBLE PARALLEL VECTOR MEMORY

Operating on large vector and matrices requires specific access patterns like
row-wise, column-wise and diagonal access. To efficiently support such access
patterns and to save time by not having to reorder fetched vectors within the
data-path, a parallel memory system is assumed [88]. Optimized for massive
MIMO, this memory offers flexible access patterns through optimized matrix
indexing schemes.

7.3.2. BASELINE INSTRUCTION-SET

The overall instruction width of the designed ASIP is 84-bit. Those are split up
in four units, DLX, Address Generation Unit (AGU)0, AGU1 and vector core
as shown in Figure 7.8. The DLX RISC processor is encoded in the first 32 bits
of the instruction featuring a full standard RISC instruction set. Thereafter, 17
bit are reserved for the two AGUs units. These may operate as two slots to
fetch two vectors per clock cycle or one slot for vector stack and immediate
load and store operations. Finally, the vector core is split into four parts.
First, the 5-bit selector to select the right combination of pre-processing, SIMD
and post-processing stages, followed by the actual micro-code words for these
stages which are encoded in 15-bit, 7-bit and 13-bit fields, respectively.

While the detailed micro-code for all units is presented in Appendix A, the
focus of the rest of this section is put on detailing the different types of vector
operations. In order to build a full vector instruction, these different types are
selected as one of the combinations defined through the 5-bit selector field.
All possible combinations are given in Table A.8.

PRE-PROCESSING

The pre-processing stage defines seven different types which are encoded as
”pre_inputs_outputs” with v being a vector and s being a scalar. Table 7.3
shows these base instructions and their corresponding output assignments.
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The first (pre_v_v) and third (pre_vv_vv) are essentially used in case of sim-

Table 7.3. The different PRE-processing stage types encoded as
pre_inputs_outputs where s is a scalar and v a vector, respectively.

Type Operations Output Assignments

pre_v_v none OutA←InA

pre_v_vv duplicate OutA←InA OutB←InA

pre_vv_vv none OutA←InA OutB←InB

pre_sv_vv
initialize OutA←InA OutB←ScalarIn
index_same OutA←InA OutB←InA[Index]

pre_svv_vv
index_other OutA←InA OutB←InB[index]
scale OutA←ScalarIn*InA OutB←InB

pre_sv_v
scalar_extract OutB←ScalarIn
scale OutB←ScalarIn*InB

pre_n_n feed_zero OutA← 0

ple feed-throughs without further processing, whereas pre_v_vv duplicates
a vector such that both outputs receive the same vector (with the option of
complementing or conjugating one or both). Others such as pre_sv_vv and
pre_svv_vv are either used to broadcast a scalar to a vector type as initial-
ization or to index an element of an incoming vector to then broadcast the
selected element to the output vector. These operations facilitate the efficient
implementation of the inner kernel loops for matrix multiplications of the
form AB and AA. To also support operations without any input from the
vector register, one type not reading any vector registers is added, namely
pre_n_n. Such an operation is for example needed when fetching the accu-
mulator in the post stage. The outputs of the pre-processing stage are then
propagated to the SIMD stage as discussed next.

SIMD

Only three different types are supported in the SIMD stage as shown in Ta-
ble 7.4. In case only a single vector is being processed, simd_v_v just pushes
the vector through the stage without further modification. Whenever there
are two vectors reaching the input of the SIMD stage, simd_vv_v will per-
form one of the operations defined for this case. Finally, as provided in the
pre-processing stage, there is an instruction that does not perform any opera-
tion, in case of a post-processing instruction fetching accumulator values.
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Table 7.4. The different SIMD-processing stage types encoded as
simd_inputs_outputs where s is a scalar and v a vector, re-
spectively.

Type Operations Output Assignments

simd_v_v none OutA←InA

simd_vv_v add, sub, mul OutA← InA(+/− /∗)InB
and, or, xor OutA← InA(&&/||/⊕)InB
min, max OutA← min/max(InA)
none OutA← InA

simd_n none OutA← 0

POST-PROCESSING

The post-processing stage not only performs operations but also handles the
write-back for the following write-back stage. Four different sources or desti-
nations exist and those are v for vector, va for vector accumulator, s for scalar
DLX register and sa for scalar accumulator. For example, post_v_v may just
feed the input through to the vector register in the write-back stage, perform
boolean operation with a masking register or complements/conjugates the
vector. In order to set vector accumulators, sum a vector or set scalar accumu-
lator post_v_va and post_v_sa are provided. Extracting the result of an accu-
mulation is done using either post_va_v for vector accumulator or post_sa_s
for scalar accumulator with the corresponding destination being either a vec-
tor register or a DLX register. Other instructions handle moves among vector
accumulator registers (post_va_va) as well as perform the vector accumulation
such as post_vva_va.
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Table 7.5. The different POST-processing stage types encoded as
post_inputs_outputs where s is a scalar, v a vector, va vector
accumulator and sa scalar accumulator, respectively.

Type Operations Output Assignments

post_v_v
none OutA←InA
and, or, xor OutA← InA(&&/||/⊕)MaskReg
complement, conjugate OutA← /̃∗InA

post_v_va set vector accumulator VecAccu← InA

post_vva_va vector accumulate VecAccu←InA+/−VecAccu

post_v_s extract scalar DLXReg←InA[0]
sum vector DLXReg←Sum(InA)

post_v_sa sum vector ScaAccu←Sum(InA)
set scalar accumulator ScaAccu←InA[0]

post_va_v get vector accumulator OutA←scale(VecAccu)

post_va_va move vector accumulator VecAccu[index0]←VecAccu[index1]

post_sa_s get scalar accumulator DLXReg←scale(ScaAccu)
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7.4. ASIP EXTENDED ARCHITECTURE

7.4.1. EXTENDED HIGH-LEVEL ARCHITECTURE

The involved matrix multiplications in the UL detection offer inherent paral-
lelism as shown in Table 7.2. These may be exploited to further increase per-
formance, i.e. the overall throughput of the proposed ASIP. Thus, a 16×16 sys-
tolic array is mapped into the datapath alongside the standard 1-D SIMD. To
enable pre-processing of vectors, the systolic array shares the pre-processing
stage as shown in Figure 7.9. In this section, we first discuss systolic arrays in
general before introducing the detailed implementation. Finally, the extended
instruction-set used to trigger the array is shortly presented.

SYSTOLIC ARRAYS

In order to boost a very regular operation, such as matrix multiplication, sys-
tolic arrays are very efficient.

As an example, Figure 7.10 shows a 3×3 systolic array architecture which
can be used to perform an efficient 3×3 matrix multiplication. Considering a
matrix multiplication A× B, each PE implements a MAC operation and the
result for index ax,y is locally accumulated inside PE(x,y). The real performance
boost kicks in as soon as the systolic array is fully filled with data and all nine
units perform the MAC operations in parallel. The matrix multiplication may
be seen as a wavefront propagating through the array, thus the inputs need to
be pipelined with the 2nd row of input matrix A being delayed by one clock
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cycle and the 3rd by two clock cycles.
To increase utilization of the PEs a second multiplication can be started by

pipelining a second wavefront directly after the first. In general, this is a good
choice as it takes 2n − 1 cycles until all units are utilized and 3n − 2 cycles
until the whole matrix is calculated.

Figure 7.11 shows the first three iterations and summarizes the performed
arithmetic in each PE.

The matrix multiplication is carried out as

C(k) = C(k−1) + Ak∗B∗kfor k = 0,1,...,n (7.13)

where n is the dimension of the matrices (here 3), Ak∗ is the k-th row of A
and B∗k is the k-th column of B. For example, as seen in Figure 7.11a, the first
element of matrix C, c11 is calculated in the first cycle as

c(1)11 = c(0)11 + a11b11 (7.14)

with c(0)11 = 0 as initial state. In the next clock cycle, a11 and b11 propagate
to the next PE, PE(0,1) and PE(1,0), respectively (see Figure 7.11b). The third
clock cycle is depicted in Figure 7.11c. In this stage, a11 propagated to PE(1,3)
and b11 to PE(3,1). Calculation of the first element c11 is finished in this stage
having performed the overall accumulation of a11b11 + a12b21 + a13b31.

As the results for the multiplication are accumulated locally at each PE, a
network capable of shifting out results is required in a proper design imple-
mentation (not shown here).

Systolic arrays are very regular and well synchronized. Moreover, the reg-
ular wiring structure with all the PEs only connected to direct neighbors can
be exploited by removing the need for globally routed wires. This simplifies
wiring in place and route especially for systolic arrays of higher dimensions.
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Figure 7.11. The first three iterations for a matrix multiplication on a wave-
front array: (a) PE(1,1) receives the first input, (b) PE(1,2) and
PE(2,1) are also utilized, (c) all PEs except PE(3,2), PE(3,3) and
PE(2,3) received input data.

MAPPING SYSTOLIC ARRAY INTO A PROCESSOR DATA-PATH The wave-
front systolic array presented in the previous section, cannot be one-to-one
mapped into a processor data-path pipeline for several reasons. In a proces-
sor, a full vector would be accessed per-cycle, and thus an array of registers
delaying the inputs accordingly is needed. This leads to problems with our
utilized compiler, as it expects a delay of one for all data entering a pipeline
stage. A similar argument holds for the result output network that needs to
shift out results, even while a 2nd iteration of multiplication is running in the
array. However, we want to write back results as full vectors to lower memory
pressure and access frequency. Here, the same problem occurs, that is the
compiler expects all data moving from one pipeline stage to the next to have
one clock cycle delay. Mapping a required delaying network out of registers
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Figure 7.12. A 3×3 systolic array mapped into a processor pipeline.

is thus not easily doable either.
In order to circumvent these issues and to give the compiler inherent access

to all delays within the circuitry, the systolic array is mapped onto the pipeline
stages, with the delays being implicitly incorporated by utilizing more stages.
Therefore an n×n array requires 2n− 1 stages, the same amount as it takes
to fully fill all PEs inside the array. As can be seen in Figure 7.12 the 3×3
systolic array is mapped onto five execution stages. Inputs are read as whole
vectors from the vector registers and then implicitly delayed by the pipeline
stages, e.g. PE(2,1) which receives input a21 in the second stage. Furthermore,
the result output network also delays the result implicitly, such that always a
whole vector is written back to the memory.

Another detail, discussed in the next section is the fact that results of the last
row have to be pulled out first, as results shifted in from previous rows would
overwrite those otherwise. However, as the array is mapped onto the data-
path it is triggered and controlled via instructions which are feed-forward,
flowing from the beginning of the pipeline to the end. Thus, instructions
extracting results will trigger for first rows of the array before the last row in
the array. One solution for this would be to give every local result register a
dedicated wire to shift out results, however, the design would suffer from a
very high wiring overhead and would nullify the locality of wiring principle,
one of the key features of systolic arrays. How this was solved in the proposed
ASIP design will be discussed in the next section.

SYSTOLIC ARRAY ARCHITECTURE IMPLEMENTATION In this section the
implementation details of the systolic array into the proposed ASIP are dis-
cussed in detail. Targeting a 128×16 massive MIMO system, a systolic array
size of 16×16 is chosen to match the resulting size of matrices within the
system processing. This way maximum performance for calculation of the
Gramian and other multiplications for detection is achieved. The array uti-
lizes 256 PEs which all are based on the same architecture.
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Before discussing the detailed implementation of the PEs, the overall array
structure is presented and discussed. It closely follows the 3×3 arrangement
discussed in previous sections but will include details of the result forwarding
network and the counters required for control purposes. Figure 7.13 shows
the overall arrangement of the systolic array. Vectors are fetched from the
vector registers and enter the pre-processing stage just as for the standard
1-D SIMD part. Then, vectors are passed through the array where they are
implicitly delayed by the pipeline stages ranging from E2 to E17 where the
last input enters a PE. Connections in Figure 7.13 are color coded for the 3
types. The details of those can be summarized as:

• Horizontal network (Green):
These are the inputs from vector register A, which are passed through
horizontally and propagate through a full row.

• Vertical network (Red):
These are the inputs from vector register B, which are passed through
vertically and propagate through a full column.

• Result network (Yellow): The result network is utilized to shift out the
results locally accumulated at the PE. Results are shifted out row-wise,
with the last row first.

Moreover, each stage contains a simple counter triggered based on instruction
type. Whenever an instruction fetching a result enters the respective pipeline
stage, this counter is incremented.

Figure 7.14 details the base PE utilized in the systolic array. Overall there are
6 different flavors of PEs, however, they all only show minor adjustments in
functionality compared to Figure 7.14. PEs are divided into three parts, Accu-
mulation, Local Result and Result Forwarding. Each PE receives the counter
input at cnt_in and a threshold value. The counter thresholds are based on
the row index of the PE. For example, row 16 has a counter threshold of 1,
whereas row 15 has a counter threshold of 2. Each input from in_l and in_u
propagates unmodified to outputs out_r and out_d, respectively. Moreover,
these inputs are multiplied and accumulated with previous calculations, un-
less a result fetching operation is entering for the first time. In this case, the
input multiplexer sets the second input of the adder to zero and thereby al-
lows to start a second calculation directly following the first.

Secondly, the Local Result part is responsible for holding the currently accu-
mulated but not yet forwarded result. Therefore, in case a second iteration of
a multiplication enters the array, the Local Result logic, holds the result of the
first calculation, while the Accumulation logic is performing the second one.
This kind of local storage is required, as instructions are flowing through the
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Figure 7.14. The general PE used inside the systolic array in the proposed
ASIP.

pipeline in feed forward fashion, and thus, results of the first row are shifted
out last and result of the last row are shifted out first.

Lastly, the Result Forwarding part is responsible for forwarding the result
from previous rows to the following rows. This means that all PEs with row
index 16, will feed their own local result onto the output when the first result
fetching instruction enters the logic, for each other result fetching instruction,
they will forward whatever they receive at the result input. For example, all
PEs with row index 15 will feed their local result to the output for the first
two result instructions and feed through the result input for all other cases.

Table 7.6 lists the removed inputs and outputs for variants of the presented
general PE. In general, whenever an input related to a multiplexer is removed,
that certain multiplexer is replaced by a constant default connection. For
example, all PEs of the first row do not have a result input, as they are the
first elements in the array. Thus, the multiplexer in the Result Forwarding logic
is removed and replaced with a constant connection of the Local Result to the
result output.

7.4.2. EXTENDED INSTRUCTION-SET

To accommodate the systolic array several instructions were added. Mainly,
four classes are utilized, that is instructions which only push inputs into the
array, instructions which push inputs in and fetch results, instructions that
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Table 7.6. PE variants used in the systolic array

PE Placement Inputs rem. Outputs rem. # units

General - - 210
First Row Result in - 14
First Column - Out bottom 15
Last Column - Out right 15
Upper Right Corner Result in Out right 1
Lower Right Corner - Out right, Out bottom 1

only fetch results and an instruction that flushes the whole array and ensures
that all units are in their respective initial state. Table 7.7 shows the additional
instructions for the vector unit in order to operate the systolic array. Detailed
micro-code and added combinations to form the full vector instruction can be
found in Table A.8 and Table A.9 in Appendix A, respectively. The first class

Table 7.7. The added instruction for the vector unit in order to execute oper-
ations on the systolic array.

Type Operation

sys_array_flush reset all units

sys_array_inp input 2 vectors
sys_array_single_inp input 1 vector

sys_array_inp_res input 2 vector, result to [addr]
sys_array_single_inp_res input 1 vector, result to [addr]

sys_array_res result to [addr]

simply flushes the whole systolic array and ensures that all units are in their
initial state.

In order to perform a first multiplication on the systolic array, only data has
to be pushed in which is done by instructions in the second class. For this,
data is read either from both vector registers for multiplication of two different
matrices or from one vector register using duplication functionality in pre-
processing stage in order to multiply two identical matrices, for example to
calculate the Gramian.

The third class, reads data from vector registers, similar to the input-only
instructions, but at the same time fetches results in order to allow pipelining of
operations. Write-back is performed directly into the memory in the last stage
based on a dedicated scalar address register initialized by the DLX processor
with added post-increment and post-decrement functionality.
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The fourth and last class of instructions does only fetch results. In this
case, inputs are forced to zero while results are fetched and written-back to
memory in the last stage.

Having detailed the ASIP baseline and extended architecture, the next chap-
ter will discuss the achieved performance, area and energy efficiencies, syn-
thesis results and post-synthesis power estimations.



8
ASIP Performance and Discussion

8.1. EVALUATION

To evaluate and verify the performance of our designed VLIW ASIP, we
benchmark UL detection for a 128×16 massive MIMO system based on OFDM
using the algorithms introduced in Section 7.2.

8.1.1. APPLICATION CODE ANALYSIS

A cycle and functional accurate simulator is used to extract the processor
utilization and clock cycle numbers as well as program size.

BASELINE ARCHITECTURE Table 8.1 shows the run-time and code size for
the presented algorithms mapped onto the baseline ASIP architecture. The
matrix multiplication operations 1 and 7 require 2183 and 5145 clock cycles,
respectively even with a utilization of the vector unit of more than 95%. The
QRD and extended QRD given as operation 2 and 3 do not show a too large
difference in clock cycle count when keeping in mind that the latter implic-
itly calculates the inverse. Due to the fact of having an augmented matrix,
more operations can be scheduled as there are no dependencies. In case of
the standard QRD software stalls are introduced within inner kernel loops
to solve Read-after-Write (RAW) dependencies. Cholesky may be performed
faster than QRD, however, as discussed in Section 7.2, forward- and backward
substitution need to be executed in order to receive the actual inverse. Finally,
the detection utilizes 337 clock cycles for each received vector. Table 8.2 details
the overall clock cycles and code size for the 16×16 matrix inversion based
on QRD, extended QRD and Cholesky. It is clearly visible that the extended
QRD approach shows the highest performance being about 25% faster than
QRD and about 55% faster than Cholesky. This is achieved by the more effi-
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Table 8.1. Run-time analysis of the different massive MIMO baseband pro-
cessing algorithms presented in Section 7.2 mapped onto the base-
line ASIP architecture.

Index Operation Code Sizea Clock cycles Utilizationb

1 Gramian (HHH) 25 2183 95%
2 QRD 96 2768 20%
3 Extended QRD 116 3619 15%
4 Cholesky 47 2570 10%
5 Back-substitution 72 2207 15%
6 Forward-substitution 47 3638 22%
7 Multiplication with HH 29 5145 45%
8 Detection Wdetr 29 337 44%

a In number of words with each instruction word 84-bit.
b Utilization of the vector unit.

Table 8.2. The overall run-time in clock cycles and code size for a 16×16 ma-
trix inversion on the baseline ASIP. Left number clock cycles and
right number code size in words.

Method Operation 1 Operation 2 Operation 3 Overall

QRD
QRD Back-subst.

2768 96 2207 72 4975 168

Ext. QRD
Ext. QRD

3619 116 3619 116

Cholesky
Cholesky Back-subs. Forward-subst.

2570 47 2207 72 3638 47 8415 166

cient vectorization possible due to the augmented matrix. Back-substitution
and forward-substitution do perform well, however, the required scalar oper-
ations, especially square-root operations and divisions remedy performance
quite a bit.

Putting all the algorithms together in order to perform UL detection for
massive MIMO, Table 8.3 gives the overall run-time for 16 detected vectors
when utilizing the baseline architecture including the 1-D SIMD. The overall
code size, also detailed in Table 8.3, is identical for QRD and Cholesky ap-
proach, whereas extended QRD requires about 20% less program memory.
Almost 13,000 cycles are spent on matrix multiplications, which is up to 75%
of the overall run-time. This motivates the mapping of the 2 matrix multipli-
cations as well as the detection onto the systolic array.
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Table 8.3. The overall run-time in clock cycles and code size for the UL detec-
tion of 16 received vectors on the baseline ASIP architecture.

Method Overall clock cycles
Code Sizea

#Words Actual Size

QRD 17695 334 3.5 kB
Extended QRD 16339 282 3 kB
Cholesky 21135 332 3.5 kB

a Each instruction word is 84-bit wide.

EXTENDED ARCHITECTURE The performance of the matrix multiplications
when mapped onto the systolic array are significantly improved as shown in
Table 8.4. For the Gramian a speed-up factor of 12 is achieved, while the multi-
plication of the Gramian with HH achieves a factor of 28 speed-up. Moreover,
to speed-up the final detection, i.e. the multiplication with the received vector
r, it is possible to combine 16 received vectors and then map them onto the
systolic array by combining them into a 128×16 matrix. Utilizing this, 16 vec-
tors may be detected within 178 clock cycles leading to an overall performance
boost of 30 times as compared to only utilizing the vector unit.

Table 8.4. Run-time analysis of the matrix-matrix and matrix-vector opera-
tions when mapped onto the systolic array.

Index Operation Code Sizea Clock cycles Utilizationbc

1 Gramian (HHH) 25 178 72%
2 Multiplication with HH 29 181 70%
3 Detection of 16 r vectors 29 178 72%

a In number of words with each instruction word 84-bit.
b Utilization of the systolic array unit.
c Calculated as overall cycles for function / cycles unit busy, and thus does not give
utilization number of PEs.

As the matrix-multiplications are heavily optimized via the systolic array
and the contribution to each method is similar, the order for the performance
does not change, i.e. extended QRD is still fastest, whereas Cholesky remains
the slowest of the here mapped algorithms. The overall speed-up for detec-
tion through the introduction of the systolic array is tremendous as shown
in Table 8.5. The achieved speed-up ranges from two to four times for 16
detected vectors depending on the algorithm used for matrix inversion. Ex-
tending the systolic array with more functionality to actually perform division
in some of its PEs, as suggested in [89] and then mapping back- and forward-
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Table 8.5. The overall run-time in clock cycles and code size for the UL detec-
tion of 16 received vectors with systolic array.

Method Overall clock cycles
Code Sizea

#Words Actual Size

QRD 5512 251 2.6 kB
Extended QRD 4156 199 2.1 kB
Cholesky 9752 249 2.6 kB

a Each instruction word is 84-bit wide.

substitution, and QRD on it could further increase the overall speed-up.

8.1.2. SYNTHESIS RESULTS

To obtain gate count and frequency numbers, the design was synthesized
using ST28 nm FD-SOI technology with a target frequency of 800 MHz.

BASELINE ARCHITECTURE The baseline architecture ASIP utilizes overall
about 250 kGE as shown in Table 8.6. The SIMD stage covers the biggest part
of the overall area followed by pre-processing stage and vector registers. Only

Table 8.6. Synthesis Results for baseline ASIP

Function Block Area [µm2] Gatesa

DLX 6k 11.9k
Load/store 2.2k 4.5k
Vector Register 25.3k 50.1k
Pre-processing 26.7k 53.5k
SIMD 49k 98.1k
Post-processing 15.6k 31.2k

Overall 124.8k 249.3k

a Number of equivalent NAND gates calculated using area of smallest NAND gate.

12 kGE are occupied by the RISC processor not considering memories which
is just about 5% of the overall gate count.

EXTENDED ARCHITECTURE Including the systolic array, the proposed ASIP
utilizes 1214 kGE. Detailed gate count for the different units is given in Ta-
ble 8.7. Figure 8.1 shows the area distribution. The 16×16 systolic array covers
74.1% of the overall area, whereas the vector unit, AGUs and DLX occupy the
other 25.9%. Out of the 25.9% not covered by the systolic array, AGUs and
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Table 8.7. Synthesis Results for extended ASIP

Function Block Area [µm2] Gatesa

DLX 7.6k 15.3k
Load/store 4.5k 9k
Vector Register 30.8k 61.8k
Pre-processing 36.3k 72.9k
SIMD 58.3k 117k
Post-processing 19.9k 39.9k

Systolic Array 450k 903k

Overall 607k 1214k

a Number of equivalent NAND gates calculated using area of smallest NAND gate.

Systolic Array
Rest (DLX + Vector Core)

74% 26%

19.6%

23.1%

37%

12.6%

4.8%

2.9%

Vector register
Pre-processing

SIMD
Post-processing

DLX
AGU

Figure 8.1. Area distribution and overall area of the proposed ASIP.

DLX are the smallest contributors whereas pre-processing stage and vector
registers dominating.

8.1.3. POWER ESTIMATION

To receive a proper estimate of the power consumption post-synthesis simu-
lations based on Value Change Dump (VCD) data are analyzed. For this, all
the algorithms required for the UL channel detection are compiled, loaded
into testbench memory and then simulated using a Hardware Description
Language (HDL) simulator.

Although, this post-synthesis power simulation will not provide exact in-
formation as parasitics especially from wiring are missing, it can provide a
good estimate on how the total power consumption is distributed among the
different units.
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BASELINE ARCHITECTURE For the baseline architecture the estimated over-
all power is 25.2 mW and is distributed as shown in Figure 8.2. The majority

36%
18.4%

20.1%
14.7%

9%
1.7%

Vector Register
Pre-processing

SIMD
Post-processing

DLX
AGU

Figure 8.2. Power distribution of the baseline ASIP running the presented al-
gorithms.

of power is consumed by the vector registers, followed by the SIMD and pre-
processing stage.

EXTENDED ARCHITECTURE Including the systolic array, overall power is
estimated to be 148 mW of which the systolic array consumes 110 mW being
about 74% whereas DLX, AGU and the vector core consume 38 mW. The
power distribution is shown in Figure 8.3. As in the area comparison, the pre-

Systolic Array
Rest (DLX + Vector Core)

74.1% 25.9%

42.6%

23.5%

4.4% 16.7%

10.7%

2%

Vector Register
Pre-processing

SIMD
Post-processing

DLX
AGU

Figure 8.3. Power distribution of the extended ASIP running the presented
algorithms.

processing stage and vector register consume most power. The pre-processing
utilizes about 23.5% of the overall power without considering systolic array
whereas 43% are used by the vector registers. After this, the post-processing
stage including accumulator units follows with about 16.7% of the power. The
lowest contributor is the AGU and the SIMD stage.
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POWER ESTIMATION INCLUDING MEMORIES Note, the power estimations
were performed without memories included. To get a better view of how
much power a complete system would take, we try to estimate the power
consumption of the involved memories. For the program memory, a 80-bit
memory with 2k words was analyzed with a read access in every clock cycle.
This memory showed a power consumption of 27 mW. If we target for a
program memory of 8k in a final system, the power may be estimated around
108 mW by scaling. The data memory is built of four 8-bit memory banks
in order to support different data access modes. Assuming a 50% activity
cycle for read and write access the total power sum-up would become 15 mW
for a 2k word implementation. Scaling up to 8k, final power consumption is
estimated as 60 mW. The 512-bit vector memory power consumption is taken
from the implemented massive MIMO memory system detailed in [90] with
a maximum power consumption of 163 mW in read mode and 188 mW in
write mode. Assuming 50% read/read, 25% read/write and 25% single read
mode, an average of 292 mW is taken. These power numbers are estimates
and will certainly differ for a design going through the whole back-end flow
(especially place-and-route stage due to wiring parasitics introduction) and
depending on running programs (due to changing activity). Nonetheless, they
allow us to do a rough comparative analysis. To summarize Figure 8.4 shows
the proportions each of the blocks consumes with an overall estimated power
of 482 mW for the baseline and 608 mW for the extended version including
the systolic array. For the baseline ASIP, only 5% of the overall power goes

24.3%

48%

17.8%

9.9%

ASIP
Vector Memory

ProgramMemory
DLX Data Memory)

5.2%
60.2%

22.3%

12.4%

Baseline Extended

Figure 8.4. Power distribution of the baseline and extended ASIP including
memory power consumption estimates.

into the ASIP whereas the rest is covered by memories. This might be a bit
wrong of an estimation as the memory is significantly dominating, however,
we want to keep memories identical for both designs in order to have a better
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comparison. In case of the extended architecture, 25% of the overall power
consumption is dedicated to the ASIP.

8.1.4. PERFORMANCE

In order to classify the performance of our mapped algorithms, we consider
several system characteristics in this section.

QRD EFFICIENCY First, we compare the performance of the implemented
QRD based on raw MQRD/s/kGE to other state-of-the art designs. Figure 8.5
shows the performance of the two mapped QRD algorithms in comparison to
several state-of-the art ASIC implementations from [83–85]. In case of the

1

2

3

1.1

2.12

3.5

3

4.24

Figure 8.5. QRD efficiency comparison with state-of-the-art ASIC implemen-
tations.

QRD methods our proposed design achieves two to four times less perfor-
mance. However, this is expected when compared to ASIC, since our pro-
posed ASIP is fully programmable, run-time flexible and can adapt to future
changes in 5G standards. Note, in order to make this comparison, gate count
without systolic array is used, as the systolic array is not utilized for the QRD
computation so far.

THROUGHPUT AND EFFICIENCY Secondly, we intend to quantify other met-
rics such as detection throughput, area efficiency and energy efficiency of the
design. We base those calculations on a resource block within which the
overall detection matrix only has to be calculated once. Assume a coher-
ence bandwidth of 16 subcarriers with a used 64-QAM modulation. As for
the LuMaMi testbed, we are using a standard Jakes’ fading assumption to
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calculate the coherence time for UEs with a speed of 5 km/h, 50 km/h and
100 km/h. Moreover, we assume the OFDM parameters given in Table 4.1
such that one OFDM symbol has a length of 71.4 µs.

Based on the post-synthesis clock frequency of 800 MHz the metrics for the
three presented methods and both ASIP designs are given in Table 8.8. De-
pending on the targeted UE speed, coherence time is within 100 and 5 OFDM
symbols which has significant impact on throughput as well as efficiencies.
The extended QRD approach achieves the best performance with a maximum
throughput of 5.6 Gb/s. If we target for UE speeds as fast as 100 km/h the
throughput drops more than four times which also holds for the area effi-
ciency. This is due to the coherence time being significantly shorter than for
slow UEs. Thus, the detection matrix which contributes most of the overall
clock cycles for the application requires more frequent updates. This is also
visible for the estimated energy efficiency. The efficiencies for the baseline
architecture are overall much lower, but also more constant. Due to the bigger
influence of the final matrix-vector operation needed for detection, there is
not as much speed-up when detecting many vectors with a constant detec-
tion matrix, and thus, there is not a big drop. Comparison to other design
is difficult in this case as there are no comparable designs in literature es-
pecially targeted for a 128×16 massive MIMO system. To compare, results
would have to be scaled based on matrix sizes. Additionally, it has to be clear
which parts of designs were part of efficiency calculations as energy efficiency
may differ significantly when focusing only on the computational part while
not considering memory contributions. Due to these reason we will not pro-
vide direct area and energy efficiency comparisons to other state-of-the art
implementations in this chapter.
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Table 8.8. Throughput, and area and energy efficiency for the two ASIPs.

Method used→
Ext. QRD QRD Cholesky

UE Speed [km/h] UE Speed [km/h] UE Speed [km/h]
5 50 100 5 50 100 5 50 100

Parameters

Coherence Bandwidth nb [#subcarriers] 16 16 16 16 16 16 16 16 16
Coherence Time [ms] 7.2 0.73 0.36 7.2 0.73 0.36 7.2 0.73 0.36
Coherence Time nt [#OFDM symbols] 100 10 5 100 10 5 100 10 5

Baseline ASIP Architecture

Clock cycles to detect nbnt 550,147 64,867 37,907 551,503 66.223 39.263 554,943 69.663 42,703
Calculation time to detect nbnt [µs] 688 81.1 47.4 689 82.8 49.1 694 87.1 53.4
Throughput [Mb/s] 223 190 162 222 186 156 221 176 144
Area Efficiency [Mb/kGE] 0.89 0.75 0.65 0.89 0.74 0.63 0.88 0.7 0.58
Energy Efficiencya [nJ/b] 1484 206 140 1491 215 151 1510 238 179

Extended ASIP Architecture

Clock cycles to detect nbnt 21,778 5,758 4,868 23,134 7,114 6,224 26,574 10,554 9,664
Calculation time to detect nbnt [µs] 27.2 7.2 6 28.9 8.9 7.78 33.2 13.1 12
Throughput [Gb/s] 5.6 2.1 1.3 5.3 1.7 1 4.6 1.1 0.6
Area Efficiency [Mb/kGE] 4.7 1.75 1 4.4 1.4 0.8 3.8 0.96 0.5
Energy Efficiencya [nJ/b] 2.9 2 2.9 3.3 3.13 4.8 4.37 6.9 11.5

a Based on estimated memory power consumption and depending on activity given by running program.
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BASELINE VERSUS EXTENDED COMPARISON To emphasize the most im-
portant takeaways from Table 8.8 this section provides comparison for the
achieved speed-ups and improvements when comparing baseline design to
extended version. Figure 8.6 details the speed-ups achieved for the matrix
operations and the overall detection. The systolic array improves the run-time
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Figure 8.6. Speed-up of the extended ASIP versus the baseline ASIP for matrix
operations and full detection of 16 received vectors when using
extended QRD.

of matrix-matrix and matrix-vector operations up to 30x when compared to
the standard 1-D SIMD architecture. Comparing the improvements for the
overall detection, we see that especially for long coherence times, i.e. slow
changing channels, a significant speed-up of up to 25x is possible. However,
with smaller coherence times this speed-up also drops significantly as the
channel detection matrix has to be calculated more frequently. This lowers
the benefits gained from the systolic array as fewer detections are performed
before a new detection matrix has to be produced.

Figure 8.7 shows a comparison between the baseline and extended archi-
tecture for the area efficiency. Again, the improvements lower with coher-
ence time, i.e. with faster moving UEs. A maximum improvement of 5.3x is
achieved for slow UEs whereas for fast moving UEs, this shrinks to just 1.5x.

Similarly, the energy efficiency (excluding memories) is behaving. Fig-
ure 8.8 shows the comparison, baseline versus extended ASIP architecture.
While for slow UEs, a factor of 108x higher energy efficiency can be achieved,
this lowers to about 10x for fast changing channels.
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QRD.

Regarding these results, we can state that the design achieves very high
performance for high coherence times whereas the advantage shrinks with
faster changing channels. This is due to the fact, that the systolic array is
not involved in the matrix inversion process required for every new detection
matrix, and thus, the benefits are not as pronounced if a detection matrix has
to be calculated very frequently. Thus, we can conclude, that for further op-
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line ASIP for full detection of 16 received vectors utilizing ex-
tended QRD.



8.2. Advantages of High-Level Programmability 137

timization, the systolic array has to be involved in the actual inversion of the
matrix, in order to keep the benefits steady also for high mobility environ-
ments.

8.2. ADVANTAGES OF HIGH-LEVEL PROGRAMMABILITY

Before moving on to the discussion part, two examples shall present the ease
of programming with a high-level language such a C. Listing 8.1 shows the
calculation of the Gramian using the vector core unit of the ASIP. The overall
multiplication is performed in two loops, the outer one running for 16 and
the inner kernel loop running for 128 iterations. In the outer loop, the ac-
cumulator registers is reset using vaccumset function and also the result is
fetched using vaccumget. The kernel loop fetches one vector of the input ma-
trix and utilizes the indexing of same vector to perform the multiplication and
accumulation. Listing 8.2 shows the same operation mapped onto the systolic

Listing 8.1 Example code for Gramian mutliplication mapped onto the vector
core unit.

Calculate the Gramian
Input: G
Output: G_out

*/
v16cint_t a; // complex vector variable
vcaccum_t c_a; // complex accumulator variable
for (int i=0; i<16; i++)
{
// set the accumulator register to 0
c_a = vaccumset(0);
for (int j=0; j<128; j++)
{
a = G[j]; // fetch one vector from matrix
//multiply & accumulate a with i-th element of a
c_a = vaccumadd(c_a, a * pre_idx_same(a,i));

}
//fetch result, extract bit 31:0 and store
G_out[i] = vaccumget(c_a,8);
}

array. This function also consists out of two loops, the first one pushes 112
vector into the array, the second one fetches 16 times results while feeding the
inputs with zeros. While in general throughput is increased with pipelining
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Listing 8.2 Example code for Gramian mutliplication mapped on the systolic
array.

/*
Calculate the Gramian
Input: G
Output: G_out

*/
int rows = 128;
int cols = 16;
int res_idx = 0;
int fetch_idx = 0;

// fill the array
for (int j = 0; j < rows-cols; j++)
{
sys_inp(G[fetch_idx], G[fetch_idx++]);

}
// fetch the outputs
for (int j = 0; j < cols; j++)
{
G_out[res_idx++] = sys_res();

}

several multiplications in the systolic array, tests showed that this is hardly
the case here. Utilizing a function with input parameters setting the loop
count, leads to the compiler not scheduling the loops onto the zero overhead
HW loops, and thus makes the pipelining effect vanish due to loop overhead.
However, a fixed constant number, e.g. 10 may be used such that the compiler
still utilizes the provided zero overhead loop HW. In order to clean up the
code to execute operations on the systolic array, drivers could be provided
that hide complexity completely from the end-user, however, this is not part
of this discussion.

8.3. POSSIBLE FUTURE IMPROVEMENTS

The proposed ASIP achieved very good performance with a throughput of
up to almost 6 GB/s. Thus for moderate speed cases, one single ASIP is able
to handle the complete detection process, even for 1200 OFDM subcarriers.
Moreover, there is a considerable margin to also map channel estimation or
even DL precoding. However, this requires some more analyzes to actually
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find the preferable solution as either having one ASIP doing all calculations in-
cluding detection, precoding and channel estimation only for a smaller num-
ber of subcarriers or having one ASIP doing only one calculation of the three
but then on a bigger set of subcarriers. Main point to look at here is the data
flow on the overall system and which one is easier to map from system level
but also does not cause issues with moving the data.

Nevertheless, there are possible future improvements which will be shortly
discussed here.

EXTEND SYSTOLIC ARRAY One of the most beneficial improvements would
be to move more operations to the systolic array to further improve run-time
of programs to get the designed ASIP very close to ASIC performance even in
fast varying channels. As seen in the performance evaluation, the benefits of
the systolic array speed-up and the gains in efficiency lower in case the detec-
tion matrix has to be updated very frequently. To efficiently map back- and
forward-substitution, and QRD onto the array, the array should be extended
with PEs capable of also performing division [89]. This will without doubt
further increase area, but the speed-up achieved with this may even allow
to run the ASIP on a lower clock frequency while still reaching performance
targets and will help to achieve better efficiencies even for high UE speeds.

MERGE SCALAR AND VECTOR MEMORY To improve the mapping of algo-
rithms combining scalar and vector operations, the scalar data memory and
vector memory could be merged. This would allow accessing scalar elements
easier and faster without having the vector unit extract them first. Certain
algorithms may gain quite significantly, especially if inner kernel loops do
contain such operations. One drawback is the amount of ports. Whereas the
vector memory already needs two ports, letting the scalar processor also ac-
cess vector elements would require to increase the number of ports to three.
Two ports only could also be utilized by stalling either the vector unit or the
scalar unit on conflict, however, this could in certain cases cause issues or even
render the merging of the memories useless.

REDUCING IMPACT OF NOP INSTRUCTIONS The program code size may
be reduced by not storing nops in the program memory. This can be done
by defining different codes for instructions only containing DLX, vector or
systolic array operations and combinations thereof, e.g. an instruction with
only DLX and one load. A pre-fetch unit could fetch a whole word and then
locally buffer the parts that belong to next instruction.
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IMPROVED INSTRUCTION ENDOCING Additionally, the instruction encod-
ing may be improved. In order to keep it flexible and for easier coding of
the processor HW the bit-width of the operation selector for each stage is the
same, no matter if it includes one operation or several. A re-definition of
this may reduce the instruction bit-width by another 4- to 8-bit which in turn
lowers program memory cost.



Conclusion

Massive MIMO with its increased spectral and energy efficiency is a suitable
technology to tackle the ever increasing data rate demands providers will
encounter within the next years. Thus, it is not a surprise that it was included
in the recently released 5G standard.

This thesis follows massive MIMO throughout its theoretical introduction
until its standardization.

By building the first real-time prototype, utilizing 100 antennas to serve
up to 12 UEs, it was shown that massive MIMO complexity can in fact be
coped with. Using proper distribution of signal processing blocks and split-
ting overall logic into subsystems it was possible to implement a prototype
massive MIMO BS fully based on COTS HW while not exceeding interconnec-
tion bandwidths and computation limits. The actual scope of this achievement
can be set into perspective by highlighting that this implementation won seven
international awards and served as basis for the NI hardware based massive
MIMO testbeds now used by researchers all over the world.

Further on, using the LuMaMi testbed, measurement campaigns conducted
verified theoretically promised features of massive MIMO. It was shown that
with massive MIMO based on a LTE like physical layer one can serve up to
22 UEs within the same time and frequency resource. This equates to an
overall achieved spectral efficiency of about 145.6 b/s/Hz, the highest spec-
tral efficiency ever achieved at this point. Performing the first ever reported
measurements of massive MIMO with mobile UEs, we verified effects such as
channel hardening and increased resistance to power variations. Lastly, we
were able to show that although working well in theoretical analysis, MRC
without Error-Correcting Code (ECC) in general leads to a performance infe-
rior to other schemes such as ZF. Thus, it is questionable whether this scheme
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will be relevant for real-life deployed systems.
Lastly, to provide a flexible platform for massive MIMO, we presented an

ASIP architecture especially trimmed for massive MIMO and large-scale ma-
trix operations. Using a systolic array embedded into the data-path of an
ASIP we achieved a speed-up of up to 25x while performing UL detection as
compared to a baseline 1-D SIMD architecture. Thus, this platform provided
enough margin to also map DL and CSI estimation on it. Moreover, area and
energy efficiency were improved by up to 5x and 100x, respectively. We also
discussed future improvements for this design such as further extending the
systolic array to efficiently map a significant part of the detection matrix cal-
culation onto it which would further increase performance, especially for high
speed UE cases.
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AAppendix
Processor Microcode

Overall the instruction length of the architecture is 84 bits. These are mapped
to the 4 different units DLX, load-/store unit, vector core and systolic array.

This appendix presents the micro-code for each of the units within the de-
signed ASIP.

For convenience, we repeat the hierarchical instruction word, already pre-
sented in Figure 7.8 in Figure A.1.

AGU1
DLX

AGU0
VECTOR

0 3132 48 49 83

AGU

32 4840 41

SIMD POSTPRESelector
49 53 54 68 69 73 74 83

Figure A.1. A hierarchical view for if the overall instruction word.

DLX The DLX has a fully fledged instruction set which will not be repeated
here. Instead, we point the reader to [91] and only provide additional in-
structions added in order to move data between the DLX and vector unit as
well as to trigger accelerated hardware square-root and division operations.
Table A.1 shows the micro-code for the two hardware accelerated operations,
square-root and division.

Table A.2 shows the additionally added move instructions in order to move
data between the DLX, the vector core unit and the AGUs.
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Table A.1. DLX-microcode for hardware accelerated operations.

Bit Field Description

31-21 – Don’t care

20-16 destination 5-bit index for DLX register

15-11 – Don’t care

10-6 source 5-bit index for DLX register

5-3 – Don’t care

2-0 type
111: Hardware square-root
110: Hardware division

Table A.2. DLX-microcode for hardware accelerated operations.

Operation
Bitfields

Func. Code Dest. 2 Dest. 1 Source Opcode
31:21 20:16 15:11 10:6 5:0

mv2vAddr 00000000100 3-bit index don’t care 5-bit index 000001
mv2vecScalar 00000000101 2-bit index don’t care 5-bit index 000001
mv2vecMask 00001010000 don’t care don’t care 5-bit index 000001

mv2vAddr2reg 00000000111 2-bit index don’t care 5-bit index 000001

mv2vecReg- Source 1 Source 2
Indexed 00001010001 5-bit index 5-bit index vR_A/vr_B 000001

Finally, the added hardware doloop instruction is shown in Table A.3. This
instruction executes a hardware implemented doloop as many times as spec-
ified by the count immediate, with the loop start address being the current
program counter and the loop end address given in register indexed by the
source field.

Table A.3. DLX-microcode for hardware doloop.

Operation
Bitfields

Immediate Source Don’t care Opcode
31:16 15:11 10:6 5:0

doloop loop count loop end address Don’t care 101111
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LOAD/STORE UNIT The AGU, i.e. the load and store unit consists of a 17-bit
instruction word, which is given in Table A.4. In order to support vector stack
operations, the AGU is capable of merging its two slots into one slot, thereby
supporting a 1-bit immediate offset. In its two slot mode, slot one may operate
in load and store configuration, whereas slot two only operates in load mode.

Table A.4. Microcode for Load-/Store-unit instructions.

Bit Field Description

16 Type 0: 1 slot, 1: 2 slots

2 slots A

15-14 Operation 0: load, 1:store, 2:nop
13-12 Post-increment/decrement 0: none, 1: ++, 2: −−
11-10 Destination Index for vector register
9-8 Source Index for address register

2 slots B

7-6 Operation 0: load, 2: nop
5-4 Post-increment/decrement 0: none, 1: ++, 2: −−
3-2 Destination Index for vector register
1-0 Source Index for address register

1 slot

15-14 Operation
0/1: Immediate Load/Store
2/3: Stack pointer Load/Store

13-12 Destination Index for vector register
11-10 Base Address Base address for jump
9-0 Offset Relative offset to base addr

PRE-PROCESSING STAGE The pre-processing stage consists of a 15-bit in-
struction word, which also includes the encoding for the up to two source
operands as shown in Table A.5.

SIMD-STAGE The SIMD stage consists of a 5-bit instruction word. The in-
struction word here can be quite compressed as the source operands are given
by the pre-processing stage and the corresponding SIMD instruction type.
Mapping of the bits in the instruction word are given in Table A.6.

POST-PROCESSING STAGE Control of the post stage is defined by a 10-bit
instruction word which triggers among the functionality also the destination
for the results that can be the vector register, vector accumulator, a scalar DLX
register or the scalar accumulator. Details are shown in Table A.7.
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Table A.5. Microcode for PRE-processing stage instructions.

Bit Field Description

14 Data Type 0: 32-bit Real, 1: 16-bit complex

13-12 Index Vector B Index for the vector register
11-10 Source Vector B Source for vector input B
9 Complement/Conjugate for vector out B

8-7 Index Vector A Index for the vector register
6-5 Source Vector A Source for vector input A
4 Complement/Conjugate for vector out A

3-0 Operation The operation based on type

Table A.6. Microcode for SIMD-processing stage instructions.

Bit Field Description

4 Data Type 0: 32-bit Real, 1: 16-bit complex

3-0 Operation The operation based on type

Table A.7. Microcode for POST-processing stage instructions.

Bit Field Description

9 Data Type 0: 32-bit Real, 1: 16-bit complex

8-7 Index for registers Index for the register write-back

6-5 Destination Register Select where to write back,
scalar, vector or accumulator reg

4 Accumulator Index For operations reading scalar or vector accumulator

3-0 Operation The operation based on type

FULL VECTOR INSTRUCTION A full vector instruction is built by combin-
ing a pre-processing, a SIMD and a post-processing instruction. All of these
are mapped to different instruction classes which are grouped based on their
destination, i.e. the utilized post-processing stage instruction type. All the
different combinations are given in Table A.8. During compile time the com-
piler can schedule arbitrarily schedule instructions onto the different units, as
long as they are existing in a combination given. Each of the combinations
has a unique selector of 5-bit to decode the correct combination. Note, certain
functionalities, e.g. the conjugation in the pre-processing stage are explicitly
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Table A.8. Instructions Types for the Vector Unit.

Type Index Selector Pre SIMD Post

A

1 0 pre_v_v simd_v_v

post_v_v

2 1 pre_vv_vv simd_vv_v
3 2 pre_svv_vv simd_vv_v
4 3 pre_v_vv simd_vv_v
5 4 pre_sv_vv simd_vv_v
6 5 pre_svv_vv simd_vv_v
7 6 pre_s_v simd_v_v

B 1 7 pre_s_v simd_v_v post_v_va

C 1 8 pre_vv_vv simd_vv_v

post_v_v
2 9 pre_sv_vv simd_vv_v
3 10 pre_svv_vv simd_vv_v
4 11 pre_v_vv simd_vv_v

D 1 12 pre_s_v simd_v_v post_va_v

E 1 13 pre_n simd_n post_va_va

F

1 14 pre_v_v simd_vv_v

post_v_sa
2 15 pre_svv_vv simd_vv_v
3 16 pre_v_vv simd_vv_v
4 17 pre_s_v simd_v_v

G

1 18 pre_s_v simd_v_v

post_v_s
2 19 pre_sv_v simd_v_v
3 20 pre_vv_vv simd_v_v
4 21 pre_v_v simd_v_v

H 1 22 pre_s_v simd_v_v post_sa_s

called through C functions provided in the application layer.

SYSTOLIC ARRAY INSTRUCTIONS In order to operate the systolic array,
micro-code instructions as defined in Table A.9 are used. To also operate the
systolic array together with the pre-processing stage, different combinations
are provided. These are shown in Table A.10 and mainly differ in if the matrix
product is either performed with two identical input vectors or not.
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Table A.9. Microcode for systolic array instructions.

Bit Field Description

14-11 Don’t care

10-9 Inc/Dec Mode

where applicable
0: none
1: post-increment
2: post-decrement

8 - reserved

7-5 Don’t care

4 Data Type 0: 32-bit Real, 1: 16-bit complex

3-2 Don’t care

1-0 Operation

0: flush
1: input
2: input and result
3: result

Table A.10. Instructions Types for the Vector Unit.

Type Selector Pre SIMD

flush 24 pre_n sys_array_flush

input
25 pre_vv_vv sys_array_inp
26 pre_v_vv sys_array_single_inp

input and result
27 pre_vv_vv sys_array_inp_res
28 pre_v_vv sys_array_single_inp_res

result 29 pre_n sys_array_res



BAppendix
Popular Science Abstract

Wireless communication has become a major part of every day life. Ever since
the first smart-phone released the number of application and use cases ex-
ploded. Streaming music, watching news or high-definition movies, chatting
on messenger apps or just simply browsing the internet while being ”on the
road”, is it on the bus, on the train or simply while sitting in a waiting room
has become every day routine. This tremendous growth will certainly con-
tinue as other applications such as smart homes, driverless cars, connected
industry etc. becoming more common. Whether it is a camera in your house
you are connecting to, your fridge telling you that you ran out of milk or
a machine at work notifying you that it needs new material, the number of
applications are endless. On the downside all these applications producing
data traffic are bringing the current 4G wireless technologies and the data
rates supported to its limits, and as we are progressing towards the ”internet
of everything” connecting more and more devices together, new technolo-
gies are required. Since the frequency bands for wireless communications are
very crowded, not leaving much space for extension, these new technologies
have to deliver higher efficiency to provide more data and more connectivity
while still being reliable within the same frequency band. One of these tech-
nologies, also incorporated in the recently released 5G standard is massive
MIMO. Simply speaking, massive MIMO scales up the number of the anten-
nas on the base station by a factor of 10 or even more, thereby being able to
steer data beams with very high accuracy towards the required user.

While massive MIMO has shown superior performance over 4G in theoret-
ical analyses, a proper evaluation also includes practical implementation as-
pects in order to verify that the heavily increased complexity is manageable.
As massive MIMO enforces the usage of significantly more antennas on the
base-station side there are plenty of challenges to overcome. Those include
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distribution of processing units, implementation of signal processing in or-
der to actually ”communicate” but also mechanical challenges of assembling
a system of such dimensions. Moreover, theoretical promised performance
must also be investigated in real-life scenarios. While theoretical analysis of-
ten relies on simplified models in order to keep a problem solvable, only real-
life measurements can capture all the environmental influences on a system.
Therefore, a functioning prototype is capable of providing the actual proof
that a proposed technology fulfills its promises in real-life applications. Ad-
ditionally, experiences of prototyping may be transformed to actually move
a design onto integrated circuits. Here, cost, power consumption, efficiency
and flexibility are among the main implementation aspects. Flexibility may
be achieved by providing a programmable platform which allows adaptation
to the still evolving 5G standard. This thesis focuses around exactly these
topics of prototyping, real-life evaluation and on-chip integration of massive
MIMO. It presents an in-depth discussion of the first real-time massive MIMO
testbed prototype and provides insights on how the tremendous complexity
challenge and data moving problem was solved using off-the-shelf hardware
and proper design distribution. Furthermore, measurement campaigns were
conducted to prove the benefits of utilizing massive MIMO in 5G systems,
both with static and mobile users. These test showed that massive MIMO in-
deed is capable of living up to its promises delivering multiple times higher
data rates as compared to 4G. Finally, a programmable processor specifically
trimmed for massive MIMO algorithms was designed. Run-time and im-
plementation analysis suggests that the proposed architecture achieves high
performance while still remaining fully programmable with a relatively low
power consumption.
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