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ABSTRACT

At the same time as our dependence on IT systems increases, the number of reports
of problems caused by failures of critical IT systems has also increased. Today
almost every system or service, e.g., water, power supply, transportation, is depen-
dent on IT systems, and failure of these systems has serious and negative effects
on society. In general, governmental organizations are responsible for delivery of
these services to society. The increasing dependence on critical IT systems also
makes them more and more complex. Risk analysis is an important activity for the
development and operation of critical IT systems, but the increased complexity
and size put additional requirements on the effectiveness of risk analysis methods.
Risk analysis of technical systems has a long history in mechanical and electrical
engineering. Even if a number of methods for risk analysis of technical systems
exist, the failure behavior of information systems is typically very different from
mechanical systems. Therefore, risk analysis of IT systems requires different risk
analysis techniques, or at least adaptations of traditional approaches.

The research objective of this thesis is to improve the analysis process of risks
pertaining to IT systems in governmental organizations. In this thesis the im-
provements in risk analysis processes are addressed in two different ways. First,
by understanding what types of methods are available for IT systems and how they
can be improved. Second, by developing new effective and efficient risk analysis
methods that can be useful to analyze IT systems in governmental organizations.

In this thesis work, a systematic mapping study was carried out to understand
existing methods and techniques used for analyzing IT systems. It found very few
empirical research papers about the evaluation of existing risk analysis methods.
The results of the mapping study suggest to empirically investigate risk analysis
methods for analyzing IT systems to conclude which methods are more effective
than others.

Based on the results of the mapping study a case study was carried out to eval-
uate the effectiveness and efficiency of an existing risk analysis method, System
Theoretic Process Analysis (STPA). Based on the results of the mapping study a
controlled experiment was carried out to evaluate the effectiveness of risk analysis
methods. The effectiveness of risk analysis methods was evaluated by counting
the number of relevant and non-relevant risks identified by the experiment partici-
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pants. The difficulty level of risk analysis methods and the experiment participants’
confidence about the identified risks were also investigated.

The work presented in this thesis also presents a new risk analysis method,
Perspective Based Risk Analysis (PBRA), that uses different perspectives while
analyzing IT systems. A perspective is a point of view or a specific role adopted
by risk analyst while doing risk analysis, i.e., system engineer, system tester, or
system user.

A case study was carried out to save historical information about IT incidents
to be used later for risk analysis. This study investigates how difficult it is to find
relevant risks from the available sources and the effort required to set up such a
system. It also investigates how accurate the found risks are. It is believed that
this could be an important aid in the process of building a database of occurred IT
incidents that later can be used as an input to improve the risk analysis process.

The presented research work in this thesis provides research about methods
and tools for governmental organizations to improve their risk analysis and man-
agement practices. Moreover, the presented work in this thesis is based on solid
empirical studies.
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INTRODUCTION

IT systems have become an essential part of our modern society. This evolution
has not only created new opportunities, but also new threats to our society. The
presence of IT systems everywhere has made us dependent on IT systems for our
daily life. This is the case both for individuals and organizations, both private
as well as public organizations. However, at the same time as the usage of, and
dependence on, IT systems increases, the number of reports of problems caused
by failures of critical IT systems has also increased [33]. The complexity of socio-
technical IT systems and our dependence on them is increasing day by day. More
complex IT systems contain more interacting components and sub-systems, which
in turn increases the probability of serious failures [29]. Moreover, failures in these
complex safety-critical systems are often results of multiple interacting decisions
and errors [27].

One of the common aspects of these failures is the trust in systems that are not
sufficiently dependable. The core of the problem is not that these systems suddenly
become unreliable, but that we have become critically dependent on a wide variety
of systems without analyzing whether they are dependable enough and what the
consequences could be of a possible failure [33]. To prevent critical systems from
causing problems for the organizations dependent on them, risk analysis is a nec-
essary activity. Analysis of IT risks is getting more and more important. In some
countries, e.g., Sweden and the US governmental authorities (central or local) are
obliged by law to regularly conduct risk and vulnerability analyses of the critical
processes and operations [1, 2, 42]. The US Department of Homeland Security
issued national strategy documents [42] for the protection of physical and cyber
infrastructures that make risk and vulnerability assessments mandatory. As today
almost all societal critical processes and operations are dependent on IT systems,
therefore this dependency requires a detailed risk analysis or management of IT
systems.

Risk management (RM) is a process that identifies and assesses risks, and in-
troduces countermeasures to reduce risks to an acceptable level. It is a necessary
activity that protects an organization’s ability to perform their critical processes
and activities along with its assets. A risk management process is a systematic and
structured way of ‘forward thinking’ that provides a framework to make more ef-



4 INTRODUCTION

fective decisions about an organization or system. It helps decision makers to make
well informed and prioritized decisions by selecting one from different available
options. Management of risks helps in increasing opportunities and decreasing
threats to an organization or system [3, 16].

A well-structured risk management methodology can help an organization’s
management to identify appropriate measures for providing the mission specific
control capabilities. ISO 31000 [3] suggests a few principles for an effective risk
management in an organization. For example, risk management should be an inte-
gral part of an organization. It should be a part of the responsibilities of manage-
ment and an integral part of all organizational processes. It should be an embedded
activity of an organization’s culture and practices. It should be dynamic, iterative
and responsive to changes. An organization should allocate appropriate resources
for the risk management. Finally, an organization should develop and implement
strategies to improve their risk management maturity with its other aspects. Risk
management requires some input and usually that is in the form of historical infor-
mation about different incidents, expert opinions, and user’s/employee’s feedback,
observations, and experience. Based on such information risk analysts and man-
agers can forecast or predict potential risks or events that have negative effects.
Input to risk management is not always accurate and based on that one can not
foresee accurate future risks.

The increasing complexity of IT systems and our dependence on them put ad-
ditional pressure on the effectiveness of risk analysis methods. The complexity,
size, and heterogeneity of today’s IT systems demand for effective and efficient
RA methods [27]. There exist a number of risk analysis methods for analyzing
IT systems but they are not empirically evaluated to any large extent [I]. While
analyzing IT systems it is hard to decide which method should be used that is
sufficiently effective and efficient. Therefore, there is a need to investigate exist-
ing RA methods empirically. The work presented in this thesis mainly focuses
on improving the risk analysis process for IT systems in public or private orga-
nizations. This work introduces improvements in risk analysis processes in two
different ways. First, by understanding current practices related to risk analysis of
IT systems and how they can be improved. Second, by suggesting improvements
in existing risk analysis methods and developing new effective and efficient risk
analysis methods to analyze IT systems.

The outline of this thesis is as follows. Part I consists of the introduction
section that presents an overview of the risk analysis and management field with
a brief summary of the research methodology and main scientific contributions
presented in this thesis. Part II presents the papers that are included in this thesis.

In part I, Section 1 presents some basic terms and concepts with their inter-
pretations used in this thesis. Section 2 presents the research objective with the
research questions. It also discusses the research methodology used. Section 3
presents related work in the field of risk analysis and management. Section 4
presents the summary of the included papers in this thesis. Next, Section 5 syn-
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thesizes the results of the research carried out in this thesis. Section 6 concludes
the results of this thesis. Finally, Section 7 presents agenda for the future research
work.

1 Concepts and Definitions

This thesis uses a few concepts that are interpreted differently in different contexts.
To avoid confusion, their exact definitions used in this thesis are clarified in this
section.

1.1 Risk

Risk is a commonly used term and everyone thinks and talks about risk in their
daily life. We all analyze risks in our daily life, for example while crossing roads,
driving, etc. but that analysis is not systematic. Sometimes the word risk is used to
describe the likelihood of an event, for example “there is a risk of rain today” but
in the risk management context, risk is the likelihood of an event combined with
its impact.

There is no general definition for risk. According to ISO 31000 [3] risk is the
effect of uncertainty on objectives and an effect is a positive or negative deviation
from what is expected. Uncertainty (or lack of certainty) is a state or condition
that involves a deficiency of information and leads to inadequate or incomplete
knowledge or understanding. In the risk management context, uncertainty exists
whenever knowledge or understanding about an event, consequence, or likelihood
is inadequate or incomplete. Risk is defined in the Merriam-Webster dictionary1

as the “possibility of loss or injury” and hazard as a “source of danger”. Hazard,
therefore, simply exists as a source [20].

The definitions used in this thesis are that, risk is the chance that an unde-
sired/negative event might happen. Hazard is a situation with potential danger to
people, environment, or material. Failure is the inability of a component or sys-
tem to perform its intended function [27]. Likelihood is the chance that something
might happen. It can be determined, measured or expressed subjectively or ob-
jectively (quantitatively, qualitatively or semi-quantitatively). Consequence is the
outcome of an event and has an effect, positive or negative, on objectives or as-
sets. A single event can be a cause of many consequences with both positive and
negative effects on organization’s objectives [3].

Risk analysis can be performed during the development of the system or at
any time afterwards. In the ideal situation, the risk analysis should be re-evaluated
each time major changes occur in the system or in the environment in which the
system is used. This thesis mainly focuses on risk analysis methods for operational

1http://www.merriam-webster.com/dictionary
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IT systems that do not include risk analysis methods used to analyze the project
management risks in software development projects.

For managing IT system risks, one important step is to define the scope of the
system. The scope of the system contains the identification of system boundaries
along with the components and the information that constitute the system.

1.2 Risk Management

Risk management is a coordinated set of activities that is used to direct an orga-
nization to control risks that can affect its ability to achieve objectives [3]. The
coordinated set of activities consists of: risk identification, risk analysis, risk as-
sessment, risk prioritization, and risk mitigation [I] shown in Figure 1. It tries to
find a balance between loss prevention and cost associated with countermeasures.

Risk management usually starts with the risk identification activity to deter-
mine a list of possible risks. Next, risk analysis is applied to combine the prob-
ability and the expected consequences associated with each risk. Sometimes the
term ‘risk analysis’ is also used to include the risk identification step. Then, in risk
prioritization, all the identified risks are prioritized based on the results of the risk
analysis. Finally, risk mitigation, deals with implementing appropriate measures
and controls to reduce the probability or the consequences of the identified risks,
based on the results of the prioritization [I].

Risk assessment, on the other hand, usually deals with the analysis of a system
with existing security measures and anticipates the weaknesses present in assessed
system. However, these definitions are not generally accepted and sometimes each
of these terms is used to describe a process that includes several of the other activ-
ities.

1.3 Types of Risk Analysis

There are mainly two types of risk analysis methods, quantitative and qualitative
[I].

Quantitative methods express the probability and consequences of the identi-
fied risk as a numerical result. This makes it possible to calculate the relationship
between loss prevention and cost associated with proposed countermeasures. Of-
ten it is difficult to use quantitative risk analysis because it is hard to estimate the
exact probability and loss associated with each risk.

Qualitative methods, on the other hand, use descriptive values such as ‘high’,
‘medium’ or ‘low’ to express the probability and consequences of each risk. Both
types of risk analysis methods are widely used for different types of systems, and
in some cases they can be used together.

Semi-quantitative methods, which are intermediary risk analysis techniques
that classify the probability and consequences by using quantitative categories
such as ‘financial loss between 10.000 USD and 100.000 USD’ or ‘less than once
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Risk Assessment

Risk Identification

Risk Analysis

Risk Prioritization

Risk Mitigation

Figure 1: Risk management

per 100 years’. They do not require the exact estimates needed for a quantitative
risk analysis, but offer a more consistent approach than qualitative risk analysis.

1.4 IT Systems

An IT or Information System is a combination of hardware, software, data-bases,
infrastructure and IT support organized to facilitate decision making in an organi-
zation. Hardware contains physical components such as hard drives, processors,
and input and output devices. Software consists of the operating system, compilers
and applications. Infrastructure means communication channels such as wireless
connections, network cables and telephone lines. Databases save interrelated data
used by different application softwares. Finally, IT support consists of help facili-
ties provided for the proper functioning of IT system such as IT support personals,
manuals, documentation or trainings [43]. It can be defined as:

“An information system is a set of interrelated components that collect, pro-
cess, store, and distribute information to support decision making, coordination
and control in an organization. In addition, it also helps management to analyze
problems and visualize complex subjects” [25].

Critical IT systems are the systems that provide or support critical services,
e.g., water, power supply, transportation, etc. to the society and failure of these
systems have serious and negative effects on society. The Swedish Civil Con-
tingencies Agency (MSB) has given examples of critical services or infrastruc-
tures [21]:
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• Telecommunication

• Data communication

• Electrical power supply

• Health care

• Water supply and district heating

• Provision of fuels

• Transport and distribution

• Police services, emergency management

• Financial services

• Critical governmental services

Afore-mentioned services or infrastructures are directly or indirectly depen-
dent on IT systems and failure of these systems has direct negative effects on
society. The consequences of IT system failures could be stoppage or disruption
of the functions of critical services, i.e., transportation services, data communica-
tion, emergency services, etc. These critical services are dependent on each other.
For example, if one service (transportation or electrical power) stops working it
will directly or indirectly affect other services (emergency services, postal, data
communication, water supply, etc.). Therefore, risk analysis of these IT systems
is very important for proper functioning of societal critical services.

1.5 Crisis Management

Crisis management is a systematic process that deals with the preparations and
response to a crisis situation. The Swedish Civil Contingencies Agency (MSB),
defines a crisis situation2 as [43],

“an event that affects many people and threatens the basic values and functions
of society. A crisis3 is a condition that can not be handled with normal resources
and organization. Resolving a crisis requires coordinated action by several ac-
tors.”

Crisis management is normally divided into four main activities such as, mit-
igation, preparedness, response and recovery. The mitigation and preparedness
activities of crisis management are carried out before the happening of a crisis sit-
uation. The response and recovery activities of crisis management are carried out
during or after a crisis situation. The mitigation activity attempts to reduce the

2https://www.msb.se/en/About-MSB/Crisis-Management-in-Sweden/
3http://www.krisinformation.se
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likelihood and/or consequences of unwanted/undesired events. The preparedness
activity deals with the development of an emergency plan. These two activities
involve risk and vulnerability analysis to estimate likelihood and/or consequences
of unwanted events that help to develop an emergency plan. The response activ-
ity of crisis management consists of emergency actions and resources that help
to mitigate or decrease the effects of crisis on society. After a crisis situation,
the recovery activity deals with the restoration of society to its normal or desired
situation [19, 43].

The focus of the research presented in this thesis is mainly on proactive crisis
management, i.e., mitigation and preparedness. Proactive crisis management con-
sists of risk and vulnerability analysis of IT systems that is carried out to assess
dependability of these systems. IT systems are becoming more and more complex
by having many sub-systems and more and more interconnecting components that
make them more vulnerable and unreliable. By assessing and mitigating risks per-
taining to these complex IT systems we can improve societal services that are,
directly or indirectly, dependent on these systems.

2 Research Design

2.1 Research Objectives

The research presented in this thesis was carried out as a part of PRIVAD, Program
for Risk and Vulnerability Analysis Development, project funded by the Swedish
Civil Contingencies Agency (MSB). The overall objective of the PRIVAD project
is to develop tools and methods to improve risk and vulnerability assessments
at all levels of society. The research objective of this thesis is to improve the
analysis process of risks pertaining to IT systems in governmental organizations.
The improvements in risk analysis process are addressed in two different ways.

First, by understanding current practices related to risk analysis of IT systems.
There exist a number of risk analysis methods for technical systems consisting me-
chanical parts. However, the failure behavior of information systems is typically
very different from mechanical systems. Therefore, risk analysis of IT systems
requires different risk analysis techniques, or at least adaptations of traditional ap-
proaches. This means that there is a need to understand what types of methods are
available for IT systems and how they can be improved.

Second, by suggesting improvements in existing risk analysis methods and
developing new effective and efficient risk analysis methods that can be useful
to analyze IT systems in governmental organizations. Because the dependence
on IT systems in governmental organizations is very crucial. Today almost every
system or service, e.g., water, power supply, transportation, etc. are dependent
on IT systems, and failures of these systems have serious and negative effects
on society. In general, governmental organizations are responsible for delivery
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of these services to society. Therefore, analyzing risks of IT systems and later
mitigating identified risks decreases potential threats that are faced by the society.

2.2 Research Questions

The research objective is broken down into the following more detailed research
questions:

RQ1: What risk analysis methods and approaches exist for analyzing IT sys-
tems? Is there any empirical research that compares or evaluates existing
risk analysis methods?

RQ2: How can we evaluate the effectiveness and efficiency of a risk analysis
method?

RQ3: How can we improve the effectiveness of a risk analysis method by using
different perspectives?

RQ4: How can we identify and save historical information about IT incidents to
improve risk analysis process?

RQ1 is important to investigate because it will give an idea about the existing
risk analysis methods and the main empirical research that has been conducted in
the area of risk analysis for IT systems.

RQ2 is also important to investigate since a general goal of any risk analysis
method is to find an as complete set of risks as possible. However, it is not clear
what measures should be used to evaluate or compare existing risk analysis meth-
ods. Therefore, it is important to investigate different measures that can be used to
compare risk analysis methods.

RQ3 is relevant to investigate since the use of different perspectives in risk
analysis and management has been suggested [5, 7, 16, 27, 30, 39, 44] but it is not
empirically assessed. Therefore, it is important to empirically assess the potential
of different perspectives in risk management processes. A perspective is a point
of view or a specific role adopted by risk analyst while doing risk analysis, i.e.,
system engineer, system tester, or system user.

Finally, RQ4 is an exploratory investigation that leads to how can we identify
and save historical information about IT incidents that can be later used for risk
analysis to improve the risk analysis process.

2.3 Research Methodology

The research presented in this thesis is based on empirical research, which is a
way to obtain knowledge through observation and measurement of a phenomenon.
The research questions in empirical research are related to the class of knowledge
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questions, i.e. the questions are focused on the observable and measurable state of
the world [8]. Empirical research can be characterized as exploratory or evaluative.

In exploratory research the aim is to understand, with more or less prejudice,
a specific phenomenon [37]. It is typically carried out in early stages of research
projects and tries to achieve initial understandings of a phenomenon, usually from
rich qualitative data [9]. Exploratory research is commonly used to find research
gaps and to guide further research. It helps to design future studies with their data
collection methods and sample selections.

In evaluative research the aim is to assess the effects and effectiveness of in-
novations, interventions, practices etc. [37]. It involves a systematic collection of
data, which can be of both qualitative and quantitative type.

This thesis mainly contains exploratory and evaluative empirical research,
based on studies using systematic mapping study, experiment and case study re-
search methodologies.

Paper I presents a systematic mapping study that is carried out as exploratory
research. A mapping study reviews a broader topic and classifies the primary re-
search papers in that specific domain. It has high level (generic) research questions
and include issues such as which sub-topics have been addressed, what empirical
methods have been used. In general, it helps to find what research has been done
in a specific topic area by providing an overview of the literature in that topic
area [22]. On the other hand, the goal of a systematic literature review (SLR) is to
analyze and aggregate the base of empirical evidence [23]. An SLR has specific
research questions (related to outcomes of empirical studies) that can be answered
by empirical research. It also has a focused scope and uses a stringent search strat-
egy. Moreover, the quality evaluation of the results is very important for an SLR.
Finally, unlike mapping studies in SLR the found results are aggregated to answer
specific research questions (for more details see [22] table I).

In Paper II a case study is presented that is carried out as evaluative research.
Case study is an in-depth study of a specific phenomenon or artifact in a real life
context. Case study is a suitable research method when the boundaries between
phenomenon and context cannot be clearly specified. In Paper II a risk analysis
method, System Theoretic Process Analysis (STPA), has been evaluated by ap-
plying it on an automobile safety application. The used primary data was of third
degree [26], which is published literature and system description of qualitative
nature.

Paper III presents results from evaluative research based on a controlled exper-
iment as research method. Experiment (or controlled experiment) is a commonly
used research method in software engineering research to investigate the cause-
effect relationships of different methods, techniques or tools.

In Paper IV a case study is presented that is carried out as an exploratory re-
search. The research in Paper IV was initiated by an idea of automatic identifi-
cation of IT incidents reported in online news sources that can later be used for
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Table 1: Research type and method used in the included papers
Work Research type Research method
Paper I Exploratory Systematic mapping study
Paper II Evaluative Case study
Paper III Evaluative Experiment
Paper IV Exploratory Case study

risk analysis. This way, by having historical information of already happened IT
incidents, risk analysis and management practices can be improved.

3 Related Work
There exist different national and international high-level frameworks for informa-
tion technology risk management and assessment. Such frameworks have for ex-
ample been published by the International Organization for Standardization (ISO),
such as ISO/IEC 27005 [16] and ISO/IEC 27002 [15], by national governmental
organizations, such as the National Institute of Standards and Technology (NIST)
[39] or the British Central Communication and Telecommunication Agency (CCTA)
[13], by non-governmental organizations such as Club de la Sécurité de l’Information
Français (CLUSIF) [31] or by research institutes such as the Carnegie Mellon
Software Engineering Institute (SEI) [4]. A detailed comparison of some of these
frameworks is conducted by ENISA [11] and Syalim et al. [40].

There also exist a number of low-level risk analysis methods for technical sys-
tems in general or for IT systems in particular [I]. Some of the most well-known
methods are Fault Tree Analysis (FTA) [10], Failure Mode and Effect Analysis
(FMEA) [30] and Hazard and operability study (HAZOP) [35]. Some of the frame-
works mentioned above specifically recommend one or more of these risk analysis
methods. FTA, FMEA, and HAZOP risk analysis techniques are considered the
most commonly used.

FTA is a top-down risk or hazard analysis approach. It is a deductive approach
and carried out by repeatedly asking: how can this (a specific undesirable event)
happen? and what are the causes of this event? It consists of a logical diagram
that shows the relation between the system components and their failures. Ericson
[10] presented a review of the research performed on FTA with its advantages and
shortcomings.

FMEA is a risk or hazard analysis technique that can be applied as both a top-
down and a bottom-up approach [30]. The top-down approach (usually function
oriented) is mainly used in an early design phase before deciding the whole sys-
tem structure. However, FTA is a suitable choice for the top down approach. The
bottom-up approach is used when a system concept has been decided. Moreover,
as a bottom-up approach FMEA can augment or complement FTA and identify
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many more causes and failure modes. Grunske et al. [14] introduced an extension
to conventional FMEA named probabilistic FMEA. It has the advantage of for-
mally including rates at which component failures can occur. This method helps
safety engineers to formally identify if a failure mode occurs with a probability
higher than its tolerable hazard rate.

HAZOP is a qualitative risk analysis technique commonly used in planning
phase of a system. It identifies risks by analyzing how a deviation can arise from
a design specification of a system. It is used to identify the critical aspects of a
system design for further analysis. It can also be used to analyze an operational
system. A multi-disciplinary team of 5 to 6 analysts lead by a leader usually
carries out the HAZOP analysis. The HAZOP team identifies different scenarios
that may result in a hazard or an operational problem, and then their causes and
consequences are identified and analyzed [29].

Leveson [27] proposed a hazard analysis technique, named System Theoretic
Process Analysis (STPA) that considers safety as a control problem rather than
a component failure problem. It focuses on analyzing the dynamic behavior of
system and therefore provides significant advantages over the traditional hazard
analysis methods. STPA is a top-down method, just like the FTA method. How-
ever, STPA uses a model of the system that consists of a functional control di-
agram instead of a physical component diagram [28]. Nakao et al. [32] evalu-
ated the STPA technique in a case study where it is applied on an operational
crew return vehicle design. The feasibility and usefulness of STPA technique is
also evaluated thoroughly for early system design phase by Ishimatsu et al. [17].
These studies [17, 32] conclude that with STPA it is possible to recognize safety
requirements and constraints of the system before the detailed design. Several
authors [27, 34, 41] reported positive outcomes from applying STPA on various
systems.

To improve the risk analysis process, researchers and practitioners have intro-
duced some improvements in current practices. For example, to tackle the lack of
information in early design problem, Johannessen et al. [18] proposed an actuator-
based approach for hazard analysis. This approach is a logical approach for an
early hazard analysis when only basic or limited information about the system
is available. Such an approach is beneficial as major hazards can be identified
in an early stage based on their criticality. Gleirscher [12] suggested a frame-
work for hazard analysis for software-intensive control parts of technical systems,
and exemplified on a commercial road vehicle in its operational context. Yoran
and Hoffman proposed the Role-Based Risk Analysis (RBRA) method that de-
fines roles and identifies actors before performing risk analysis activities in order
to reduce the set of vulnerabilities and controls to those appropriate to a given
role [44]. RBRA was presented on an illustrative example from the computer soft-
ware engineering domain but not experimentally investigated. Leveson [27] and
McDermott et al. [30] advocated to involve various perspectives during risk anal-
ysis, also from external organizations. The idea of using perspectives is not new, it
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is always recommended, in almost all risk analysis methods, to have experts with
domain knowledge while performing risk analysis. Perspectives were utilized for
reading software engineering artifacts with the purpose of improved defect iden-
tification [6, 36]. Perspective-based reading was also applied for object oriented
design inspections [38], code reviews [24] and usability inspections [45]. Differ-
ent perspectives, e.g., developers, testers and domain experts are often involved in
requirements elicitation. This results in increased quality of elicited requirements
and often uncovers new requirements based on various views and perspectives.

4 Summary of the included papers

This section summarizes the main contributions of the work carried out in this
thesis. The detailed results and conclusions can be found at the end of this thesis
(appended papers).

Paper I: A Review of Research on Risk Analysis Methods
for IT Systems

In this paper, we present a systematic mapping study on risk analysis methods for
IT systems. A mapping study identifies research gaps and clusters of evidence in
order to direct future research. In an initial database search 1086 unique papers
were identified. Then 57 out of 1086 papers were identified as relevant for this
study. The main results of this study show that most of the discussed risk analy-
sis methods are qualitative and not quantitative, and that most of the risk analysis
methods that are presented in these papers are developed for IT systems in gen-
eral and not for specific types of IT system. It is found that most articles focus
on proposing new methods, frameworks and models for risk analysis. Only few
papers focus on already available, and thereby maybe already known, methods.

Based on the findings of this mapping study a number of areas for further re-
search are identified. There is a need to conduct research where already available
methods are evaluated. This can for example be carried out as studies where dif-
ferent types of methods are compared in controlled experiments. We did not find
many articles comparing available risk analysis methods, which is one reason that
we argue there is a need for this kind of research. We also believe that there is
a need to further investigate the whole risk management process in longer case
studies, where actual cases of risk management are investigated in practice.

Paper II: Hazard Analysis of Collision Avoidance System
using STPA

In this paper, we present experiences gained by applying the System Theoretic
Process Analysis (STPA) method for hazard analysis on a forward collision avoid-
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ance system in a case study. Our main objectives were to investigate effectiveness
(in terms of the number and quality of identified hazards) and time efficiency (in
terms of required efforts) of the studied method. Based on the findings of this
study STPA is shown as an effective and efficient hazard analysis method for as-
sessing the safety of a safety-critical system and it requires a moderate level of
effort. STPA consists of two steps, identification of inadequate control commands
or events and identification of their causal factors.

Using STPA we identified 14 inadequate control commands or events in the
analyzed system with their associated hazards. We believe that the reason of the
effectiveness of STPA is that it considers and focuses in step 1 on the control com-
mands or events and their feedbacks instead of only individual component failures.
Regarding effort required to apply STPA on a safety-critical system, based on the
results found in this study, it can be concluded that STPA requires moderate effort
in relation to the level of experience of the study participants. We believe that
the reason for its effort efficiency is that the use of STPA for hazard analysis al-
lows domain experts and hazard analysts to complement each other because of its
simplicity.

Paper III: Perspective Based Risk Analysis - A Controlled
Experiment

In this paper, we present the results from a study designed to experimentally as-
sess the potential of perspectives in risk management and therefore further exper-
imentally explore the suggestions given in previous work [5, 7, 16, 27, 30, 39, 44].
In this paper we investigate the effectiveness of Perspective-Based Risk Analy-
sis (PBRA) compared to Traditional Risk Analysis (TRA). Involving perspectives
into risk analysis brings a potential to increase the efficiency of the risk analysis
and confidence in the identified risks. A controlled experiment was designed and
carried out. 43 subjects performed risk analysis of a software-controlled train door
system using either PBRA or TRA. We measured the efficiency of the methods by
counting the number of relevant and non-relevant risks and we used a question-
naire to measure the difficulty of the methods and the confidence of the subjects
in the identified risks. In the experiment results some potential benefits of us-
ing perspective-based risk analysis are uncovered and confirmed. We found that
PBRA helps to identify more relevant risks than TRA. In particular, it was discov-
ered that PBRA is more effective than the traditional method and identifies more
relevant risks.

Paper IV: Identification of IT Incidents for Improved Risk
Analysis by Using Machine Learning

In this paper, we present a prototype solution of a system that automatically iden-
tifies information pertaining to IT incidents, from texts available online on Internet
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news sources, that have already happened. This way IT incidents can be saved au-
tomatically in a database and the saved information can be used as an input to risk
analysis. By having an overview of already occurred IT incidents, the risk anal-
ysis process can be improved, which is an essential activity for development and
operation of safe software-intensive system. However, historical data about such
unwanted events is not easily accessible and it is not available at a single place.

In this study for the proposed prototype solution, two datasets were manually
classified. One dataset was used for training and the other dataset was used for
evaluation. In this study 58% of texts that potentially can contain information
about IT incidents were correctly identified from an experiment dataset by using
the presented method. It is concluded that the identifying texts about IT incidents
with automated methods like the one presented in this study is possible, but it re-
quires some effort to set up. This way, by having historical information of already
happened IT incidents, risk analysis and management practices can be improved.

5 Synthesis

This section summarizes the main results in relation to the research questions and
reported studies. Moreover, the main validity threats to the results are also dis-
cussed for each study. More detailed descriptions of the results with their valid-
ity assessment for each study can be found in the respective papers. Figure 2
shows the relationship between the research objective, research questions and the
included papers.

RQ1: What risk analysis methods and approaches exist
for analyzing IT systems? Is there any empirical research
that compares or evaluates existing risk analysis meth-
ods?

This research question has two parts and both parts are addressed by Paper I. In
Part I, existing risk analysis methods or techniques for analyzing IT systems were
identified and investigated. 57 studies were identified in the mapping study that
present different, existing or new, risk analysis methods. A majority of the identi-
fied studies focus on presenting new risk analysis methods. The main focus of this
part is on types of IT systems for which risk analysis methods are presented and
also types of risk analysis methods (quantitative or qualitative).

In the second part of RQ1, the focus was on research that compares differ-
ent risk analysis methods empirically (controlled experiments or case studies) and
concludes which methods are more effective. We found that the majority of the
identified studies present non-empirical research. This study identified 36 studies
presenting analytical (non-empirical) research and 21 studies presenting empirical
research (case studies). None of the identified studies present research conducted
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Figure 2: The relationship between the research objective, research questions and
the included papers in this thesis

as surveys or controlled experiments for comparison and evaluation of different
methods. This mapping study identified five studies that describe, analyze and
compare existing well-known risk analysis methods but they do not present em-
pirical research. Based on this we conclude that there is a need for empirical
investigations of risk analysis methods for analyzing IT systems by conducting
controlled experiments and case studies.

Concerning the types of risk analysis methods, it was found that qualitative risk
analysis methods to a larger extent were investigated in empirical research than
quantitative methods. Based on this, it could be argued that this is due to lack of
easiness in application of quantitative risk analysis methods in practice that require
exact statistical information to estimate likelihood and consequences of identified
risks. This study has also identified two studies that present semi-quantitative risk
analysis methods, which do not require exact statistical information needed for
quantitative risk analysis and offer better estimates than qualitative risk analysis
methods. Based on this, it can be concluded that there is a need for more research
on risk analysis methods or techniques that combine and utilize the benefits of both
quantitative and qualitative methods.

The main validity issue for Paper I concerns missing possible relevant studies
due to some practical issues. First, there might exist few lesser known journals
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and conferences that might not be available in the searched databases. Secondly,
the full text of few identified studies were not available, mostly of old studies.
Thirdly, it is likely that some possible relevant studies were not identified by the
used search query because it is not possible to have a search query that identifies
all relevant studies. Finally, there was a chance of incorrectly rejecting possible
relevant studies by the authors during the selection process.

In order to reduce afore-mentioned validity threats the following measures
were taken. First, different synonyms for IT systems were used in the search query
to reduce the chance of missing possible relevant studies. Then, the reference lists
of the most relevant identified studies were also examined for missing possible rel-
evant studies. Finally, to reduce the threat of incorrect rejection of relevant study
during the selection process, the co-authors cross-checked all the selection steps
carried out for the selection of relevant studies.

RQ2: How can we evaluate the effectiveness and efficiency
of a risk analysis method?

This research question is addressed by Paper II and Paper III. It is not easy to
compare or evaluate risk analysis methods because of their subjective nature. Risk
analysis process is mainly a brainstorming activity that can be performed in dif-
ferent ways by following different methods or frameworks. The main challenge is
to find attributes that can be used for evaluation of different risk analysis methods.
In Paper II we investigated effectiveness and time efficiency of the System Theo-
retic Process Analysis (STPA) hazard analysis method by applying it on a system
from the software intensive safety-critical domain (forward collision avoidance
system). In Paper III we compared two risk analysis methods (perspective based
and traditional risk analysis) and measured their effectiveness by counting identi-
fied relevant and non-relevant risks, ease of use and confidence of participants on
their identified risks.

Based on the results of Paper II and III, we conclude that risk analysis meth-
ods can be evaluated or compared by counting the number and quality of relevant
and non-relevant risks identified by the participants or risk analysts. Experiments
are more suitable for evaluation of different risk analysis methods but the partici-
pants should have at least moderate experience of working in industry. Moreover,
the experiment participants should have similar level of expertise and experience.
This way we can evaluate and compare different risk analysis methods to conclude
which method is effective among others. After this, the ease of use is another suit-
able attribute to evaluate effectiveness and efficiency of risk analysis methods. A
questionnaire or an interview is the data collection instrument for this attribute.
The time efficiency, investigated in Paper II, is also a suitable attribute for evalua-
tion and comparison of different risk analysis methods. However, the measurement
of required effort should be done carefully. In paper II we were not able to measure
the effort required of STPA application accurately because the hazard analysis was



5 Synthesis 19

carried out with interruptions (doing other work).

The main validity issue for Paper II is the measurement of required effort for
hazard analysis. To measure time efficiency we had to calculate person hours
spent on the performed hazard analysis. We could not manage to measure it ex-
actly because the selected system was analyzed in interruptions. Also, required
effort estimates can vary based on experience of risk analysts, available system
information, and system scope that is different for different cases.

RQ3: How can we improve the effectiveness of a risk anal-
ysis method by using different perspectives?

In Paper III the effectiveness of risk analysis process was investigated by perform-
ing a controlled experiment. Here, effectiveness was measured by counting the
number of relevant and non-relevant risks identified by the experiment partici-
pants with difficulty level of risk analysis process and their confidence about the
identified risks. We found a statistically significant result that more relevant risks
were found by using perspectives than by not using perspectives. We also found
a statistically significant result that by using perspectives, risk analysis becomes
more difficult than by not using. We believe that by having different perspectives,
the risk analysis becomes more thorough resulting in an in-depth analysis, which
makes it more difficult than risk analysis without perspectives. Moreover, we did
not find any statistical difference in the confidence level of the participants with or
without using different perspectives. The participants using both treatments (with
or without perspectives) were not confident about their identified risks. We be-
lieve that the main reason for this lack of confidence was the lack of experience
and domain knowledge of the participants. Based on these findings, we conclude
that the use of different perspectives greatly improves effectiveness of risk analysis
process.

The main validity issue for Paper III is the threat to external validity. There
could be a chance of this threat because the sample for the experiment consists
of students of a project course and are therefore not representative for the entire
population. To reduce the effect of this threat, a pilot study was carried out by
using experts from industry and academia. There was not a big difference in the
number of identified relevant risks found by the experts and students. To reduce
the chance of random heterogeneity of subjects, which can affect the results, the
participants for both treatments were selected from the same level of education
with almost similar knowledge and background.
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RQ4: How can we identify and save historical information
about already happened incidents to improve risk analy-
sis process?

This research question is addressed by Paper IV. It discusses and evaluates an ap-
proach for automatically collecting information about IT incidents from online
news sources. To improve risk analysis and management practices, the historical
information about already happened incidents is important for the correct esti-
mation of the likelihood of potential risks and their consequences. Based on the
findings of Paper IV, it can be concluded that it is possible to identify interesting
texts from a large number of potential texts but it requires a substantial effort to
set up. We found that it is possible to support the work of identifying texts about
IT incidents with automated methods like one presented in Paper IV. This means
it could be an important aid in the process of building a database of occurred IT
incidents that later can be used as an input to improve the risk analysis process.

The main validity issue for Paper IV is the scalability of the proposed solution.
In presented work we only proposed a prototype solution using an example dataset.
In the future we are planning to implement this system that can be executed in
runtime while reading text from online sources. Another validity issue is that it is
not clear how to select a sufficient and representative set of information sources to
be used by the system. Solutions to these issues require more investigation and for
that further research is needed.

6 Conclusions

The main objective of the research work presented in this thesis was to improve the
analysis process of risks pertaining to IT systems in governmental organizations,
which is addressed in two different ways as mentioned in Section 2.

First, by understanding current practices related to risk analysis of IT systems
because it requires different risk analysis techniques, or at least adaptations of
traditional approaches. This means that there is a need to understand what types
of methods are available for IT systems and how they can be improved. Second,
by suggesting improvements in the existing risk analysis methods and developing
new effective and efficient risk analysis methods that can be useful to analyze IT
systems in governmental organizations. Because the dependence on IT systems in
governmental organizations is very crucial.

A systematic mapping study is presented in Paper I to answer RQ1, i.e., to
understand existing methods and approaches used for analyzing IT systems. 57
primary studies were identified in the mapping study that present different risk
analysis methods. A majority of the identified studies focus on presenting new
risk analysis methods and non-empirical research. Only five studies were identi-
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fied that describe, analyze and compare existing, well-known, risk analysis meth-
ods. Based on this we conclude that there is a need for empirical investigation
of risk analysis methods for analyzing IT systems by conducting case studies and
controlled experiments.

A case study is presented in Paper II to answer RQ2 that evaluated the ef-
fectiveness and efficiency of an existing risk analysis method named STPA. RQ2
was also partly answered by Paper III. Based on the results of paper II and III,
we conclude that the effectiveness and efficiency of risk analysis methods can be
evaluated and compared by counting the number of relevant and non-relevant risks
identified by the participants or risk analysts. Experiments seem to be more suit-
able choice for evaluation of different risk analysis methods, however it depends
on the interesting aspects. If the goal is to evaluate methods or techniques quan-
titatively then experiments are more suitable but if one is interested in qualitative
evaluation then case studies might be more appropriate. Moreover, the ease of use
is another suitable attribute to evaluate effectiveness and efficiency of risk analysis
methods. The time efficiency is also a suitable attribute for evaluation and com-
parison of different risk analysis methods. This way we can evaluate and compare
different risk analysis methods to conclude which method is effective among oth-
ers.

A controlled experiment is presented in Paper III to answer RQ3, i.e., to eval-
uate effectiveness of risk analysis process. It also presents a new risk analysis
method that uses different perspectives while analyzing IT systems. The effective-
ness was measured by counting the number of relevant and non-relevant risks iden-
tified by the experiment participants. The difficulty level of risk analysis process
and the experiment participants confidence about the identified risks were also in-
vestigated. We found a statistically significant result that more relevant risks were
found by using perspectives than by not using perspectives. Based on these find-
ings, we can conclude that the use of different perspectives improves effectiveness
of the risk analysis process.

Another case study is presented in Paper IV to answer RQ4, i.e., to save his-
torical information about IT incidents to be used later for risk analysis. Based on
the results of Paper IV, it can be concluded that it is possible to identify interesting
texts from a large number of potential texts but it requires a substantial effort to
set up. We found that it is possible to support the work of identifying texts about
IT incidents with automated methods like one presented in Paper IV. This means
it could be an important aid in the process of building a database of occurred IT
incidents that later can be used as an input to improve the risk analysis process.

7 Further research agenda

In this section, the future research work is discussed. Based on the results of Paper
I we found that there is a need for empirical investigation of different risk analysis
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Figure 3: The development of risk management framework

methods. Therefore, the ambition is to further investigate the different risk analysis
methods for their adaptation to IT systems or to develop new risk analysis methods
and techniques specific for IT systems in governmental organizations.

A first important continuation of the work in future is to conduct another case
study following the case study presented in Paper II focusing on FTA and FMEA
and then comparing new results with the results of Paper II. It is also relevant
to investigate and explore the effects of the application of STPA in groups with
more domain experts and hazard analysts and to compare the results with other
traditional hazard analysis methods, i.e., FTA and FMEA.

Another possible research route is to replicate the study presented in Paper
III with practitioners. We plan to apply perspective based risk analysis (PBRA)
method on more complex systems by involving practitioners having extensive ex-
perience.

In the future we also plan to develop a risk management framework for the
Swedish municipalities (governmental organizations) that will be developed by
following a few research steps shown in Figure 3.
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In Step 1, we have analyzed a number of available risk analysis and manage-
ment reports of different municipalities of Sweden. In these reports we did not
find any detailed analysis of risks pertaining to IT systems. These reports men-
tion the importance of IT systems and the dependence of Swedish municipalities’
processes and operations on them. We believe that performing a detailed risk
analysis or management of IT systems in Swedish municipalities is a very time
and effort consuming activity especially if one follows existing risk management
frameworks. Therefore, there is a need for a risk management framework that is
less technical than the already proposed risk management frameworks and it also
takes into account all critical resource of an organization with large-scale IT sys-
tems. The new risk management framework shall require less effort and time to
analyze IT systems by focusing on more critical resources that are necessary for
critical operations. The new risk management framework will be suitable to ana-
lyze IT systems from a higher level by skipping some technical detailed analysis.
After Step 1 we have developed an initial version of risk management framework.

In Step 2, the requirements for the planned risk management framework to
further refine it will be gathered by conducting a survey with practitioners working
in the safety and security domain in different municipalities of Sweden. The main
objective of the future survey research is to investigate the following factors, e.g.,
resources required for risk analysis and management, used risk analysis methods,
required competence to perform risk analysis, and definition of clear roles and
responsibilities. Step 2 will help in the development of the second version of risk
management framework.

In Step 3, we are planning to evaluate the planed risk management framework
by conducting a case study in a Swedish municipality by analyzing and managing
IT risks. Step 3 will help in the development of the third version of risk manage-
ment framework.

Finally, in Step 4, we are planning to replicate case study carried out in Step
3 to further evaluate and refine the planned risk management framework. Step 4
will help in the development of the final version of risk management framework.
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PAPER I

A REVIEW OF RESEARCH ON
RISK ANALYSIS METHODS

FOR IT SYSTEMS

Abstract

Context: At the same time as our dependence on IT systems increases, the number
of reports of problems caused by failures of critical IT systems has also increased.
This means that there is a need for risk analysis in the development of this kind of
systems. Risk analysis of technical systems has a long history in mechanical and
electrical engineering. Objective: Even if a number of methods for risk analysis
of technical systems exist, the failure behavior of information systems is typically
very different from mechanical systems. Therefore, risk analysis of IT systems
requires different risk analysis techniques, or at least adaptations of traditional ap-
proaches. This means that there is a need to understand what types of methods are
available for IT systems and what research that has been conducted on these meth-
ods. Method: In this paper we present a systematic mapping study on risk analysis
for IT systems. 1086 unique papers were identified in a database search and 57 pa-
pers were identified as relevant for this study. These papers were classified based
on 5 different criteria. Results: This classification, for example, shows that most
of the discussed risk analysis methods are qualitative and not quantitative and that
most of the risk analysis methods that are presented in these papers are developed
for IT systems in general and not for specific types of IT system. Conclusions:
The results show that many new risk analysis methods have been proposed in the
last decade but even more that there is a need for more empirical evaluations of the
different risk analysis methods. Many papers were identified that propose new risk
analysis methods, but few papers discuss a systematic evaluation of these methods
or a comparison of different methods based on empirical data.

Sardar Muhammad Sulaman, Kim Weyns and Martin Höst,
In Proceedings of the 17:th International Conference on Evaluation and Assess-
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ment in Software Engineering (EASE ’13), pages 86–96. Association for comput-
ing machinery (ACM) 2013.

1 Introduction

IT systems have become an essential part of our modern society. This evolution
has not only created new opportunities, but also new threats to our society. The
presence of IT systems everywhere has made us dependent on IT systems for our
daily life. This is the case both for individuals and organizations, both private
as well as public organizations. However, at the same time as the usage of, and
dependence on, IT systems increases, the number of reports of problems caused
by failures of critical IT systems has also increased [18].

One of the common aspects of these failures is the faith in systems that are not
sufficiently dependable. The core of the problem is not that these systems suddenly
become unreliable, but that we have become critically dependent on a wide vari-
ety of systems without analyzing whether they are dependable enough and what
the consequences could be of a possible failure [18]. To prevent critical systems
from causing problems for the organizations dependent on them, risk analysis is a
necessary activity.

Risk analysis of technical systems has a long history in mechanical and electri-
cal engineering where many well-established methods exist. The failure behavior
of IT systems is typically different from mechanical systems and, at the same time,
the complexity can be significantly higher. The high rate at which new IT systems
are being developed and updated for many critical applications usually means there
is not enough historical data available for a strictly statistical analysis of the relia-
bility of each system and its components, as is sometimes the case in risk analysis
of mechanical systems.

For all these reasons, risk analysis of IT systems requires different risk analysis
techniques or at least adaptations of these traditional risk analysis approaches. In
this article we present a systematic overview of previously published research on
risk analysis for IT systems.

Risk analysis can be performed during the development of the system, at de-
ployment of the system or at any time afterwards. In the ideal situation, the risk
analysis should be re-evaluated each time major changes occur in the system or in
the environment in which the system is used.

In this article we present an overview of operational risk analysis methods for
IT systems. This includes many different types of systems and methods, but does
not include project risk analysis methods, used to analyses the project management
risks in software development projects.

Section 2 presents related work in the field of risk analysis and systematic
literature reviews. Section 4 discusses the methodology used in this study in detail.
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Section 7 contains the special measures that were taken to improve the validity
of this research. Next, Section 6 contains the results of this mapping study and
presents the categorization of the identified articles based on different attributes
of the research and the risk analysis methods presented in each article. Finally,
Section 8 summarizes and analyses the results of this classification.

2 Related Work

Many different national and international high-level frameworks exist for informa-
tion technology risk management and assessment. Such frameworks have for ex-
ample been published by the International Organization for Standardization (ISO),
such as ISO/IEC 27005 [7] and ISO/IEC 27002 [6], by national governmental or-
ganizations, such as the National Institute of Standards and Technology (NIST) [21]
or the British Central Communication and Telecommunication Agency (CCTA) [5],
by non-governmental organizations such as Club de la Sécurité de l’Information
Français (CLUSIF) [16] or by research institutes such as the Carnegie Mellon
Software Engineering Institute (SEI) [1]. A detailed comparison of some of these
frameworks can for example be found in [4] and [22].

There also exist a number of low-level risk analysis methods for technical sys-
tems in general or for IT-systems in particular. Some of the most well-known
methods are Fault Tree Analysis (FTA) [3], Failure Mode and Effect Analysis
(FMEA) [15] and Hazard and operability study (HAZOP) [19]. Some of the frame-
works mentioned above specifically recommend one or more of these risk analysis
methods.

The goal of the study presented in this article is to identify research articles
that describe or evaluate new or established risk analysis methods for IT systems,
which includes both high- and low-level methods. To identify and categorize these
research articles this study uses the methodology of mapping studies [11], which
is a variation of systematic literature reviews [12].

Systematic literature reviews and mapping studies have been conducted in dif-
ferent studies [10] in widely different areas such as cost estimation (e.g. [8]), open
source software (e.g. [20]), and testing (e.g. [2]). Two systematic reviews, [14]
and [9], have focused on project risk assessment in software development projects.
However, to the best of our knowledge, no reviews have looked specifically at op-
erational risk analysis methods for IT systems.

3 Methodology

This article presents a study of available risk analysis, assessment, and manage-
ment methods for IT systems. The review presented here is a systematic mapping
study, conducted based on the guidelines presented in [12]. This article presents,
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in addition to the overview of the identified risk analysis methods, a categorization
of the identified methods.

A review protocol was developed in the initial phase of the review. It contains
research background, research questions, search strategy, study selection criteria
and procedures, validity assessment, data extraction instructions, and data synthe-
sis strategies.

This research is conducted as a planned study and was carried out in the fol-
lowing steps:

1. Defining the research questions.

2. Selection of sources to be searched for relevant articles.

3. Defining the search query and performing the search on the selected sources,
resulting in 1203 articles.

4. Removing 117 duplicate articles by using EndNote reference manager and
by manual search.

5. Defining the inclusion and exclusion criteria and initial selection based on
titles and keywords according to the defined criteria, leaving 320 articles for
the next steps of the study.

6. Second round of selection by reading abstracts according to the same criteria
and first classification of the articles, leaving 200 articles for the next steps
of the study.

7. Final selection of articles based on careful reading of the full text of each
article, resulting in a final list of 57 relevant articles for this study.

8. Analysis of the results of the classification of the final list of articles.

During each step special measures were taken to improve the validity of the
research. Each step is described in more detail in the following subsections.

The steps involved in the identification and selection of articles are summarized
in Figure 2.

3.1 Research questions
The objective of this article is, as described above, to present an overview of risk
analysis methods for IT systems, by summarizing and synthesizing the results from
research that has already been carried out on available risk analysis methods for IT
systems. This general goal has been broken down to the following main research
questions:

1. What risk analysis methods and approaches are reported in the research lit-
erature for IT-systems?
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Removal of duplicates
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Figure 1: Identification and selection of articles.
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2. To what extent are the identified methods used in practice?

3. Is there empirical research published where the identified methods are eval-
uated/compared/etc.? If there is, which research methodologies are used?

4. Which phases of the risk management process have been the focus of the
identified research articles?

5. What type of risk analysis methods are presented in the published research,
qualitative or quantitative?

This research can be categorized as a systematic mapping study that is carried
out in the same way as a systematic review. It focuses on the main research that
has been conducted in the area of risk analysis for IT systems, and it is done
by adopting a systematic approach to identify relevant research and classify the
identified research articles according to predefined categories.

3.2 Search strategy
Searched resources

The following databases were searched (through Engineering Village1 ) for rele-
vant research:

• INSPEC: This database is provided by Elsevier Engineering Information
Inc. and the Institute of Electrical Engineers (IEE). It includes articles from
1969 to present.

• COMPENDEX: This database is provided by Elsevier Engineering Infor-
mation Inc. It includes papers from 1969 to present.

The above mentioned databases provide a broad coverage of the area of inter-
est, i.e. “Risk analysis methods for IT systems”, and they include articles from the
main conferences, journals, and publishers (IEEE, ACM, Springer, etc.).

Search query

After a number of iterations, the following search query was considered a good
compromise between finding as many of the relevant articles as possible, and re-
turning a manageable number of results:

({risk analysis} OR
{risk analyses} OR
{risk identification} OR
{RA})

1http://www.engineeringvillage2.org
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AND (
method* OR
technique* OR
approach*)
AND (
{computer system} OR
{information system} OR
{IT system} OR
{network system} OR
{web?based system} OR
{computer systems} OR
{information systems} OR
{IT systems} OR
{network systems} OR
{web?based systems})
NOT
( oil OR gas OR flood OR
agricultur* OR chemi*))

The search string has four main parts separated by AND and NOT clauses.
The first part of the search string excludes articles that are not about ‘risk anal-

ysis’ or ‘risk identification’.
The second part of the search string excludes articles that do not discuss one

or more specific methods for risk analysis, or a synonym to ’method’. The ’*’-
character is a wildcard representing any string of characters, which allows different
grammatical numbers of the term to be identified, e.g. both ’method’ and ’meth-
ods’.

The third part of the search string excludes articles that are not in the field
of information technology or computer science. The ’?’-character is a wildcard
representing one character, included because we want to identify both ’-’ and ’ ’.

The last part of the search string explicitly excludes articles about oil, gas, agri-
culture or chemistry. These research fields traditionally have a strong safety focus
and contain many papers about risk analysis. They are, however, not domains in
which IT systems are considered as the most critical components, and this part
of the search string was included to prevent irrelevant papers from these domains
from dominating the returned results.

3.3 Inclusion and exclusion criteria

When articles were identified with the search string from the databases, it was
necessary to manually remove non-relevant articles from the selection. This was
done first based on the title and keywords, then based on the abstract, and finally
based on the full text. The inclusion and exclusion criteria were defined during
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the design of the review protocol. The manual selection of articles was carried out
based on the following criteria:

• Articles not about methods for risk analysis or risk management of computer
system were excluded from the selection.

• Articles about the risk analysis of system development projects were ex-
cluded from the selection. That is, articles about risk management of project
risks were excluded. The focus in this article is on risks for the organization
depending on the operation of IT systems, i.e. operational risk, not about
the project risks associated with developing the systems.

• Articles specifically about the risk analysis of computer networks were ex-
cluded from the selection because the focus in this study is on risk analysis
for complete IT systems not just the network component of the system. The
excluded articles present risk analysis of network components such as, fire-
walls, intrusion detection systems, routers and implementation of security
policies to cope with unauthorized access of data or resources, e.g., [17].

• Articles about the risk analysis of space systems, nuclear power plants, em-
bedded medical devices, and military systems were also excluded from the
selection. These domains have a long history of risk analysis methods, but
these methods are often very time-consuming and mostly suited for embed-
ded systems that are analyzed in great detail. This study, however, focuses
on risk analysis for large IT systems that are applicable to a wide range of
systems in many types of organizations. An example of excluded article
is [13].

Each of these criteria was necessary to limit the scope of this study. It would be
impossible to cover risk analysis for all types of risk associated with all categories
of IT systems in one review like this, because of the large number of relevant
articles.

3.4 Selection of relevant articles
The above mentioned search query was carried out on 23 May 2012 and retrieved
1203 articles, and it has been decided to continue systematic review with these
records. After this, the title, keywords, abstract and author names were down-
loaded for the initial selection of relevant articles. Then the EndNote (Reference
manager) was used for the removal of duplicate articles. It found (automatically)
91 duplicate articles that have been removed from the initial list. After this, 26
duplicate articles were found by manual search and removed from the initial list
as well.

In each step of the selection process (based first on the title and keywords, then
on the abstract and then on the full text) these criteria were used by the first author
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of this article to manually remove non-relevant articles from the initial selection.
This resulted, in each step, in three groups of articles:

• Relevant: Articles that clearly fulfill the criteria established above.

• Not relevant: Articles that are out of the scope of this study.

• Possibly relevant: Articles for which there was not enough information to
establish whether they are relevant for this study. This list was rechecked
by the co-authors for the selection. The remaining Articles (from selection
based on title and keywords, and abstracts) were then added to the relevant
articles for further selection in the next step.

After removing irrelevant articles based on the title and keywords, a first effort
to remove non-relevant articles was carried out by the first author of this article.
This selection resulted in a list containing 229 relevant and 48 possibly relevant
articles. To check the reliability of this first step, the second author of this article
cross checked 100 randomly chosen articles from the initial list and found dis-
agreement on 3 relevant articles not added and 6 non-relevant articles added. To
increase the reliability of the selection, it was therefore decided to repeat the initial
selection process based on this information and to only exclude those articles that
were not relevant in light of this. The selection process was by this conducted once
again and resulted in 70 more articles from the initial list to the main selected list.
After this, the possibly relevant articles list was checked and 21 out of 48 articles
were selected and added in the main list for the next step of review. After doing
the initial selection process again the resulted selection list came up with a total of
320 relevant articles.

The second selection was conducted based on the abstracts, the first author
read the abstracts and found 183 relevant articles out of a total of 320. The sec-
ond author again rechecked this selection and he found 17 more relevant articles.
After adding these 17 articles the second selection list came up with a total of 200
relevant articles for the next step of review.

In the third step of the selection process, the full text of the relevant articles
needed to be downloaded. The full text for all articles was not always available
for all articles and 57 articles were removed from the selection because the articles
were not written in English (most often in Chinese) or because the full text could
not be downloaded (mostly older articles).

After this, the first author carefully read the full text of all downloaded articles
and selected 77 relevant articles. The second author of this article cross-checked
the excluded articles from the final list suggested adding two more relevant articles
in the final list, which resulted in 79 relevant articles. Then, he cross checked the
finally selected articles by reading the full text and removed 23 irrelevant articles.
After removing the irrelevant articles the list contained 56 relevant articles. There
was a disagreement for the selection of [article 24], the third author carefully read
it, and after discussion all authors agreed to select it for the review.
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Finally, the reference lists of the most relevant articles were inspected for fur-
ther relevant articles that were not included in the selection. Initially 5 articles
were selected from reference inspection, after reading the full text of selected ar-
ticles only one article identified as relevant for this study. This article was from a
source that was not included in the searched resources. After adding this article
the final list contains the 57 articles listed in the appendix of this article.

3.5 Data extraction and synthesis

In the final steps of the selection, i.e. the selection based on the full text of the
articles, the articles were classified based in the following classes:

Class A Articles describing or evaluating existing risk analysis methodologies.

Class B Articles presenting improvements or changes to existing risk analysis
methodologies.

Class C Articles presenting new methods for risk analysis of IT systems.

Further, a number of relevant attributes were also extracted from each of the
articles with respect to the research questions discussed in Section 4.1. The results
of this data extraction and classification are discussed in Section 6.

4 Validity assessment

The main objective of this research is to summarize the available research in the
field of risk analysis for IT systems. An important threat to the validity of this study
is that it cannot be guaranteed that all possible relevant articles in this field have
been included in the study. First of all, only research published in English was in-
cluded for practical reasons. Secondly, some lesser known journals or conferences
are not available in the searched databases, and were therefore not searched in this
study. Also, articles for which the full text was not available were excluded from
this study. This mostly affects older articles. Thirdly, it is likely that some relevant
articles were rejected by the search string, since it is impossible to define a search
string that finds absolutely all relevant articles without returning an unmanageable
number of false positives. Finally, it is of course also possible that relevant arti-
cles were incorrectly rejected during the manual selection process from over one
thousand articles to the final selection of 57 articles.

To increase the validity of this study, the reference list of the most relevant
articles from the final selected list were examined for missing important articles.
This validity check resulted in only one new article being added to the selection
of articles. This article had not been found in the automatic search because it was
from a source not included in the searched databases.
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In order to reduce the risk of incorrect rejection of an article during the selec-
tion process, the co-authors of this article cross-checked the selection in each step.
Whenever there was doubt about whether to include an article or not, the article
was retained for the next step of the selection process. After initial selection pro-
cess based on the title and keywords, the second author of this article cross checked
100 randomly selected articles from the initial list, and suggested a few additions
and removals of articles. Instead of just adding and removing these articles, it was
decided to repeat the selection process and to keep any articles selected in either
case.

After the second selection process based on abstracts, the second author of this
article re-checked the complete selection and found 17 more relevant articles that
had possibly been rejected incorrectly, and in this way made sure that also articles
where we were in doubt were included.

After the third selection process that was conducted after reading the full text
of articles, the second author of this article cross checked the excluded articles
from the final list and suggested the adding of two more relevant articles to the
final list. Then he cross checked the finally selected articles by reading their full
text and found 23 non-relevant articles according to the defined research questions.

That is, whenever there was a doubt in selection of an article it was retained
for the next step, where more information was available to decide the relevance
of an article with more accuracy. Whenever one author was not sure about the
classification of an article, the co-authors reviewed the article and decision about
the classification was based on the agreement by all authors.

By taking the above mentioned measures for the validity of this study we are
more confident that most of the relevant articles for this study have been identified
and included in the final list of articles.

5 Results

This section presents an analysis of the data extracted from the selected articles.

5.1 Year of publication

In Figure 2, the publication year for the selected articles is displayed. It can be
observed that the oldest selected article is from the year 1980, and the most recent
from 2012. About half of the articles were published in the last 5 years before the
publication of this study. That is, this indicates that the number of publications in
the area has increased the later years, at least if we were able to find as many of
the older articles as the newer articles.
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Figure 2: Histogram of publication year for the identified articles
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Table 1: Classification of articles

Classification articles #
Class A 2, 4, 5, 7, 8, 10, 12, 14, 18, 21, 22, 26, 32, 38,

41, 45, 52, 56
18

Class B 34, 42, 43, 44, 47 5
Class C 1, 3, 6, 9, 11, 13, 15, 16, 17, 19, 20, 23, 24, 25,

27, 28, 29, 30, 31, 33, 35, 36, 37, 39, 40, 46,
48, 49, 50, 51, 53, 54, 55, 57

34

5.2 Risk analysis method classification

Table 1 shows the classification of the selected articles into classes A, B, and C,
see Section 3.5. Class A, about existing risk analysis methods, includes 18 articles.
Articles in this class describe general risk analysis concepts and its importance for
dependable IT systems. This class also contains some articles about the compar-
ison of different risk analysis methods. Class B includes 5 articles that present
improvements in existing risk analysis methods.

The majority of the articles are in class C. It includes 34 articles that are about
presenting new frameworks, methods and models for risk analysis.

5.3 Types of systems

Table 2 shows the types of system that the selected articles focus on. The majority
of the selected articles, 49 articles out of 57, are about risk analysis of IT systems
in general. This means that the paper does not specify which type of systems
the research is about, and thereby it can be assumed that the intention is that the
research results should be generally valid. However, 2 articles are specifically
about risk analysis for e-commerce systems, 3 are about hospital systems, 1 is
specifically about web service systems, 1 is about cloud computing and 1 is about
e-government systems. It should be noted that articles about space technology and
military systems were specifically excluded before the classification.

5.4 Analytical or empirical research

In Table 3, the research methodologies that were used in the selected articles are
categorized as either completely analytical (not containing any research based on
the application of a risk analysis method on an actual system) or empirical (con-
taining an explicit description of an application of at least one risk analysis method,
either in a real-life setting or in a controlled experiment). 36 articles were identi-
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Table 2: Focused systems in selected articles

Type of System articles #
IT systems in general 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 17,

18, 19, 20, 22, 23, 24, 26, 27, 28, 29, 30, 31,
33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44,
45, 46, 47, 48, 49, 52, 53, 54, 55, 56

49

Hospital systems 2, 32, 57 3
E-Commerce 25, 50 2
Cloud computing 16 1
E-government 51 1
Web-service systems 21 1

Table 3: Type of research presented in selected articles

Research type Selected articles #
Analytical 1, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 18, 19, 20,

22, 23, 24, 25, 27, 29, 30, 31, 33, 37, 38, 40,
42, 43, 44, 45, 47, 48, 49, 50, 53

36

Empirical
-Case study 2, 7, 15, 16, 17, 21, 26, 28, 32, 34, 35, 36, 39,

41, 46, 51, 52, 54, 55, 56, 57
21

fied as analytical and 21 as empirical research. These 21 articles all presented case
studies on risk analysis methods, no surveys or experiments were identified.

5.5 Area of risk management

Risk management is a process that consists of several activities: risk identification,
risk analysis, risk assessment, risk prioritization, and risk mitigation. It is a pro-
cess that tries to find a balance between loss prevention and cost associated with
countermeasures. It usually starts with the risk identification activity to determine
a list of possible risks. Next, risk analysis is applied to combine the probability
and the expected consequences associated with each risk. Sometimes the term
‘risk analysis’ is also used to include the risk identification step. Then, in risk
prioritization, all the identified risks are prioritized based on the results of the
risk analysis. Finally, risk mitigation, deals with implementing appropriate mea-
sures and controls to reduce the probability or the consequences of the identified
risks, based on the results of the prioritization. Risk assessment, on the other hand,
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Table 4: Focused risk management part in the selected articles

Risk management part Selected articles #
Risk analysis 1, 2, 3, 4, 5, 8, 11, 13, 14, 15, 19, 20, 21, 23,

24, 25, 26, 27, 29, 32, 34, 35, 40, 42, 47, 50,
56, 57

28

Risk identification 32 1
Risk assessment 5, 7, 9, 16, 31, 33, 36, 37, 39, 44, 45, 46, 52,

53, 55
15

Risk prioritization 16 1
Risk mitigation 12, 52 2
Risk management 4, 9, 10, 16, 17, 18, 19, 20, 21, 22, 27, 29, 30,

32, 35, 38, 43, 47, 48, 49
20

Table 5: Type of risk analysis method (quantitative or qualitative)

Risk analysis type Selected articles #
Qualitative 2, 12, 13, 14, 21, 34, 57 7
Quantitative 4, 5, 15, 19, 23, 24, 25, 26, 28, 31, 33, 36, 37,

39, 40, 41, 44, 49, 52, 53, 54, 55, 56
23

Combined approach 9, 10, 18, 42, 45, 46 6
Semi-Quantitative 3, 16 2

usually deals with the analysis of a system with existing security measures and
anticipates the weaknesses present in assessed system. However, these definitions
are not generally accepted and sometimes each of these terms is used to describe
a process that includes several of the other activities.

Although our search for articles specifically searched for articles about risk
analysis or risk identification, the final list of selected articles contain some articles
that mainly focus on risk management as a whole and some articles that focus
only on one or more of the different sub-activities. Table 4 shows the focus of the
selected articles within the field of risk management. It can be noticed that the
majority of selected articles, 28 articles out of 57, are in fact about risk analysis.
Further, it can be seen that 1 article is specifically about risk identification, 15 are
about risk assessment, 1 is about risk prioritization, 2 are about risk mitigation and
20 are about risk management as a whole.
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5.6 Qualitative and Quantitative risk analysis

Table 5 classifies the risk analysis methods in the selected articles as quantitative
or qualitative. Quantitative methods express the probability and consequences of
the identified risk as a numerical result. This makes it possible to calculate the
relationship between loss prevention and cost associated with proposed counter-
measures. Often it is difficult to use quantitative risk analysis because it is hard
to estimate the exact probability and loss associated with each risk. Qualitative
methods, on the other hand, use descriptive values such as ’high’, ’medium’ or
’very low’ to express the probability and consequences of each risk. Both types
of risk analysis methods are widely used for different types of systems, and in
some cases they can be used together. Except for qualitative, quantitative and
combined risk analysis methods, this study also identified semi-quantitative meth-
ods. This is an intermediary risk analysis technique that classifies the probability
and consequences by using quantitative categories such as ‘financial loss between
10.000 USD and 100.000 USD’ or ’less than once per 100 years’. It does not re-
quire the exact estimates needed for a quantitative risk analysis, but offers a more
consistent approach than qualitative risk analysis. Not all of the selected articles
contain enough information to determine whether a qualitative or quantitative ap-
proach was used, and for some articles the question is not applicable. Of the 38
articles that could be classified according to this criterion, 23 articles use a quan-
titative approach, 7 a qualitative approach, 6 contain a combined (quantitative and
qualitative) risk analysis approach, and 2 are about semi-quantitative risk analysis
methods.

6 Discussion

First of all it can be observed that many of the identified articles have been pub-
lished during the last few years before this study (2006-2011). This may mean that
the amount of research has increased. As also discussed above, there may be other
reasons, such as that the databases are more complete for later years. However, an
increased dependence on information in the society, e.g. when critical processes
to an increased extent are supported by IT-systems, may also mean that there is an
increased interest in risk management of IT-systems.

In order to investigate the relationship between different investigated factors
different pairs of variables were investigated.

It was found that risk management papers are to a larger extent non-empirical
than papers in the other categories, see Table 6. This may be because this topic
requires more research effort to be studied empirically since it is a process covering
a rather long time-span.

Risk analysis methods for a specific type of systems are all found in empirical
papers, except for the papers about e-commerce systems. This probably indicates
that most risk analysis methods are developed with general IT systems in mind.
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Table 6: Paper area vs. empirical or not
Paper area No Yes
BCP 0 1
General 1 1
Risk Analysis 12 6
Risk Analysis and Assessment 1 0
Risk Analysis and Management 7 2
Risk Assessment 6 7
Risk Assessment and management 1 0
Risk Assessment and mitigation 0 1
Risk Assessment, prioritization,

and management 0 1
Risk Identification, analysis, and management 0 1
Risk management 7 1
Risk Mitigation 1 0
SUM 36 21

Table 7: Risk analysis approach vs. empirical or not
Approach No Yes
Combined approach 5 1
General 14 5
Qualitative 3 4
Quantitative 13 10
Semi-quantitative 1 1
SUM 36 21

Only when they are applied in practice they are adapted for specific classes of
systems.

It was also found that qualitative risk analysis methods are more likely to be
investigated in empirical papers than quantitative analysis methods, see Table 7.
This may be because quantitative methods are not as easy in practice as it might
seem, because a lot of specific data is needed. When a risk analysis method is
used in practice, it is often easier to classify a risk’s probability and consequence
into some categories than to assign an exact numerical value. This however limits
the analysis that can be done later. A lot of information is lost when categories
are used instead of a quantitative best estimate, possible combined with an explicit
uncertainty range on the estimate.

It can be noticed from the previous section that the majority of the identified
articles present either qualitative or quantitative risk analysis and only two arti-
cles (3, 16) use a semi-quantitative risk analysis method. Based on this, it could
be argued that there is a need for more research on techniques and methods that
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combine the advantages of both quantitative and qualitative methods.
Two identified articles (9, 10) present research on the well-known risk analysis

method CORAS, performing model-based risk analysis by using UML, and one
article (54) that proposes a new risk analysis method using fault-tree analysis.
This review also has identified some other specific risk analysis methods named in
a few articles such as LAVA, LRAM , CRAMM, OCTAVE, Mehari and Magerit
(20, 34, 45, 47).

This review has identified five articles (2, 42, 43, 44, 47) that describe, analyze
and compare existing well-known risk analysis methods. But from these articles it
is not possible to decide that a particular method is better than other.

7 Conclusions

Based on this mapping study of risk analysis methods for IT-systems discussed in
the research literature, it can be concluded that most articles focus on new methods,
and new frameworks and models for risk analysis. Only few papers focus on
already available, and thereby maybe already known, methods. Further, it can
be concluded that most research concerns general risk analysis methods, and not
methods specific to certain types of IT systems.

The fact that only few articles focused on already available methods also means
that it is not possible to say from the identified articles to what extent different
methods are used in practice. For the same reason, it has not been possible to find
many articles comparing available risk analysis methods, even if we argue that
there is a need for this kind of research.

It can also be concluded that a majority of the identified articles present re-
search that is non-empirical (36 articles), and fewer articles (21 articles) present
case studies. None of the identified articles present research conducted as surveys
or controlled experiments. Concerning what type of risk analysis methods that
are presented in the published research, it can be concluded that most identified
research concerns quantitative risk analysis methods.

Based on these findings a number of areas for further research can be identi-
fied. First of all it can be concluded that there is a need to conduct research where
already available methods are investigated. This can for example be carried out
as studies where different types of methods are compared in controlled experi-
ments. We believe that methods for risk analysis are quite possible to investigate
in controlled experiments [23], since they are possible to isolate from the whole
management process to investigate them in a ‘laboratory’ setting. Having said that,
we also believe that there is a need to further investigate the whole risk manage-
ment process in longer case studies, where actual cases of risk management are
investigated in practice.
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PAPER II

HAZARD ANALYSIS OF
COLLISION AVOIDANCE

SYSTEM USING STPA

Abstract
As our society becomes more and more dependent on IT systems, failures of these
systems can harm more and more people and organizations both public and private.
Diligently performing risk and hazard analysis helps to minimize the potential
harm of the IT systems failures on the society and increases the probability of their
undisturbed operation. In this paper, we present experiences gained by applying
System Theoretic Process Analysis (STPA) method for hazard analysis on forward
collision avoidance system. Our main objectives are to investigate effectiveness
(in terms of the number and quality of identified hazards) and time efficiency (in
terms of required efforts) of the studied method. Based on the findings of this
study STPA has proved to be an effective and efficient hazard analysis method for
assessing the safety of a safety-critical system and it requires a moderate level of
effort.

Sardar Muhammad Sulaman, Taimoor Abbas, Krzysztof Wnuk and Martin Höst,
In Proceedings of the 11:th International Conference on Information Systems for
Crisis Response and Management (ISCRAM ’14), pages 424–428, 2014.
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1 Introduction

The increasing dependence of our society on IT systems brings not only new de-
velopment opportunities but also new, severe, risks and threats. As our daily life is
almost completely dependent on IT systems, i.e., both for individuals and organi-
zations (private and public), failures of these IT systems can have serious negative
consequences and effects on the society. Diligently performing risk and hazard
analysis helps to minimize the potential harm of the IT system failures on the soci-
ety [10,17]. However, the risk/hazard analysis of a modern socio-technical system
is far from trivial mainly due to the dynamic behavior that pervades almost every
modern software intensive system and a high number of interacting components.
As a result, many traditional low level risk or hazard analysis methods fail to en-
compass the dynamic behavior of the systems, as they focus solely on the system
component failures [10]. These traditional methods mainly focus on identification
of critical components of a system and then either try to prevent the failures of
these components or add redundant components. In case of dynamically changing
systems, a new risk can emerge from wrong or desynchronized command that may
lead to severe accidents. Therefore, new methods for performing risk and hazard
analysis optimized for dynamic systems are highly required.

This study presents experience gained by applying the System Theoretic Pro-
cess Analysis (STPA) [11] method for hazard analysis on forward collision avoid-
ance system as an example of a socio-technical safety-critical system. The main
objective of this study is to investigate effectiveness (in terms of the number and
quality of identified risks) and time efficiency (in terms of required effort) of STPA
hazard analysis method in the software intensive safety-critical system domain by
addressing the following study goals:

RG1: How can STPA assess and improve the safety of a software-intensive
safety-critical system? This research goal is achieved by applying the STPA method
on a forward collision avoidance system.

RG2: How much effort is required to apply STPA on a system for hazard
analysis? This goal is achieved by measuring the effort required to apply STPA on
our sample system.

The European Telecommunications Standards Institute (ETSI) has identified
collision avoidance as one of the most distinctive safety-regulated applications of
intelligent transport systems (ITS) [5]. These safety related applications rely on
situational awareness such as pre-crash control loss warning and distance to col-
lision warning [1] making this system highly context dependent [10]. Moreover,
for the development of ITS collision avoidance applications the National highway
Traffic Safety Administration (NHTSA) has identified and prioritized 37 pre-crash
scenarios [14].

In this study, STPA method is applied on an ITS application (collision avoid-
ance) with the goal to identify potential hazards with their causal factors. Based
on the gained experience from this study it can be concluded that STPA is an ef-
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fective method as in its first step it identified 14 inadequate control commands or
events with their associated hazards. Regarding effort required to apply STPA on
a safety-critical system it can be concluded that STPA requires moderate level of
effort.

The remainder of this paper is structured as follows: The next section presents
related work pertaining to the application of different hazard analysis methods on
safety-critical systems. Then it has a brief explanation of the forward collision
avoidance system and the used hazard analysis method, i.e., STPA. After this,
it presents the results of the performed hazard analysis. Then, the next section
discusses the results of the performed analysis with advantages and limitations of
the used method. Finally, it summarizes the results of the performed analysis and
presents the future work.

2 Related work

In this section, we browse the related work regarding the Fault Tree Analysis
(FTA), Failure Mode and Effect Analysis (FMEA), and Hazard and Operability
Analysis (HAZOP) hazard analysis techniques as they are considered the most
commonly used. FTA is a top-down risk or hazard analysis approach. It is a de-
ductive approach and carried out by repeatedly asking: how can this (a specific
undesirable event) happen? and what are the causes of this event? It consists of a
logical diagram that shows the relation between the system components and their
failures. A fault tree that only contains AND and OR gates can alternatively be
represented by Reliability Block Diagram (RBD). Ericson [4] presented a review
of the research performed on FTA with its advantages and shortcomings.

FMEA is a risk or hazard analysis technique that can be applied as both the top-
down and the bottom-up approach [13]. The top-down approach (usually function
oriented) is mainly used in an early design phase before deciding the whole sys-
tem structure. It analyzes the system by identifying the main system functions and
then the potential failures of these functions with causes. The functional failures
with significant effects are usually prioritized in the analysis. The top-down ap-
proach may also be used on an operational system to identify existing risks. The
bottom-up approach is used when a system concept has been decided. During the
bottom-up approach, each component on the lowest level of the system design is
studied one-by-one and the analysis gets complete after revisiting all components.
Grunske et al. [7] introduced an extension to conventional FMEA named proba-
bilistic FMEA. It has the advantage of formally including rates at which compo-
nent failures can occur. This method helps safety engineers to formally identify if
a failure mode occurs with a probability higher than its tolerable hazard rate.

HAZOP is a qualitative technique commonly used in planning phase of a sys-
tem. It identifies risks by analyzing how a deviation can arise from a design spec-
ification of a system. It is used to identify the critical aspects of a system design
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for further analysis. It can also be used to analyze an operational system. A multi-
disciplinary team of 5 to 6 analysts lead by a leader usually carries out the HA-
ZOP analysis. The HAZOP team identifies different scenarios that may result in
a hazard or an operational problem, and then their causes and consequences are
identified and analyzed [12].

To tackle the lack of information in early design problem, Johannessen et al. [9]
proposed an actuator-based approach for hazard analysis. This approach is a log-
ical approach for an early hazard analysis when only basic or limited information
about the system is available. Such an approach is beneficial as major hazards can
be identified in an early stage based on their criticality. Gleirscher [6] suggested
a framework for hazard analysis for software-intensive control parts of technical
systems, and exemplified on a commercial road vehicle in its operational context.

To summarize, hazard analysis techniques, such as FTA, FMEA and HAZOP
mainly focus on component failures and in the system design phase the component
failures cannot be considered. Even at later stages it is very hard to identify the
causes of a hazard if it is not directly associated to a specific component failure.
Thus, in addition to afore-mentioned risk/hazard analysis methods a new hazard
analysis technique can be applied, named STPA that considers safety as a control
problem rather than a component failure problem [10]. Nakao et al. [15] eval-
uated the STPA technique in a case study where it is applied on an operational
crew-return vehicle design. The feasibility and usefulness of STPA technique is
also evaluated thoroughly for early system design phase by Ishimatsu et al. [8].
These studies [8, 15] conclude that with STPA it is possible to recognize safety
requirements and constraints of the system before the detailed design. Several
authors [10, 16, 18] reported positive outcomes from applying STPA on various
systems.

3 Background

3.1 System theoretic process analysis (STPA)

The System Theoretic Process Analysis (STPA) method for hazard analysis devel-
oped by Leveson [11], focuses on analyzing the dynamic behavior of the systems
and therefore provides significant advantages over the traditional hazard analysis
methods. The STPA is a top-down method, just like the FTA method. On the
contrary, the STPA uses a model of the system that consists of a functional con-
trol diagram instead of a physical component diagram used by traditional hazard
analysis methods. The STPA is based on system theory rather than reliability the-
ory and it considers safety as a system’s control (constraint) problem rather than
a component failure problem. Among the most prominent benefits of using the
STPA, Ishimatsu et al. [8] listed the efficiency of the later phase of the STPA when
the broader scenarios are analyzed. According to Ishimatsu et al. STPA takes into
consideration the interactions of system components, and considers the evaluated
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system and its components as a collection of interacting control loops (control ac-
tion and safety constraints on the component behaviors). STPA requires a control
structure diagram for hazard analysis consisting of components of a system and
their paths of control and feedback, i.e., acknowledgment.

It is important to mention that STPA can be applied at any stage; design phase,
operational phase and for hazard assessment, in the following two steps:

1. Identify the potential for inadequate control of the system that could lead to a
hazardous state. A hazardous state is a state that violates the system’s safety
requirements or constraints and can cause some loss, i.e., life, mission, and
financial.

2. Determine how each potentially hazardous control action, identified in step
1, could occur (finding causal factors). An inadequate control action can
lead a system to a hazardous state, and that could be one of the following:

(a) A control action required is not provided

(b) An unsafe (incorrect) control action is provided

(c) A control action is provided too early or too late (wrong time or se-
quence)

(d) A control action is stopped too early or applied too long.

The term provided, mentioned above, means correct communication of a con-
trol action or command from one component to another component of the system.
A control action or command can encounter communication errors, e.g., delayed,
failure, corrupted, etc. For application of STPA, the functional control structure
diagram of the system is required and all control loops in the system are identified
from the functional control diagram. After this, in each control loop all compo-
nents that contribute to unsafe behavior of system are identified.

In this study, STPA is applied on a socio-technical system that has three con-
trollers, which are the critical components because they all contain a process
model [11]. Controller receives input from almost all components of the system,
e.g., sensors, actuators, etc. and then it performs internal calculations to issue a
command.

3.2 Forward collision avoidance system

Forward collision avoidance system alerts the driver of a vehicle about a crash
situation and applies automatic brakes after a certain time period if the driver does
not respond to the warning alert (provides passive and active safety). The system
performs two main functions: (1) the object/obstacle detection (by using forward-
looking sensors that detect hindrance in front of the vehicle) and (2) the generation
of warning or applying auto breaks (passive/active response). The forward-looking
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Figure 1: Forward collision avoidance system with autonomous braking [2]

sensors could have few or all of these components: radar, infrared, motion sensors
and cameras [2, 3].

Figure 1 shows the forward collision avoidance system [2] that has been di-
vided into parts A (the collision controller), B (the brake controller) and C (the
engine torque controller). The collision controller (part A of the system) is con-
nected with the following system components:

The collision controller is connected with the radar and the camera through
the object detection system. An object detection system could have more sensors
or devices to detect an object in front of the vehicle. In this study, we suppose
that it uses more than one motion sensors to complement radar and camera. The
object detection system could be very simple or very complex but in this study we
consider the simple version. In the next sections we will only refer to the object
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detection system instead of referring individually to the radar, camera and sensors.
The vehicle sensor complex is also connected with the collision controller that

generates a signal, and then sends it to the collision controller. The vehicle sensor
complex consists of several vehicle system sensors, such as a brake position sensor,
throttle position sensor, steering sensor, suspension sensor, speed sensor, and seat
belt sensor. The information from these sensors can either be used individually or
together to complement the collision avoidance system.

The warning indicator connected with the collision controller generates a col-
lision warning signal in response to the collision-assessment of the collision con-
troller. The collision controller gets input from the object detection system and the
vehicle sensor complex when it performs the collision assessment.

The collision controller (shown in part A), works as follows:
The vehicle and object status provider in the collision controller calculates and

provides the current status of the object in front of the vehicle and the current status
of the vehicle to the collision probability estimator.

The collision probability estimator in the collision controller calculates the
vehicle collision probability based on the received information. If there is a risk
of collision then the estimator sends a signal to the indicator, which is for the
vehicle’s operator. This is known as collision detection, which is a passive safety
system that just warns the vehicle operator. If the vehicle operator does not respond
to the collision warning then the system activates the collision avoidance system
also known as the active safety (autonomous brake).

The collision controller uses an algorithm to estimate the risk of collision and
generates a collision-assessment signal. It is a critical component of the collision
avoidance system, because both active safety and passive safety depend on the
output of this component. It also calculates some other parameters, such as the
time to collision that is going to happen, point of collision, object identification,
etc.

If the vehicle’s operator responds to the collision warning on time then the
forward collision avoidance system resets all its components and calculated pa-
rameters. However, if the operator does not respond to the received warning then
the collision controller sends a collision-assessment signal with the object and ve-
hicle status signals to the brake and engine torque controllers to apply autonomous
brake.

The brake controller (part B of the system) works as follows:
It receives the vehicle status signal, detected-object status signal and collision-

assessment signal from the collision controller.
The brake controller has one brake pressure measurement or determination

component that determines the required brake pressure for the current situation
based on the received information from the collision controller and accelerator
position sensor.

After determining the required brake pressure, the brake controller sends an
autonomous brake signal to the brake system and to the engine torque controller.
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The brake system has one brake pedal and one brake actuator that apply the
autonomous brakes. One important action of the brake controller and brake sys-
tem that they allow the vehicle’s operator intervention during the application of
autonomous braking. Operator can increase the brake pressure by intervening the
autonomous braking that also deactivate the collision avoidance system in that
particular collision situation.

The engine torque controller (part C of the system) works as follows:
It reduces the torque to almost zero after receiving signals from the collision

controller and brake controller during the application of autonomous braking by
using different methods like, by limiting air or fuel supply to engine, downshifting
the transmission, and switching the engine off.

The accelerator position sensor is electrically coupled to the brake controller
and the engine torque controller that indicates and provides the position of accel-
erator.

4 Hazard analysis

For hazard analysis the detailed control structure diagram of the system was ac-
quired. Then, the first author of this study analyzed the forward collision avoid-
ance system and identified inadequate control commands or events. After this, the
identified inadequate control commands or events were analyzed for their causal
factors. Then, the second author analyzed and reviewed the identified inadequate
control commands or events and their causal factors. Finally, the results (both in-
adequate control commands or events and their causal factors) were analyzed and
reviewed by the third and the fourth author according to the guidelines of STPA
presented in [10, 11].

Table 1 shows the inadequate control commands or events that could lead to
hazardous states. During step 1 of STPA, 14 inadequate control commands or
events have been identified in the forward collision avoidance system. Then, these
control commands or events were analyzed, one by one, to identify their associ-
ated hazards. As it can be noticed from Table 1, all identified control commands
or events if not provided lead the system under consideration to hazardous states,
in most cases of catastrophic level. Similarly, all identified control commands or
events provided too late lead to, in most cases, hazardous states of catastrophic
level. On the other hand, none of the events provided too early lead to catastrophic
hazardous states; three lead to moderate and one to negligible level hazards. Inter-
estingly, similar to a previous study [8], only one of the stopped too soon control
commands or events could lead to a hazardous state. One possible interpretation of
this result could be that STPA method should be further evaluated on systems that
contain more operations that are not only triggers but require time for completion.
We assume that both our system and the system presented by Ishimatsu et al. [8]
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have a limited number of such cases. Therefore, assessing the sensitivity of the
STPA method in identifying these potential hazards should be further explored.

From the identified 14 inadequate control commands or events, we identified
22 hazards. The hazards were classified in three severity levels, i.e., catastrophic,
moderate and negligible (see Tables 1 and 2). Over 70% (16) of all the hazards
were classified as catastrophic with potentially fatal consequences. Only three
hazards were classified as moderate severity level that may lead to severe acci-
dents and have risk of serious injury. The remaining three hazards have negligible
severity level, e.g., 3a, and 4a. The negligible hazards do not have any serious
consequences if the pertaining component fails alone and the other components
of the system work properly. Therefore, it is possible to hypothesize that STPA
method efficiently supports risk analysts with limited domain experience (in our
case maximum 5 years) in the identification of complete set of catastrophic haz-
ards.

Table 2 shows the causal factors for the all identified hazards in step 1 with
their severity levels. The first column of Table 2 shows the identified hazards
and the next column shows the severity levels, and the third column shows the
causal factors for all hazards. Looking at two example hazards, i.e., 5a and 6a, we
can notice that they are caused by inadequate control commands from the vehicle
and object status signals. Hazard 5a is the incorrect brake pressure determination
due to missing vehicle status signal. Hazard 6a is the incorrect brake pressure
determination due to missing object status signal.

For example, the causal factors for the hazard 5a could be:

• Failure of vehicle sensor complex (2a)

• Malfunctioning of collision controller due to incomplete process model

• Communication failure or error (no signal)

• Delayed communication (System will fail to provide active safety on time)

The causal factors for the hazard 6a could be:

• Failure of Object detection (1a)

• Malfunctioning of collision controller due to incomplete process model

• Communication failure or error (no signal)

• Delayed communication (System will fail to provide active safety on time)

It can be noticed from Table 2 that the causal factors associated with compo-
nent failures, communication errors, and software faults (dynamic behavior) were
identified. Thus, the majority of the identified hazard and their causes correspond
to the dynamic behavior of the studied system. We report that our results corrobo-
rate with the findings presented by Ishimatsu et al. [8] and Pereira et al. [16].
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5 Discussion

STPA worked well for the identification of hazards or risks in this study. Specifi-
cally, the initial phase (Step 1) of STPA is effective and it does not take too much
time and effort. Our experiences show that persons with limited domain experi-
ence (maximum 5 years) required one week of effort (interrupted by other activi-
ties conducted in parallel) to perform the first step of the analysis and two weeks
of interrupted effort (not full time) to perform the second step. In these effort esti-
mates, we assume that the detailed functional diagram is already available. STPA
method is suitable for the situations when both domain expert and hazard analyst
with limited experience have to complement and supervise each other that yields
better results.

However, we have noticed that the straightforward application of STPA on any
safety-critical system (especially socio-technical) greatly depends on the avail-
ability of the control structure (structural and functional) diagram. Therefore, the
quality of the results of STPA method is directly dependent on the quality of the
control structure diagram and the amount of included system functional informa-
tion.

In order to achieve the best possible quality of the entire hazard analysis pro-
cess from STPA method the main focus should be delivered on step 1. Step 2 of
the method is similar to the traditional hazard analysis methods i.e. FTA. The rea-
son of the effectiveness of STPA is that it considers and focuses in step 1 on the
control commands or events and their feedbacks instead of only individual compo-
nent failures. The assumption that a not provided, provided unsafe, provided too
early or late, stopped to soon command or feedback is a result of either component
failure or communication failure that covers dynamic behavior of the system is the
main strength of STPA. This way, STPA also takes into consideration component
interactions in the system.

Further actions (deriving constrains and safety requirements) after identifica-
tion of hazards and their causal factors were not performed in this study because
of two reasons. Firstly, the STPA method description [10] and available litera-
ture [11] provide limited guidelines of transforming hazards and their causal fac-
tors into a robust set of safety requirements and constraints. Therefore, we suggest
extending the guidelines of the later phases of STPA. Secondly, the scope of this
study was beforehand limited to identification of hazards and their causal factors.
Therefore, deriving system constraints or safety requirements remains in the scope
of future work.

To summarize, our results corroborate with previously reported positive expe-
riences from STPA application in several domains, e.g., space [8], air traffic [11],
defense [16], rail transportation [18], and extend these positive outcomes by an
example from the software-intensive automotive domain.
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6 Conclusions
This study presented the results of a hazard analysis performed using STPA hazard
analysis method on a safety-critical system; forward collision avoidance system.
To the best of our knowledge, this is the first study that reports the positive out-
comes from the application of STPA on a software-intensive automobile system to
assess and improve its safety.

Based on the findings of this study STPA has proved to be an effective and
efficient hazard analysis method for assessing the safety of a safety-critical system
from automotive domain. Using STPA we mostly seamlessly identified 14 inad-
equate control commands or events in the analyzed system with their associated
hazards. We believe that the reason of the effectiveness of STPA is that it con-
siders and greatly focuses in step 1 on the control commands or events and their
feedbacks instead of only individual component failures.

Regarding effort required to apply STPA on a safety-critical system, based on
the results found in this study, it can be concluded that STPA requires moderate
effort in relation to the level of experience of the study participants. We believe
that the reason of its effort efficiency is that the use of STPA for hazard analysis
allows domain experts and hazard analysts to complement each other because of
its simplicity.

However, there are some shortcomings pertaining to the application guide-
lines [10, 11] and there is some missing detail about the deriving constrains and
safety requirements as a further action after identification of hazards and their
causal factors. These shortcomings can easily be overcome by writing the detailed
instructions or guidelines for STPA application.

Our positive experiences with STPA suggest that performing both steps 1 and 2
in a group of both domain experts and risk analysts greatly increase the discussion
opportunities that lead to more effective and in-depth results. We experienced that
the identified risks and hazards had more technical depth and constituted a better
view on the analyzed system safety. Future studies are planned to explore the
effects of the application of STPA in groups with more domain experts and hazard
analysts and to compare the results with other traditional hazard analysis methods,
i.e., FTA and FMEA.
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Table 1: Inadequate control actions/commands (Table 1 can be downloaded at
http://serg.cs.lth.se/stpa) (OOS = Out of Sequence)
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Table 2: Causal factors of the identified hazards (Table 2 can be downloaded at
http://serg.cs.lth.se/stpa)
 

!

   No. Hazards Severity Causal Factors 

    1a System Dysfunction due to failure of 
Object detection system Catastrophic 

Object detection component failure (camera, radar or motion sensors)  
Communication error (no signal) 

    1b 
Malfunctioning of the System due to 
Incorrect input from Object detection 
System 

Catastrophic 
Corrupted communication (wrong signal) and  
Malfunctioning of camera, radar and motion sensors  
Delayed communication (System will not work on time) 

 

    2a 

Incorrect and missing calculation of 
Vehicle status and collision Probability 
due to Failure or malfunctioning of 
Vehicle Complex sensors 

Catastrophic 
Failure of vehicle sensors 
Communication error (no signal) 
Delayed communication (System will not work on time)  
Malfunctioning of sensors (Incorrect values sent by sensors) 

 

    3a 

Missing collision warning signal - If rest of 
the System is working properly then the 
Active Safety will prevent from collision 

Negligible 
Inadequate collision assessment algorithm, Failure of warning indicator  
Malfunctioning of warning indicator, Incomplete controller process model  
Failure of collision estimator, Malfunctioning of collision estimator  
Incorrect vehicle or object status, Communication error (no signal) 
Delayed communication (System will not work on time) 

    3b 
If Warning stopped too soon then it can 
cause accident- If everything else will work 
then the Active Safety will handle the 
situation 

Negligible 
Failure of warning indicator  
Malfunctioning of warning indicator  
Communication error 

    4a 
Missing system reset signal can cause 
collision with divider or other objects 
due to unwanted auto braking 

Negligible 
Brake pedal sensor failure  
Communication error (no signal) 
Delayed communication (System will not reset on time and will apply brakes) 

    5a 
Incorrect brake pressure determination due 
to missing vehicle status signal Catastrophic 

Failure of vehicle sensor complex (2a) 
Malfunctioning of collision controller due to incomplete process model 
Communication error (no signal) 
Delayed communication (System will not work on time) 

 

    6a 

Incorrect brake pressure determination due 
to missing Object status signal Catastrophic 

Failure of Object detection (1a) 
Malfunctioning of collision controller due to incomplete process model 
Communication error (no signal) 
Delayed communication (System will not work on time) 

 
    7a 

System Dysfunction due to missing collision 
assessment signal Catastrophic 

Component failures in Object detection and vehicle complex signal (1a and 2a)  
Failure of collision probability estimator  
Communication error (no signal) 
Delayed communication (System will not work on time) 

    7b 
System will not work as intended due to 
unsafe (incorrect) Collision Assessment 
Signal 

Catastrophic 
Malfunctioning of Collision probability estimator  
Incorrect input by vehicle and object status providers  
Delayed communication (System will not work on time) 

    7c Unwanted/Undesired auto braking due to 
False collision assessment signal Moderate 

Malfunctioning of Collision probability estimator 
Malfunctioning of collision controller due to incomplete process model 

    8a 
Collision with the road divider, other things 
and also vehicle can slip due to Missing 
Reduce Torque signal  

Moderate 
Malfunctioning of brake controller due to incomplete process model (Incorrect brake 
pressure (safe brake pressure) will cause not to send reduce torque signal)  
Incorrect input by collision-assessment signal (7b)  
Communication error (no signal), Delayed communication (System will not work on time) 

    9a 
System Dysfunction due to missing brake 
signal with appropriate (required) 
pressure 

Catastrophic 
Failure of brake Controller components 
Brake pressure determination fails, Communication error (no signal) 
Missing collision assessment signal, vehicle and object status signals 

    9b 
System failure/malfunctioning as intended 
due to unsafe (incorrect) Brake signal  Catastrophic 

Incomplete controller process model 
Malfunctioning of collision controller due to incomplete process model 
Delayed communication (System will not work on time) 

    9c 
Unwanted/Undesired auto braking due to 
False Braking signal  Moderate 

Malfunctioning of brake controller due to incomplete process model (Generation of false 
signal) 

   10a 
System Dysfunction due to missing Apply 
Brakes signal Catastrophic 

Connection broken between brake pedal and brake actuator 
Failure of braking system 
Communication error (no signal) 

   10b 
False signal due to brake system 
malfunctioning [Application of automatic 
brakes with out need] 

Moderate 
Malfunctioning of brake system (generation of false signal) 

   11a 
Incorrect brake pressure determination due 
to missing Accelerator signal Catastrophic 

Sensor failure 
Communication error (no signal) 
Delayed communication (System will not work on time) 

   11b System malfunctioning due to Missing 
Accelerator Signal Catastrophic 

Malfunctioning of sensor (Incorrect reading by sensor) 

   12a 
Torque will not be reduced due to missing 
Change Transmission signal Catastrophic 

Component failure in the Torque Controller 
Missing reduce torque signal (8)  
Communication error (no signal) 
Delayed communication (System will not work on time) 

 

   13a 

 
Torque will not be reduced due to missing 
limit air or/and fuel supply signal 

Catastrophic 
Component failure in the torque controller 
Malfunctioning of controller due to incorrect process model 
Missing reduce torque signal (8)  
Communication error (no signal) 
Delayed communication (System will not work on time) 

   14a 
Torque will not be reduced due to missing 
Engine Switch off signal Catastrophic 

Component failure in the torque controller 
Malfunctioning of controller due to incorrect process model 
Missing reduce torque signal (8) Communication error (no signal) 
Delayed communication (System will not work on time) 
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PAPER III

PERSPECTIVE BASED RISK
ANALYSIS - A CONTROLLED

EXPERIMENT

Abstract

Context: The increasing dependence on critical IT systems makes them more and
more complex, which results in increased complexity and size. Risk analysis is
an important activity for the development and operation of critical IT systems, but
the increased complexity and size put additional requirements on the effectiveness
of risk analysis methods. There complexity means that there is a need to involve
different perspectives into risk analysis. Objective: The objective of the research
carried out in this study is to investigate the effectiveness of perspective-based risk
analysis (PBRA) methods compared to traditional risk analysis (TRA) methods.
Method: A controlled experiment was designed and carried out. 43 subjects per-
formed risk analysis of a software-controlled train door system using either TRA
or PBRA. Results: The results suggest that PBRA helps to identify more relevant
risks than TRA. On the other hand, our experiment failed to provide supporting
evidence that PBRA helps to identify fewer non-relevant risks. This study also
found that PBRA is more difficult to use than TRA. Conclusions: Some potential
benefits of using perspective-based risk analysis are uncovered and experimentally
confirmed. In particular, it was discovered that PBRA is more effective than the
traditional method and identifies more relevant risks.

Sardar Muhammad Sulaman, Krzysztof Wnuk and Martin Höst,
In Proceedings of the 18:th International Conference on Evaluation and Assess-
ment in Software Engineering (EASE ’14). Association for computing machinery
(ACM) 2014.
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1 Introduction

The increasing complexity of socio-technical IT systems and our dependence on
them put additional pressure on the effectiveness of risk analysis methods. More
complex IT systems contain more interacting components and sub-systems, which
in turn increase the probability of serious failures [13]. Moreover, failures in these
complex safety-critical systems are often results of multiple interacting decisions
and errors [11].

The complexity, size, and heterogeneity of today’s IT systems call for involv-
ing different perspectives into risk and hazard analyses. Several authors, e.g.,
Leveson [11] and Ierace [5] recognized the benefits from multiple views analy-
sis and encouraged adding internal and external organizational perspectives into
the hazard analysis teams. Yoran and Hoffman proposed defining roles and identi-
fying actors before performing risk analysis in order to improve the process [24].
Morevoer, involving different perspectives is also recommended by several risk
analysis standards and methods [1, 3, 6, 18].

Perspective-based reading was successfully used for reviews and inspections
during software projects, e.g. [14]. However, the potential benefits of involving
perspectives into risks analysis have, to our knowledge, not been explored in an
experimental way. It can also be observed that only one study listed in a survey
about controlled experiments in software engineering was classified as software
and system safety [16], which also indicates the need for experimentation in the
area.

In this paper, we report the results from an experiment designed to investigate
if Perspective-Based Risk Analysis (PBRA) that involves different views and per-
spectives is more effective and offers higher confidence than Traditional Risks
Analysis (TRA). 43 subjects performed risks analysis of a software-controlled
train door system using either TRA or PBRA. The effectiveness of the methods
is measured by counting the number of relevant and non-relevant risks. A ques-
tionnaire was used to assess the difficulty of the methods and the confidence of the
subjects concerning the correctness of the identified risks.

This paper is structured as follows: Section 2 provides related work while
Section 3 outlines the experimental design. Section 4 describes the execution of
the experiment and Section 5 provides the experimental results. Section 6 analyzes
the results and Section 7 discusses the validity threats. Section 8 presents the
discussion. Finally, the paper is concluded in Section 7.

2 Related work

There exist a number of risk analysis methods for technical systems in general or
for IT-systems in particular, e.g. [1,3,6,18] just to name a few. The Risk Manage-
ment guidelines for Information Technology Systems [18] highlight that manage-
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ment, CIOs, system owners, business managers and security program managers
should be involved into the risk management process. The OCTAVE method for
risk-based information security assessment also advocates involving business and
IT perspectives into the risk analysis processes [1]. The NetRAM method for
network security analysis is also adapted for different enterprise structures on dif-
ferent levels and therefore can also involve the business perspective [3].

Some of the most well-known low-level risk analysis methods are Fault Tree
Analysis (FTA) [4], Failure Mode and Effect Analysis (FMEA) [13] and Hazard
and operability study (HAZOP) [5]. These methods have successfully been used
for decades for technical and IT systems. However, these traditional methods do
not consider the use of perspectives.

The recent advances in risk analysis methods or techniques include an actuator-
based approach that identifies failures in four different severities [9] and the Sys-
tem Theoretic Process Analysis (STPA) method proposed by Leveson that con-
siders safety as a control problem rather than a component failure problem [11].
STPA was applied to various systems with positive outcomes [7, 11, 21].

The idea of using perspectives is not new. Perspectives were utilized for read-
ing software engineering artifacts with the purpose of improved defect identifica-
tion [2, 14]. Perspective-based reading was also applied for object oriented de-
sign inspections [15], code reviews [10] and usability inspections [25]. Different
perspectives, e.g. developers, testers and domain experts are often involved in re-
quirements elicitation. This results in increased quality of elicited requirements
and often uncovers new requirements based on various views and perspectives.

Yoran and Hoffman proposed the Role-Based Risk Analysis (RBRA) method
that defines roles and identifies actors before performing risks analysis activities
in order to reduce the set of vulnerabilities and controls to those appropriate to a
given role [24]. RBRA was presented on an illustrative example from the computer
software engineering domain but not experimentally investigated. Leveson [11]
and Ierace [5] advocated to involve various perspectives during risk analysis, also
from external organizations. It is always recommended, in almost all risk analysis
methods, to have experts with domain knowledge while performing risk analysis
but to our knowledge no one has proposed the use of specific perspectives for risk
analysis. In this study we have used specific perspectives for the performed risk
analysis. To summarize, the potential of perspectives in risk analysis was not yet
experimentally assessed.

3 Experimental design

In this study, the research is carried out through a controlled experiment based on
the guidelines presented by Wohlin et al. [22] and reported based on the reporting
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Experiment 
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Figure 1: Carried out steps for the experiment

guidelines presented by Jedlitschka et al. [8]1. This research is carried out in the
following steps as shown in Figure 1.

1. Experiment design

2. Risk analysis of the selected object for this experiment. This resulted in a
first set of “correct risks”.

3. Pilot study

4. Presentation about risk analysis to the subjects at a lecture

5. Experiment execution

6. Presentation of results to the subjects

3.1 Research questions
The objective of the research carried out in this study is to investigate the effective-
ness of the PBRA method in comparison with the TRA method. Here, effective-
ness means a large number of relevant risks and a small number of non-relevant
risks. This general objective is broken down to the following research questions:

• RQ1: Which risk analysis method is more effective?

• RQ2: Which risk analysis method is more difficult to use?

1The experimental package including all the guidelines and results is available at http://serg.
cs.lth.se/index.php?id=87041
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• RQ3: How confident are the participants about the risks they find using the
studied methods?

RQ1 is important to investigate since a general goal of any risk analysis method
is to find as complete set of risks as possible [19] and to minimize the number of
non-relevant risks. RQ2 is relevant to investigate since the successful introduction
of any method is dependent on that it is not seen as too hard to use by the users.
Moreover, if the users do not feel confident (RQ3) with the results of the pro-
posed method, they will be reluctant to apply the method in the real safety-critical
systems.

3.2 Variables and hypothesis
The following independent and dependent variables are used in this experiment.
The independent variable is the used risk analysis (RA) method. Two methods are
compared in this experiment:

• Traditional risk analysis

• Perspective-based risk analysis

The dependent variables for this experiment are:

• Nr: Number of relevant risks found

• Nnr: Number of non-relevant risks found

• D: Difficulty level while using risk analysis method. The difficulty is mea-
sured on a Likert scale with five possible values, from very easy (1) to very
difficult (5).

• C: Confidence level of the participants about found risks. The confidence
level is measured on a Likert scale with five possible values, from Very Con-
fident (1) to Strongly not confident (5).

The values of the dependent variables, Nr and Nnr, are calculated based on
the identified relevant and non-relevant risks. The confidence and difficulty levels
are determined using a questionnaire. The statistical analysis was performed to
accept or reject the hypotheses H1

0 , H1
1 and H1

2 .
RQ1 is broken down into two null hypotheses, detailed below. The first null

hypothesis is that both risk analysis methods, PBRA and TRA, find the same num-
bers of relevant risks.

• H1
0 : The mean of PBRA and TRA is equal that both found same number of

relevant risks (Nr).

The alternative hypothesis is:



78 Perspective Based Risk Analysis - A Controlled Experiment

• H1
1 : The mean of PBRA and TRA is not equal that both found different

number of relevant risks (Nr).

The second null hypothesis for the RQ1 is that both risk analysis methods,
PBRA and TRA, find the same numbers of non-relevant risks.

• H2
0 : The mean of PBRA and TRA is equal that both found same number of

non-relevant risks (Nnr).

The alternative hypothesis is:

• H2
1 : The mean of PBRA and TRA is not equal that both found different

number of non-relevant risks (Nnr).

The null hypothesis for the RQ2 is that both risk analysis methods, PBRA and
TRA, are equally difficult to use.

• H3
0 : Both PBRA and TRA methods have same median that is same difficulty

level to use (D).

The alternative hypothesis is:

• H3
1 : TRA method has lower median that it is less difficult to use (D).

The null hypothesis for the RQ3 is that the participants of both methods are
equally confident about the identified.

• H4
0 : The median for both methods, PBRA and TRA, is same. i.e. the

participants of both treatments are equally confident (C).

The alternative hypothesis is:

• H4
1 : TRA method has small value of median that means the participants that

used TRA are less confident (C).

3.3 Subjects
The sample included participants of a project course in software development at
Lund University, offered in autumn 20132. The course is an optional advanced-
level Masters’ course for students from several engineering programs, e.g., Com-
puter Science, Electrical Engineering, Civil Engineering, and Information and
Communication Technology. The course gives 7.5 ETCS points that corresponds
to five weeks full-time study. This experiment was a non-mandatory part of the
course. 43 out of the total 70 students took part in the experiment. The partici-
pants were instructed clearly that the results of this experiment were completely
anonymous and do not have any effect on the final grade of the course. It was also
explained that results of the experiment will be used for research, and if they do
not want to participate in the research then they are not required to submit their
results.

2http://cs.lth.se/kurs/etsn05-programvaruutveckling-foer-stora-system/
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Figure 2: Functional diagram of a Train Door System [21]

3.4 Objects

The objects used a software-controlled insulin pump as an example in the guide-
lines, and a software-controlled train door system during the experiment. Both
systems represent embedded socio-technical safety-critical systems.

Train door system

The train door system (see Figure 2) was selected for the experiment because of
the following reasons: (1) it is a simple system and it has fewer components than
the insulin pump, (2) it is highly possible that almost every participant has used
this kind of system, (3) the system is rather simple and should be easy and quick
to understand and (4) the participants should be able to find many risks for this
system. The automated train door system has four main components, shown in
Figure 2, the door sensor, door controller, door actuator and the physical door.

The door sensor sends a signal about the door position and the status of the
doorway (if the doorways is clear or not) to the door controller. Then, the door
controller receives input from the door sensor with some other inputs from the
external sensors about the motion and the position of the train. It also gets an
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Figure 3: Functional diagram of an Insulin Pump [17]

indication about possible emergencies from an external sensor. After receiving
inputs, the controller performs some computation and then it issues door open
and close commands as shown in Figure 2. After this, the door actuator receives
commands from the controller and it applies mechanical force on the physical
door. Finally, there is a physical door in the system that is closed and opened by
the door actuator.

Insulin pump

The software-controlled insulin delivery system (see Figure 3) provides automated
insulin delivery by monitoring blood sugar levels. The insulin pump is a portable
device that delivers insulin via a needle attached to the body. It was selected to
be an example system in the experiment guidelines because it is a representative
example of a small and simple safety-critical system. Moreover, it has already
been used for risk analysis [17].

3.5 Treatments
Traditional Risk Analysis (TRA)

The TRA method is an iterative activity and it consists of the four following
steps [20]:

1. Planning: In this step, after forming groups all group members carefully
read the system description individually and then decide who will be the
moderator and who will be the scribe for the group.
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2. Risk identification: This step determines a list of possible risks. It is an
iterative activity that is normally carried out by brainstorming. In this step
every risk analyst in the group attempts to find an individual list of possible
risks by answering the following question: What could happen or what can
go wrong?

After performing individual analysis, all analysts in the group compare and
merge their individually identified risks with others and make a common
risk list. During this process new risks can also be identified.

3. Determine likelihood: Step 3 determines the likelihood of occurrence of all
identified risks from step 2 by using the qualitative descriptors, i.e., highly
unlikely, unlikely, possible, likely, very likely.

4. Determine consequence: Step 4 determines the consequences (severity
level) of all identified risks from step 2 by using the qualitative descriptors,
i.e., insignificant, minor, moderate, major, catastrophic.

Perspective-Based risk analysis

The PBRA method is also an iterative activity that supports the risk analysts to
view and analyze the system from different perspectives. For example, one analyst
may analyze the system from the point of view of the designer, another from the
point of view of the developer, and another from the point of view of the user/client
of the system. We believe that by using different perspectives risk analysts can
perform a better and more in-depth analysis by thinking about different safety
and security requirements. The used guidelines for the both treatments were the
same; there was no extra information for the PBRA participants except the used
perspectives.

PBRA consists of four steps just like TRA, but in step 1, the planning step,
every member of the risk analysis team (group) is assigned one perspective for the
identification step (this is similar to the approach suggested by Yoran and Hoff-
man [24]). The other steps of PBRA are the same as in TRA.

The selection of perspectives can be done by the participants in the groups, or
can be assigned to the group before they start, in this case by the experimenter.
In this experiment, during the pilot study the experimenter assigned the specific
perspectives to the participants according to their experience. In the experiment
execution with subjects, the perspectives were selected by the participants them-
selves according to their own choice.

In this experiment, PBRA was performed from the following three perspectives
for the train door system.

• System Engineer (SE)

• Tester (T)
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• Train Staff Member (TS)

The participants were informed that it is possible and even likely that several
of the identified risks from the different perspectives are the same.

3.6 Instrumentation
The detailed guidelines were written in an understandable language and reviewed
by the authors to execute the experiment effectively. Minor changes were intro-
duced in the guidelines for the PBRA method about the use of different perspec-
tives, in PBRA the participants have to use different perspectives unlike TRA3.

The first section of the guidelines is about motivation to perform the experi-
ment and the risk analysis. The main motivation for the subjects to participate in
the experiment was to use the gained knowledge and experience from the experi-
ment in their own course projects since risks analysis was a mandatory part of the
course.

Then, the guidelines present the risk analysis method in detail with step-by-
step instructions to perform it. The guidelines also present one example system
(insulin pump) with some of the identified risks to give a solid idea about the risk
analysis process to the participants. The guidelines also present qualitative de-
scriptors for the likelihood of occurrence and the consequence levels with their
definitions. The example presented in the guidelines shows all steps of risk anal-
ysis for the example system (insulin pump) with likelihood and consequences and
example risks.

The description of the system (train door system), selected for the experiment,
was appended in the appendix of the guidelines. The system description contains
the technical details of the system and shows the boundaries of the system and the
system context. For risk analysis, defining the boundaries (scoping) of the system
being analyzed including all dependencies between components is very important
otherwise risk analysts could easily become confused or could find many non-
relevant risks. The system context, i.e., where the system is used, how and by
whom, is also very crucial for the risk analysis. To perform an effective and effi-
cient risk analysis the risk analysts should have clear understanding of the system
context [12].

A post-experiment questionnaire was designed to measure the understanding
of the guidelines, system description, and prior experience of risk analysis pro-
cess. It contains 8 questions in total, where 6 of them are quantitative and 2 are
qualitative.4

Two different data collection forms were designed to be used by the partic-
ipants, one for each risk analysis method. The participants were asked to write

3The guidelines can be accessed at
http://serg.cs.lth.se/index.php?id=87041

4The questionnaire can be accessed at
http://serg.cs.lth.se/fileadmin/serg/Questionnaire.pdf
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identified risks on the provided data collection forms. The example presented in
the guidelines used the same data collection forms. The motivation behind this
was to give good understanding of the risk analysis process to the participants.

For data collection a complete set of risks was needed to decide which risks,
identified by the participants, are relevant and non-relevant. The set of risks was
incrementally developed in several phases. The first author performed the initial
analysis and identified 28 risks. Then, one independent researcher working in
the software safety domain evaluated the list. After evaluation and discussion
13 more risks were added. During the pilot study, 23 additional new risks were
identified and added to the list. As a result, the final risk list contains 64 risks. The
participants of the experiment found 5 new risks during the experiment execution
that were not identified by the experimenters before. After adding these 5 new
risks in the risk list the total identified risks became 69.

3.7 Pilot study/experiment

After preparing the instrumentation a pilot experiment was carried out on 13:th
September 2013. The pilot study was carried out to evaluate the instrumentation
of the experiment. Therefore, the results of pilot study are not used in the analysis
of the experiment.

The sample contained 9 participants, where 5 participants were from the IT
industry with 1.5–5 years of experience in software testing and development. The
four other participants were researchers; one was PhD in biology and the other
three were PhD students in computer science and electrical engineering.

Since there were 9 participants, they formed three groups each with three mem-
bers. Each group was in the separate room when they performed the risk analysis
for the pilot experiment. Two groups performed risk analysis by using PBRA and
one group by using the TRA method.

The pilot experiment was carried out by following same steps for the main
experiment mentioned in Section 4. The participants of the pilot study were asked
to give feedback verbally after the experiment. After this, the feedback was noted
down by the experimenter for the later analysis of instrumentation.

The participants of the pilot study mentioned the following problems or ambi-
guities in the guidelines, and system description.

• The example system and the experiment system are not clearly distinguished
in the guidelines.

• Some information was missing in the given presentation for the experiment,
e.g., example about one risk having multiple causes and other way around.

• In the functional diagram of the train door system there is one ambiguous
input (control command) and one ambiguous output (status).
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Table 1: Results from the Pilot Study
Group Applied # of relevant # of non-relevant
label treatment risks found risks found
G1 PBRA 26 1
G2 PBRA 14 0
G3 TRA 11 0

• Other inputs mentioned in the functional diagram of the train door system
are un-clear.

• The detail of mentioned emergency indicator in the functional diagram of
the train door system is missing.

Based on the identified problems and suggestions from the participants in the
pilot study, changes were made to the instrumentation for the main experiment.
The guidelines were improved by explaining the differences between the both ex-
ample (insulin) and experiment (train door) systems. For the missing information
in the presentation, it was decided that the example risks should be explained in
the main experiment presentation clearly. The functional diagram was improved
by removing the mentioned ambiguous input and output (control command and
status). Here, the problem was unclear system boundaries because the mentioned
ambiguous input and output were connected with some external systems. There
were three other inputs (train motion, position and emergency indicator) to the
train door systems that were not clearly explained in the system description. This
problem was fixed by adding explanation for each input with headings (clearly
visible).

Results from the pilot study

Table 1 shows the results of the pilot study. There were three groups in the pilot
study. Two groups (G1 and G2) used PBRA and one group (G3) used TRA. It
can be noticed that the number of identified risks of G1 are significantly higher
than for the other two groups. This may be because of differences in experience
of participants. Group G1 had one member with 5 years of experience working
as a system tester and a second member was a PhD in biology. The experience
of the participants in G2 and G3 was almost same (1.5-2 years) and there is not a
significant difference in the number of found risks between them. However, more
risks were found with PBRA than TRA.

3.8 Data collection procedure
The data collection procedure was kept same for both the pilot experiment and
main experiment. The subjects were given a presentation including the motivation



4 Experiment execution 85

for the experiment, explanation of the risk analysis method to be used (TRA or
PBRA) with an example. The system that they should work with (train door) was
also described.

Then, there was a short answer/question session about the guidelines, system
description etc. Then, each group was asked to perform risk analysis. All members
of each group performed an individual risk analysis as mentioned in the instrumen-
tation. After this, each group was asked to compare and merge the individual risk
lists to come up with a common group risk list.

Data collection forms, designed by the experimenter, were distributed among
the participants for writing the identified risks during the risk analysis. After com-
pletion of the risk analysis, data collection forms were collected group by group.
Then, all the participants were given a post-experiment questionnaire. The results
from the experiment were collected by analyzing the information written in the
data collection forms and then these results were also checked against the post-
experiment questionnaire.

Each group was assigned a label and asked to write that on the data collection
forms. Group labels were used to know that both data collection forms and post-
experiment questionnaires are from one specific group, which was required for the
analysis. The participants of the experiment were completely anonymous.

4 Experiment execution

There were total 43 participants of the experiment, see Section 3.3. These partic-
ipants were divided into 14 groups (7 groups for each treatment) with 3 members
in each as shown in Table 2.

Three course seminars were assigned for this experiment. The first seminar
was on 9:th September 2013, at 15-17, the second on 10:the September at 8-10,
and the third was also on 10:th September at 10-12. It was decided to perform
the experiment with the only treatment PBRA in the first seminar, and with the
treatment TRA in the second seminar. The third seminar was allocated to balance
the number of groups for both treatments.

21 students attended the first seminar, forming 7 groups, and they all partici-
pated in the experiment with the PBRA treatment. 4 students attended the second
seminar and used the TRA treatment by forming 1 group of three members. The
remaining one student was not part of the experiment. In the third seminar, 18
subjects participated. All attendees of the third seminar used the TRA method and
formed 6 groups, which balanced the experiment so that there were equally many
groups for both treatments.

This experiment was carried out by following steps.

1. The experiment guidelines were distributed among the participants.
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Table 2: Summary of groups at seminars
Seminar # of Subjects # of Groups

PBRA TRA
I 21 - 7
II - 4− 1 = 3 1
III - 18 6

Sum 21 21 14

2. The participants were given a brief (10 minutes) presentation about the ex-
periment task. This included an explanation of the risk analysis method,
the example presented in the guidelines and the system description. Some
examples of relevant and non-relevant risks about the example system were
also presented in order to show concrete examples of what type of risks that
can be identified, and on what level of abstraction the risks can be formu-
lated on.

3. There was a short (5 minutes) session with questions and answers about the
guidelines, system description, etc. The participants were given a chance to
ask immediate questions that they had after reading the guidelines, but they
were also allowed to ask questions during the later sessions.

4. The data collection forms were distributed for writing the risks found in the
system during the risk analysis.

5. Each group was asked to perform the risk analyses.

(a) 10 minutes were given for the planning step of the risk analysis. It was
possible to have as short time as this since the participants had already
read the system description.

(b) 35 minutes were given to perform the remaining steps (risk identifica-
tion, determine the likelihood level and the consequence level) of the
risk analysis. During this time, every member of a group performed
individual risk analysis.

6. Each group was given 20 minutes to compare and merge the individual risk
lists to come up with a common group risk list.

7. After the collection of data forms the post-experiment questionnaire was
given to all the participants.

5 Results
Table 3 shows the experiment results carried out in seminars I, II and III. In seminar
I, the PBRA treatment was used by 7 groups (21 participants). It can be seen that
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Table 3: The results from the main Experiment
Seminar Group Applied # of rele-

vant
# of non-
relevant

label treatment risks
found

risks
found

I M1 PBRA 14 3
I M2 PBRA 19 0
I M3 PBRA 13 1
I M4 PBRA 14 0
I M5 PBRA 8 1
I M6 PBRA 10 2
I M7 PBRA 14 1
II T1 TRA 7 0
III T2 TRA 9 0
III T3 TRA 10 1
III T4 TRA 11 0
III T5 TRA 11 0
III T6 TRA 10 0
III T7 TRA 9 5

group M2 found the highest number of relevant risks, 19, and group M5 found the
lowest number of relevant risks, 8. Group T7 found the highest number of non-
relevant risks, 5, and M1 found 3. Groups M3, M5 and M7 found 1 non-relevant
risk each. The remaining two groups (M2 and M4) found only relevant links.

In seminar II and III, TRA was carried out by the 7 groups. It can be seen that
group T4 and T5 found most relevant risks, 11, and group T1 found least relevant
risks, 7. Group T7 found most non-relevant risks, 5, and T3 found 1. All other
groups did not find any non-relevant risk. The remaining five groups found only
relevant risks.

As described in section 3.6, the experiment participants identified 5 new risks
that were not present in the risk list identified by the experimenters. These new
identified risks were also added in the risk list.

6 Analysis

The data collected from the experiment (the number of found relevant risks) was
analyzed for normality. Figure 4 shows the normal distribution plot for both
datasets (results of PBRA and TRA). The line on the left is from the TRA dataset,
the data points are quite clearly forming a straight line. However, the line of PBRA
dataset, on the right, does not look clearly straight. Since the datasets are rather
small, it was decided to use the Shapiro-Wilk normal distribution test. It is used
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Figure 4: Normal distribution plot for the data

to test the null hypothesis that data comes from a normally distributed population.
The null hypothesis was not rejected with the p-values 0.306 for TRA and 0.505
for PBRA. Both datasets proved to be normally distributed by using the Shapiro-
Wilk normality test, which is one of the most powerful normality tests [23].

After testing the datasets for the normality, the T-test was performed to check
for statistically significant difference between the efficiency of the TRA and PBRA
methods measured by the number of identified relevant risks (research question
RQ1). The T-test was applied to investigate the null hypothesis that the data from
the two methods are normally distributed with equal means and equal but unknown
variance, against the alternative that they are not. It revealed a statistical significant
difference between TRA and PBRA methods by rejecting the null hypothesis H1

0

with the p-value 0.027. As a result, we could accept the alternative hypothesis H1
1

that the subjects found more relevant risks using the PBRA method.
The box plots for the number of found risks are shown in Figure 5. It can be

seen that there is a difference in the number of found risks by TRA and PBRA
methods. The participants that used TRA method found on average 9.57 relevant
risks and the participants that used PBRA found 13.14 relevant risks.

To answer the second hypothesis regarding research question RQ1, the number
of identified non-relevant risks with both treatments was first analyzed for normal-
ity. The Shapiro-Wilk normal distribution test was used to test the null hypothesis
that data comes from a normally distributed population. The null hypothesis was
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rejected for TRA dataset with the p-value 0.0014 and it was not rejected for the
PBRA dataset with the p-value 0.587. Thus, it was decided to use non-parametric
tests.

The results were tested for the statistical difference using the Mann-Whitney
U-test. No statistically significant difference was revealed by the test resulting in
the p-value of 0.249. Therefore, we cannot state that the PBRA method helped to
identify fewer non-relevant risks.

For the research question RQ2 and RQ3, the following two questions were
asked using an ordinal scale in the post-experiment questionnaire5 respectively.

1. How difficult was the risk analysis method to use? (RQ2)

2. How confident are you that you have found all the relevant risks? (RQ3)

The data for RQ2 and RQ3 is collected by using an ordinal scale (Likert).
Therefore, the collected data has been tested by using a non-parametric test (Mann-
Whitney U-test).

5Due to space limitations we do not present complete survey results in this paper. We present the
frequencies of the answers in Table 4. The questionnaire and the complete set of answers are available
at
http://serg.cs.lth.se/index.php?id=87041.
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Table 4: Summary of result regarding RQ2 and RQ3 given in frequencies of
answers given for each option

Question
Method

Frequencies of answers

Difficulty
(RQ2)

Very Easy Easy Fair Difficult Very diffi-
cult

TRA 4 4 11 2 0
PBRA 0 2 12 7 0
Confidence
(RQ3)

Very confi-
dent

Confi-
dent

Fair Not confi-
dent

Strongly
not confi-
dent

TRA 0 1 5 9 6
PBRA 0 2 4 11 4

The collected data regarding RQ2 was saved in two vectors, x1 and y1, and
Mann-Whitney U-test with the left tail was used to test the statistical difference in
difficulty level while using both treatments. It tests the null hypothesis that data
in vectors x1 and y1 comes from continuous distributions with equal medians,
against the alternative that the median of x1 (TRA) is less than the median of y1
(PBRA). Mann-Whitney U-test rejected the null hypothesis H2

0 with the p-value
0.004 meaning that the TRA method is less difficult to use than the PBRA method.
The descriptive statistics, see Table 4, provides additional explanations for the test
result. No subject considered PBRA very easy while four subjects considered
TRA very easy. Moreover, seven subjects considered PBRA difficult while only
two subjects considered TRA difficult.

The data regarding RQ3 was also saved in two vectors, x2 and y2, and Mann-
Whitney U-test with the left tail was used to test the statistical difference in con-
fidence level between the two samples. Mann-Whitney U-test could not reject
the null hypothesis H3

0 with the p-value 0.691 meaning that there is no statistical
difference. Looking at Table 4, there could be several indications of lack of differ-
ence. Firstly, no subject was very confident of any method results. Secondly, six
subjects were strongly not confident of the TRA method results and four subjects
were strongly not confident of the PBRA method results. Thirdly, there are only
subtle differences between the number of subjects that were confident, fair, not
confident or strongly not confident about the results.

7 Validity evaluation

The validity threats can be divided into four types [22]: conclusion, construct,
internal, and external. We discuss the most relevant validity threats below.
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7.1 Conclusion validity
Use of wrong statistical tests: In order to reduce this threat, the collected data was
investigated for normality before parametric tests (t-test) were used.

Reliability of treatment implementation: In order to reduce this threat, all sub-
jects received the same standard instructions in all seminars. The illustrating ex-
ample in the guidelines was also same for both treatments.

Random irrelevancies: Elements outside the experimental setting can disturb
the experiment’s results i.e. noise, and unplanned interrupt in the experiment. In
order to reduce this threat, the subjects were not interrupted during the experi-
ment and there was no significant noise in the experiment room. Subjects were
instructed to discuss as quietly as possible while merging the individual risk lists.

Random heterogeneity of subjects: We believe that there is a very little chance
of this threat because the students were selected from the same level of education
(master students of engineering programs) and also had almost similar knowledge
and background. That is, the students come from a rather homogeneous group.

7.2 Internal validity
Maturation: In order to reduce this threat the subjects were asked to perform risk
analyses in 35 minutes. It was assumed that 35 minutes would be enough to per-
form individual risk analysis and also subjects will not get bored.

Instrumentation: In order to reduce this threat the instrumentation of the exper-
iment was carefully written and then evaluated by one of the co-authors. After that,
an independent researcher evaluated the instrumentation. Finally, a pilot study was
carried out to evaluate and improve the instrumentation.

Compensatory rivalry: This threat to internal validity is minimized since the
subjects did not know that there is two different treatments.

7.3 Construct validity
Construct validity generalizes the experiment’s results to the theory of the experi-
ment. Here, the theory is that PBRA method performs better and finds more rele-
vant risks as compared to TRA. Previous work advocated using perspectives dur-
ing risk analysis [5, 11, 24] as well as provided supporting evidence that perspec-
tives support reviews and inspections [14]. This theory is based on the assump-
tion that the use of different perspectives can support a better and more in-depth
analysis by encouraging the participants to think of different safety and security
requirements.

There could be a threat to the construct validity that the participants do not in-
terpret relevant and non-relevant risks as the experimenter intended. There could
be difference of risks interpretation between the participants and experimenters.
Similarly, the likelihood and consequence levels can also be misinterpreted. In
order to reduce the threats to construct validity, the guidelines were written to be
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as clear and understandable as possible, and help was provided by clarifying any
ambiguity to the participants when they asked. An example was also mentioned
in the guidelines to make them unambiguous and clear. A very simple and com-
mon system was selected for the experiment and we believed that almost all the
participants have already used it many time. This means that the selected system
was easy to understand without domain knowledge. Finally, a pilot study was also
carried out to mitigate any potential ambiguities.

The fear to be evaluated (also known as evaluation apprehension) threat to va-
lidity was reduced by clearly stating that the results of the experiment do not have
any affect on the studentsÕ final grades. It is not possible to track the individual
participants of the experiment for evaluation because the participants were anony-
mous.

7.4 External validity

Interaction of selection and treatment: There could be a chance of this threat be-
cause the subjects for the main experiment were students of a project course and
are therefore not representative for the entire population. However, to reduce the
affect of this threat, the pilot study was carried out by using experts from industry
and academia. There was not a big difference in the number of identified relevant
risks found by the industry experts and students.

Another threat to external validity is that the subjects were given 35 minutes
for the individual risk analysis and then 20 minutes for the comparison and merger
of individual risk lists. They were asked to find as many risks as they can but there
was no upper or lower limit for the number of identified risks. The given time was
also limited in order to reduce the effect of maturation. The time was chosen as a
tradeoff between having the possibility to spend a lot of time and be sure to find
“all” risks, and the risks of spending too much time and obtain maturation.

8 Discussion

The experiment confirms that subjects using PBRA found more relevant risks.
This result provides supporting evidence about the potential of roles and perspec-
tives in risk analysis, stretching outside a simple scenario of role-based risk analy-
sis given by Yoran and Hoffman [24] and recommendations given by Leveson [11]
and Ierace [5]. Moreover, our results suggest that perspectives could increase the
efficiency of not only document reviews [14] but also risk analysis and identifi-
cation. Contrary to expectations, our results do not bring the supporting evidence
that PBRA helps to identify fewer non-relevant risks. This indicates that there can
be an advantage to assign perspectives to participants in a risk analysis, as a com-
plement to only rely on the more natural differences between different roles in a
group.
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Our experiment brings statistically significant evidence that PBRA is seen as
more difficult than TRA. This does not have to be interpreted as negative for
PBRA. It may be that this level of difficulty is necessary, and acceptable, if the
results can be more relevant risks. It may also be possible that the higher difficulty
level may not be appropriate for the rather inexperienced students participating in
the experiment, this calls for a replication of this study with much more experi-
enced practitioners.

Regarding the confidence in the identified risks, no statistical significance may
be caused by a lack of experience and domain knowledge in train systems. The
results in Table 4 seems to support this interpretation as most subjects were highly
not confident about the risks identified using any of the methods. Thus, further
studies with more experienced risk managers and engineers are needed to further
explore this aspect.

9 Conclusions and Future work

Involving perspectives into risk analysis brings a potential to increase the effi-
ciency of the risk analysis and confidence in the identified risks. In this paper, we
present the results from a study designed to experimentally assess the potential of
perspectives in risk management and therefore further experimentally explore the
suggestions given in previous work [1, 3, 5, 6, 11, 18, 24]. 43 subjects performed
risks analysis of a software-controlled train door system using TRA and PBRA.
We measured the efficiency of the methods by counting the number of relevant and
non-relevant risks and a questionnaire to measure the difficulty of the methods and
the confidence of the subjects in the identified risks.

Revisiting our research questions, we can with a statistical significance claim
that PBRA helps to identify more relevant risks than TRA. On the other hand,
our experiment failed to provide supporting evidence that PBRA helps to identify
fewer non-relevant risks (RQ1). Contrary to expectations, this study did find with
a statistical significance that PBRA is more difficult to use than TRA (RQ2). We
interpret this result as a consequence of the subjects’ limited experience in system
engineering and rail domain. It may be that this level of difficulty is necessary, and
acceptable, if the results can be more relevant risks. Finally, we cannot say that any
of the studied methods generated risks with higher confidence (RQ3). However,
most subjects were highly not confident about the risks identified using any of the
methods.

In future work, we plan to replicate our study with practitioners experienced in
rail domain. We also plan to apply PBRA on more complex systems by involving
practitioners that have extensive experience in the system engineering approach
and measure their performance. Finally, we plan to explore if different perspec-
tives than used in this experiment (tester, train staff member and system engineer)
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impact the number of relevant and non-relevant risks identified using the PBRA
method.
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PAPER IV

IDENTIFICATION OF IT
INCIDENTS FOR IMPROVED

RISK ANALYSIS

Abstract

Today almost every system or service, e.g., water, power supply, transportation,
etc. is dependent on IT systems, and failure of these systems have serious and
negative effects on the society. IT incidents are critical for the society as they
can stop the function of critical systems and services. Moreover, in a software
engineering context risk analysis is an important activity for the development and
operation of safe software-intensive systems. However, the increased complexity
and size of software-intensive systems put additional requirements on the effec-
tiveness of the risk analysis process. Therefore, the risk analysis process needs to
be improved and it is believed that by having an overview of already occurred IT
incidents, the risk analysis process can be improved. The saved information about
IT incidents can be used as an input to risk analysis, which can help to correctly
estimate the consequences of potential risks. This study investigates how difficult
it is to find relevant risks from the available sources and the effort required to set up
such a system. It also investigates how accurate the found risks are. It presents a
prototype solution of a system that automatically identifies information pertaining
to IT incidents, from texts available online on Internet news sources, that have hap-
pened. This way IT incidents can be saved semi-automatically in a database and
the saved information can be used later as an input to risk analysis. In this study
58% of texts that potentially can contain information about IT incidents were cor-
rectly identified from an experiment dataset by using the presented method. It is
concluded that the identifying texts about IT incidents with automated methods
like the one presented in this study is possible, but it requires some effort to set up.
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1 Introduction

Both researchers and practitioners often talk about “IT incidents” that either have
happened or may happen in the future. This can either be incidents with critical
IT services, or incidents with IT systems that support other critical functions in
our society. Risk analysis and management are the important activities for the
safe development of modern software-intensive systems, because there are few
factors that make these systems more and more complex and critical. The factors
effecting modern software-intensive systems are the fast changing technology, lim-
ited ability to learn from experiences, increasing complexity and coupling, more
complex relationships between humans and automation, changing regulatory and
public view of safety, and increasing dependability on such systems [11].

Risk analysis and management are important activities for most of the project
management tasks. Risk analysis and management in a software engineering con-
text focus on the software development process and ensure its integrity. They try
to ensure there is no or little unforeseen negative impacts on the software devel-
opment project. At the very least, they help to keep all identified potential risks
under the effective management control [14].

There exist many, low and high level, risk analysis methods and frameworks
that complements in identification and management of risks [17]. By using these
methods and frameworks we can foresee the potential consequences of future pos-
sible IT incidents that later can be decreased or mitigated. A risk analysis includes
a step where potential risks are identified, e.g. through “brain storming” activi-
ties. As a preparation to a step like this it can be valuable to understand what IT
incidents that have already occurred. This means that information about already
happened IT incidents can be used as an input to risk analysis and management
processes. To perform risk analysis the historical data of already happened un-
wanted events is required to correctly estimate the consequences of potential risks.
However, historical data about such unwanted events is not easily accessible and it
is not available at a single place. The saved information can also be useful for peo-
ple working with IT-incident management, both researchers and practitioners, to
have an overview of recent unwanted events that have occurred. Therefore, there
is a need for an intelligent system that automatically identifies already happened
IT incidents and then saves them in a database.

In this paper we discuss and evaluate an approach for automatically collecting
information about IT incidents from online news sources. The approach is general
and could be used to collect information about other topics, but the approach is
off special interest in relation to IT incidents, as much information about them is
available online and although they are a critical infrastructure, there is less coor-
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dination in the collection of information about incidents than is the case for, for
example, nuclear or aviation incidents.

This means that a basic assumption underlying the research conducted in this
paper is that there is information available about IT incidents in texts available on
for example Internet news sources, but that it is too costly to identify and sort out
relevant texts manually. Using machine-learning techniques offers greater flexibil-
ity and accuracy than a simple keyword search. The long-term objective is to be
able to automatically identify relevant texts based on a person’s particular field of
interest, both in already available archives and in real time from newly published
texts. If this is possible, it is possible to understand more about what type of IT
incidents that have occurred, and, based on this, to improve our understanding of
the type of IT incidents that are important to include in risk analyses.

In recent years, much progress has been made in the field of machine learn-
ing and techniques for automatic or semi-automatic information retrieval are being
used in practice in widely different areas [4, 6, 13, 15, 16, 24]. This paper presents
an explorative study on the practical steps necessary to set up a system, combining
a number of well-established machine learning techniques, for automatic identifi-
cation of online articles about IT incidents. It investigates how difficult it is to find
relevant risks from the available sources and the effort required to set up such a
system. It also investigates how accurate the found risks are.

The outline of this paper is as follows. Section 2 presents some relevant sys-
tems and reviews related work. Section 3 presents the background of machine
learning tool and algorithms. In Section 4 the methodology and research questions
are discussed. Section 5 presents the proposed method for automatic identification
of IT incidents. Next, Section 6 presents the obtained results of the application and
the evaluation of our proposed method. Finally, Section 7 summarizes the results
of this study.

2 Related work

There exist a few systems that are relevant to the research carried out in this study.
The first relevant system is GDACS1 (Global Disaster and Alert Coordination Sys-
tem), which provides alerts and ways of calculating consequences of sudden dis-
asters that help in improvements of emergency response and capabilities [18]. The
GDACS website also monitors the media and social media for news about each
disaster, although this uses keywords and not machine learning. GDACS was de-
veloped in a joint project by the United Nations, the European Commission and
disaster managers worldwide.

Another relevant system is EMM2 (Europe Media Monitor), developed by the
Joint Research Centre, which collects news from news portals worldwide in 60

1http://www.gdacs.org
2http://www.emm.newsbrief.eu
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languages. It also performs classification of the collected news articles. After the
classification it analyses the news to find different kinds of alerts (e.g. earthquake,
storm, lightning strike, flooding) and presents these alerts in a visual representa-
tion. This system uses clustering techniques (grouping the objects in a way that
all objects in one group are more similar to each other as compared to objects
in other groups) and keywords for the identification of events and their graphical
display [3].

The research presented in this paper is carried out using text classification and
information filtering techniques. A number of studies have discussed text classi-
fication in general and presented results by using different machine learning al-
gorithms. For example, Sebastiani et al. [16] present an overview of different
available machine learning approaches for automatic text classification. In that
study, the authors discuss different methods, their applications, their effectiveness
and recent progress that has been made in the field.

The studies by Ikonomakis et al. [8], Yang [22], Yu [23], and Joachims [9]
have performed automated text classification and compared the performance and
accuracy of different machine learning algorithms such as Naive Bayes, Support
Vector Machines (SVM), Decision Tree, k-Nearest Neighbors algorithm (k-NN)
and Linear Least Square Fit (LLSF). They concluded that Naive Bayes and SVM
performed well for text classification problems.

Machine learning algorithms have also been used in spam e-mail filtering [1,2].
It has been concluded that the use of machine learning algorithms is better than
the use of simple keyword search for spam filtering. This indicates that Machine
Learning techniques also are better for the purpose of this paper than keyword
search.

3 Background

3.1 Naive Bayes

For the identification of IT incidents the Naive Bayes machine-learning algorithm
was selected [21]. Naive Bayes is a classifying technique that predicts the proba-
bility of a document belonging to a certain class by first, for each selected feature,
estimating the probability that a document containing this feature belongs to each
class based on the occurrences in the training data. Then, by assuming indepen-
dence between the features [12], the likelihood that a given document belongs to
each class can be calculated based on the occurrence or non-occurrence of each of
the features. The document can then be assigned to the class for which this value
is the highest.

Although it makes the assumption of independence between features, which is
obviously not the case in natural language, it performs well in many text classifi-
cation and information filtering (e.g. spam filtering) applications [21].
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Table 1: Confusion matrix

Actual
Predicted Classes

Class-A (Documents
of interest)

Class-B (Documents
not of interest)

Class-A TP = True Positive FN = False Negative
Class-B FP = False Positive TN = True Negative

3.2 Performance measures

Confusion matrix

Table 1 shows the “confusion matrix” that is used to calculate accuracy, precision
and recall. TP (True Positive) is the number of documents correctly classified as
interesting and FP (False Positive) is the number of not-interesting documents
classified as interesting. In next column the FN (False Negative) is the num-
ber of actually interesting documents classified as not-interesting and TN (True
Negative) is the number of not-interesting documents correctly classified as not-
interesting. The performance measures that can be calculated directly from the
confusion matrix are: [20]

Accuracy

This is the correct classification rate of a classifier. It is the ratio of the number of
correctly classified documents to the total number of documents.

Accuracy = ( TP + TN ) / ( TP + TN + FP + FN )

Precision

This is also a correctness measure that only takes into account the documents clas-
sified as interesting. It is the ratio of the number of correctly classified documents
as interesting to the total number of documents classified as interesting (correctly
and incorrectly).

Precision = TP / ( TP + FP )

Recall

This correctness measure focuses only on the documents that are actually of inter-
est. It is the ratio of the number of correctly classified documents as interesting to
the total number of documents that are actually interesting.
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Recall = TP / ( TP + FN )

ROC Curve

The ROC (receiver operating curve), as shown in Figure 3, illustrates the rela-
tive tradeoff between the benefits (true positive) and the costs (false positive) for
different thresholds in the classification algorithm. It depicts only the threshold
points used by classifier for classification. It shows the recall, or true positive rate,
on the vertical axis and on the horizontal axis the false positive rate, the number
of false positives (not-interesting documents incorrectly classified) divided by the
total number of not-interesting documents.

False Positive Rate = FP / (FP + TN )

In Figure 3, the ROC plot is divided in two triangles. A ROC curve of a
classifier in the upper left triangle shows good performance (better than random
classifying) and a curve in the lower right triangle illustrates poor performance. A
perfect classifier (100% accuracy) would be at the point (0,1) in the ROC plot [5].

3.3 The WEKA tool

For this study, machine learning and data pre-processing algorithms were applied
through the WEKA3 (Waikato Environment for Knowledge Analysis) data-mining
tool. It is an open source software developed in java by researchers of the Univer-
sity of Waikato, New Zealand. It has a well-designed GUI and it has a wide variety
of machine learning algorithms implemented, and allows direct application of al-
gorithms on datasets. It is a complete data mining and machine learning solution
that provides tools and algorithms for data pre-processing, classification, regres-
sion, clustering, association rules, and visualization [7].

4 Research methodology

4.1 Research objectives

The main objective of this study is to prepare and evaluate a prototype of a system
that automatically identifies information pertaining to IT incidents reported in on-
line news sources. The main research question is to explore how IT incidents can
be identified from available news sources on the Internet. The main research ques-
tion has been broken down into the following more detailed research questions:

1. What search and identification methods should be used for this type of
search?

3http://www.cs.waikato.ac.nz/ml/weka
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2. Which steps are important to effectively use machine learning for searching
and identification of IT incidents?

3. What kind of data sources should be used for the identification of IT inci-
dents?

4. How much effort is required to perform this identification of IT incidents
using in practice?

4.2 Research approach

This is an explorative study initiated by an idea of automatic identification of IT
incidents reported in online news sources that can later be used for risk analysis.
The research in this study is carried out in a number of steps as shown in Figure 1.

In Step 1, an appropriate method or technique for the identification problem
was selected. After reviewing the literature and techniques it was found that using
a machine learning technique is the best solution for this study [1].

In Step 2, a data source containing relevant articles, about IT risks or incidents,
in a large number and in a relatively low frequency for the example to be realistic
was found. After searching available and accessible news web sources, one web
source was found that contains thousands of articles of interest for this study.

In Step 3, retrieval of text (IT risk or incident articles) from the selected data
source and its cleaning was performed. The data retrieval and initial data cleaning
was performed by specially written java code. Then, the further data cleaning and
processing was performed by using a machine learning tool.

In Step 4, two datasets were manually prepared to be used as learning and eval-
uation datasets. Only after these steps, the selected machine learning techniques
could be applied on a training dataset for the creation of a classifier.

Finally in Step 5, the selected machine learning techniques are applied on the
training dataset for the creation of a classifier. Then, cross validation was per-
formed within the training dataset as well as by applying the learned classifier on
an independent evaluation dataset.

In Figure 1 and 2, it can be noticed that there is an overlap in few steps however
both figures are different. Figure 1 shows the steps that are performed to carry out
research presented in this study. Figure 2 shows the steps that are required to
identify IT incidents or any other texts of interest. Since the proposed method in
this study is general, it can be used to identify texts about any topic of interest.

5 proposed IT incident identification method

This paper proposes a method for the identification of IT incidents in the con-
text of risk and vulnerability analysis by using machine learning algorithms. With
the processing of text written in natural language, and by using machine learning
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Select an appropriate 
method for the 
identification of 

relevant risks or IT 
incidents

Find a data source 
containing relevant 

text about IT incidents

Retrieve texts from the 
selected data source 

and its 
pre-processing

Manual preparation of 
learning and 

evaluation datasets 

Build a classifier and 
apply it on retrieved 
texts, and perform 

evaluation by doing 
cross-validation

Figure 1: Research methodology
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Figure 2: Identification process of IT incidents

techniques it is possible to classify or identify IT incidents automatically. It is im-
portant to mention that the proposed method is general and could be used to collect
information about other topics. Below is a brief description of steps required for
the identification of IT incidents.

This study has been conducted by developing a prototype solution in the fol-
lowing steps:

1. Retrieval of unstructured data from the web source.

2. Preparing a training dataset by manually classifying a smaller set of docu-
ments.

3. Pre-processing of retrieved data performed to convert unstructured data to
structured form required for the machine learning tool.

(a) Cleaning of data performed by removing stop words and stemming.

(b) Selection of features with the help of feature selection algorithms.

4. Build a classifier.

(a) Build a classifier by training on the manually classified training dataset.

(b) Evaluate the selected classifying method internally on the training data
(cross-validation).

5. Application of classifier on a separate evaluation data set.

6. Evaluation of classifier by applying it on the complete dataset downloaded
from the data source for the identification of relevant IT incidents.

The steps involved in the proposed method for identification of IT incidents are
summarized in Figure 2.
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5.1 Retrieval of data

For the development of a prototype that will identify IT incidents a large number
of possible candidate texts need to be retrieved. As the focus of this study is on IT
incidents that have happened, the best source for this could be the e-news stories
written by reporters from all over the world. For this the first step, data must be
retrieved from the web source and then transformed into an appropriate form as
required by the tools. To accomplish this task a software tool is needed that can
traverse the web source and store the data into a database for further steps of IT
incidents identification.

For the evaluation of the approach proposed in this study, we selected “The
Risk Digest”4 as data source. “The Risk Digest” is a newsgroup about IT related
risks and incidents moderated by Peter G. Neumann. It consists of 27 volumes
published from 1985 to 2013 and each volume contains a varying number of issues
between 45 and 98. Every issue consists of around 15 selected posts on IT risks.
For the retrieval of these documents a simple software tool was used written in
Java. By using this tool, 25,500 records were downloaded and, after removal of
the surrounding HTML code, stored in a file in a format suited for the machine
learning tool.

5.2 Preparing a training dataset

A small set of documents from the retrieved data were selected for the training
dataset (dataset X) and manually classified. It contains 200 documents and these
documents were selected randomly from the large set of downloaded documents.
As a large proportion of this dataset contains articles relevant to IT incidents,
which is unlikely to be the case in other news sources it was decided to limit
the scope of the example used in this study to identifying only those documents
that were about IT incidents in commercial aviation. This reduces the percentage
of relevant articles from over 50 percent to less than 10 percent, which is more re-
alistic in this type of information retrieval problem. Therefore the training dataset
was manually classified into the following two classes:

A - Articles of interest: documents about IT incidents in commercial aviation, i.e.
everything about non-military aircraft, airports, airline ticket systems, flight
control, baggage handling, design of aircraft, etc.

B - Articles not of interest: documents not about IT incidents in commercial avi-
ation, also including related, but separate, fields of military aircraft, space
technology, etc.

After manual classification class-A contained 12 documents and the remaining 188
documents were classified in class-B. The classification used in this study could

4http://www.catless.ncl.ac.uk/Risks/



5 proposed IT incident identification method 109

for example be useful for a safety manager working at an airport, wanting to stay
informed about relevant incidents occurring at other airports.

5.3 Pre-Processing of data

Machine learning algorithms can extract useful information from a huge amount
of available data semi-automatically or automatically. The semi-automatic extrac-
tion of information also known as supervised machine learning. In this, the train-
ing dataset should be labelled by class names for classification that could be used
by machine to learn patterns or rules. The automatic extraction of information is
called unsupervised machine learning that does not require labeling of text for clas-
sification. It determines classes or clusters of data by itself without knowing labels,
it is also known as clustering. For the IT incident identification the semi-automatic
machine learning technique was used. The first step for this task is to perform the
transformation of unstructured data into structured form. The unstructured data
in the form of strings of characters must be transformed into a machine-readable
representation in this case a vector of words. This transformation was performed
by using a machine learning tool that leads to a feature value representation. Every
unique word in each document will be a feature or attribute with the frequency of
occurrence in the document as a value. Pre-processing is crucial to attain useful
results [10]; it includes management of missing feature values, data cleaning, and
feature selection.

Data cleaning detects and removes errors and incompatibilities from the re-
trieved data to achieve more accurate results by improving the quality of data.
Data cleaning consists of removal of stop words, converting words to lowercase,
and stemming. Stemming is a process of reducing the words to their basic form or
root. It combines all the words that have the same morphological root and reduces
them to one base form word. A stemmer first identifies all extended words and
then converts them to their base form by removing their suffixes. For example, the
words ‘describe’, ‘describes’, ‘described’, and ‘describing’ will all be stemmed to
the word ‘describ’. Stemming further reduces the set of attributes. For the stem-
ming, in this study the Lovins stemming algorithm was used [7].

Feature selection is the next important step to select the most significant and
correlated features pertaining to the class attributes. The class attribute is a special
attribute that defines the classes (attribute used for the outcome of classification).
Feature selection algorithms select a subset of suitable features from original large
dataset. In this study, the feature selection was performed by using the CfsSub-
setEval algorithm. This is an evaluation method that selects features that are highly
correlated with the class attribute and having less or low inter-correlation.
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5.4 Build classifier
After preparing a training dataset, by manually classifying 200 randomly selected
documents, and performing the above mentioned steps the classifier was trained
by using the Naive Bayes machine learning algorithm in WEKA. Then, the built
classifier was evaluated by performing cross validation in 10 folds (10-folds divide
dataset in 10 equal parts and then use 9 for learning and 1 for evaluation, and repeat
this process by using all parts one by one) on the training dataset.

5.5 Application of classifier
Next, the classifier, built by using Naive Bayes mentioned in previous section, was
applied on the remaining large dataset. After applying the classifier, the documents
in the large dataset were classified in two classes, about commercial aviation and
not about commercial aviation.

5.6 Evaluation of identification
After identifying relevant documents with the application of the built classifier an
evaluation of the identification results was performed. For the evaluation of the
results an evaluation dataset (dataset Y) was prepared by manually classifying a
smaller set of documents like the training dataset. Then, the built classifier was ap-
plied on the manually classified evaluation dataset for measuring the performance
and accuracy.

6 Results and discussions
This section presents the results of applying the proposed method on the example
data used for this study. It presents results of both before and after carrying out
stemming and stop words removal.

First dataset X was used as training and cross-validation set and dataset Y
as evaluation set, then the order was reversed. In cross-validation, a classifier is
trained based on only a part of the training set and evaluated on the remainder
of the training set, but the selected features are based on the whole training set.
Therefore this is different than evaluating the process on a completely separate
evaluation set. In cross-validation the features for the training and evaluation are
selected only from the training dataset, but in the evaluation from a completely
separate dataset the features for the training and evaluation are selected from the
different datasets (i.e., training and evaluation).

Table 2 and Table 3 present classification results with and without carrying out
stemming and stop words removal.

• The results without parentheses are with carrying out stemming and stop
words removal.
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Table 2: Classifier I results (built on dataset X, evaluated on dataset Y)

Training Cross-Validation Evaluation

Actual
Predicted Predicted Predicted

Class-A Class-B Class-A Class-B Class-A Class-B
Class-A 9 (10) 3 (2) 9 (10) 3 (2) 4 (2) 8 (10)
Class-B 1 (4) 187

(184)
1 (4) 187

(184)
1 (1) 187

(187)
Accuracy 98% (97%) 98% (97%) 95.5% (94.5%)
Precision 90% (71%) 90% (71%) 80% (66%)
Recall 75% (83%) 75% (83%) 33% (16%)

• The results within parentheses are without carrying out stemming and stop
words removal.

Table 2 presents the results of classifier I that is built from dataset X and then
applied on dataset Y for evaluation.

Classifier I correctly classified 9 of the training documents as interesting (TP )
and 3 documents incorrectly classified as not-interesting (FN ). It also correctly
classified 187 documents as not-interesting (TN ) and one document incorrectly
classified as interesting (FP ).

Then, the cross-validation was performed by using 10-folds and classifier I
obtained similar results as in the learning phase. The performance measures with
stemming and stop words removal are: accuracy 98%, precision 90% and recall
75% and without stemming and stop words removal are: accuracy 97%, precision
71% and recall 83%. From these results it can be noticed that there is an increase
in the accuracy, of 1%, after carrying out stemming and stop words removal.

Classifier I was applied on dataset Y, which correctly classified 4 documents as
interesting (TP ) and 8 documents incorrectly classified as not-interesting (FN ).
It also correctly classified 187 documents as not-interesting (TN ) and 1 document
incorrectly classified as interesting (FP ).

Although there is an increase in the accuracy after performing stemming and
stop words removal, the results are not good enough to be used for the proposed
system. Because a good classifier for the IT-incident identification system will
be one that has a high true positive rate. Classifier I performed well for cor-
rect classification of TN , but it incorrectly classified the interesting documents
as not-interesting that is not good for the proposed system. Classifier I has a high
accuracy, from evaluation, 95.5% with stemming and 94.5% without stemming.

Table 3 presents the results of classifier II built from dataset Y and then applied
on dataset X for evaluation.



112 Identification of IT Incidents for Improved Risk Analysis

Table 3: Classifier II results (built on dataset Y, evaluated on dataset X)

Training Cross-Validation Evaluation

Actual
Predicted Predicted Predicted

Class-A Class-B Class-A Class-B Class-A Class-B
Class-A 11 (9) 1 (3) 10 (9) 2 (3) 7 (7) 5 (5)
Class-B 1 (3) 187

(185)
4 (3) 184

(185)
7 (14) 181

(174)
Accuracy 99% (97%) 97% (97%) 94% (90.5%)
Precision 91% (75%) 71% (75%) 50% (33%)
Recall 91% (75%) 83% (75%) 58% (58%)

Classifier II correctly classified 11 documents as interesting (TP ) and one doc-
ument incorrectly classified as not-interesting (FN ). It also correctly classified
187 documents as not-interesting (TN ) and one document incorrectly classified
as interesting (FP ). Here, an increase in accuracy compared to learning results
of classifier I can be noticed. The performance measures for classifier II with
stemming are: accuracy 99%, precision 91% and recall 91%.

After performing cross-validation, classifier II correctly classified 10 docu-
ments as interesting (TP ) and 2 documents incorrectly classified as not-interesting
(FN ). It also correctly classified 184 documents as not-interesting (TN ) and 4
documents incorrectly classified as interesting (FP ). Here, a decrease in the pre-
cision compared to the results of classifier I can be noticed. The accuracy has
also decreased, 97% from 98%, and this decrease is due to to the increase in false
negatives (FN) but it correctly classified more, 10, documents as interesting. The
cross-validation results (with stemming) of classifier II are very good for the IT
incident identification system.

After applying classifier II on the evaluation dataset X, it correctly classified
7 documents as interesting (TP ) and 5 documents incorrectly classified as not-
interesting (FN ). Classifier II also correctly classified 181 documents as not-
interesting (TN ) and 7 documents incorrectly classified as interesting (FP ). Here,
the increase in the numbers of TPs as compared to evaluation results presented in
Table 2 can be noticed. The numbers of TNs have decreased and due to this there
is an decrease in accuracy (94% from 95.5%) but it performed well for the inter-
esting document class (Class-A), which is a requirement for the proposed system.

As mentioned by Sebastiani et al. [16] and Yu [23], stemming has both the
positive and negative effects on accuracy for text classification results. Toman et
al. [19] also mentioned that the stemming even decreases the accuracy of a text
classifier. But in the results presented in Table 2 and Table 3, it can be noticed
that after carrying out stemming and stop words removal both the built classifiers
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Figure 3: ROC Curve

performed well and obtained the results with an increase in accuracy as compared
to without carrying out stemming and stop words removal.

Figure 3 shows the ROC curves for classifier I and classifier II applied on
dataset Y and X for evaluation respectively after carrying out stemming and stop
words removal presented in Table 2 and Table 3. As it can be noticed, the lower
threshold curve of classifier I that has maximum accuracy at the point (.005, .333)
with the threshold value 0.70. The ROC curve of classifier I passed from the lower
right triangle D that is an indication of a not well performing classifier. The upper
threshold curve of classifier II that performed well at the point (.03, .58) with the
threshold value 0.534. It performed well by high rate of correct classification and
low rate of incorrect classification. Classifier II in this study performed very well
during evaluation and has a high accuracy 94% with stemming and 90.5% without
stemming that is acceptable for the IT incident identification system.

7 Conclusions and Future work

This study presented a prototype solution of a system that automatically identifies
and saves information pertaining to already happened IT incidents that can be used
as an input to risk analysis and management. By having historical information of
already happened IT incidents, risk analysis and management practices can be
improved.
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We conclude that using a machine learning technique as a search and identifi-
cation method (RQ1) is the best solution for this type of search because it is too
costly to identify and sort out relevant risks or IT incidents manually.

Regarding the steps to effectively use machine learning for searching and iden-
tification of IT incidents (RQ2) a method is proposed in this study in Section 5 (see
Figure 2). The proposed method worked well in this study by identifying potential
texts about IT incidents. This indicates that it is possible to support the work of
identifying texts about IT incidents with automated methods like this. This sup-
port could be an important aid in the process of building a database of occurred IT
incidents.

Regarding data source (RQ3), we conclude that the best data source for this
study could be the e-news stories written by reporters from all over the world. In
this study we selected “The Risk Digest" as data source. It is an example of real
data containing relevant articles, about IT risks or incidents, in a large number and
in a relatively low frequency for the example to be realistic.

Regarding required effort (RQ4), based on the results of this study, we con-
clude that it is possible to identify interesting texts from a large number of potential
texts but it requires a substantial effort to set up. With one of the two investigated
data sets 33% of all the relevant articles were found, and with the other data set
58% of the relevant articles were found. This means that a large number of relevant
texts can be found with this support, even if not all texts are found.

However further research is needed to understand if it is possible to transfer
these conclusions to other texts, especially for texts that are taken from e.g. news
papers, and if it is possible increase the recall of the method with further training
of the method. It is also necessary to further investigate what happens when the
relative amount of interesting articles is lower than in this study.
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