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Abstract

The symmetries of scattering data of a bianisotropic, homogeneous and disper-
sive slab are investigated. It is demonstrated how these symmetries can be used
to reveal the symmetries of the medium parameters (four three-dimensional
susceptibility kernels). The underlying physical experiment is a transient elec-
tromagnetic plane wave obliquely incident upon the slab. The analysis is based
on time-domain techniques and a wave splitting transformation. The results
follow from the assumed unique solubility of an inverse problem for the split
�elds used earlier in the anisotropic case. The building blocks in the method
presented here is a set of transformations between mirror image pair experi-
ments. The main symmetry classes that can be detected using this method
are the spatial-reversal symmetric (anisotropic) and the transversely or lon-
gitudinally mirror image symmetric media. More symmetric classes are the
bianisotropic axially symmetric and the mirror image symmetric media.

1 Introduction

In a series of earlier studies the direct and the inverse medium scattering problems
for a slab containing a homogeneous complex medium are considered [1�4, 7, 8, 12].
These problems are solved using time-domain techniques (wave-splitting and imbed-
ding or a Green functions technique) and the medium is assumed to be bi-isotropic,
gyrotropic or anisotropic. In Ref. [3] an algorithm for the inverse problem in the
anisotropic case is presented. The generalization from the ansiotropic to the bian-
isotropic case is straightforward and the same method applies (slightly generalized).
Therefore, in this paper, the solution of the inverse problem is not addressed. How-
ever, the symmetry properties of the scattering data can be used to detect the
symmetry properties of the medium. This is the main result of this paper and it is
based on the ideas and results in Ref. [3].

To put the present work in its context, the background is brie�y described. The
basic equations for the electromagnetic �elds are the Maxwell equations and the
constitutive relations. These equations can be cast in a two-dimensional form via
an elimination of the �eld components normal to the plane of the slab. A change of
indepenedent variables (or �elds) then leads to an equation for the split (left- and
right-going) �elds. The dynamics inverse problem (DIP) is to recover the coe�cients
in this particular equation (the dynamics). In Ref. [3] it is demonstrated how to solve
the DIP by using complete scattering data from a mirror image pair (MIP). Each
MIP comprises two experiments with incident directions that are mutually mirror
images in the plane of the slab. Furthermore, if the coe�cients in the dynamics are
known the coe�cients in the equation for the parallel �elds is known, see Ref. [3].
The paralell �elds are the components of the electric and the magnetic �elds (E
and H ) parallel to the boundaries of the slab. In the equation for the parallel �elds
the coe�cients are four two-dimensional dyadicsD �� . To retrieve the susceptibility
dyadics (the coe�cients in the constitutive relations) from these coe�cients several
MIPs are needed, cf. Ref. [3].
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In this paper unique solubility of the DIP is assumed, i.e., for any MIP the dyadics
D �� are known. These coe�cients are derived in Section 2. In Section 3 a method to
distinguish di�erent types of bianisotropic media is given. This method uses three
basic transformations of a MIP, two mirror images (longitudinal and transverse) and
a rotation around the normal of the slab. Combination of the mirror images yields
the spatial reversal transformation that, as demonstrated, can be used to select the
anisotropic media. Note, only a �nite number of experiments is needed and the full
inverse problem for these experiments does not have to be solved, i.e., the exact
functional form of the susceptibility dyadics are not needed. Merely the symmetry
of the scattering data is used.

2 Basic equations

Consider an electromagnetic plane wave incident, along the unit vectork̂ , on a slab
of homogeneous, dispersive and bianisotropic medium. Interactions between the
electromagnetic �elds and the medium in the slab are modelled with the constitutive
relations. The constitutive relations for a bianisotropic medium with no optical
response, see Ref. [6], can be written in the form12

D = � 0(E + � ee � E + � em � � 0H ),

� 0B = � 0(� 0H + � me � E + � mm � � 0H ).
(2.1)

Here � 0, � 0 and � 0 are the permittivity, permeability and the wave impedance of
vacuum, respectively. In anisotropic media there is no microscopic coupling between
the electric and the magnetic �elds. Therefore, anisotropic media are characterized
by

� em � � me � 0. (2.2)

If in addition the medium is reciprocal the kernels� �� , � = e; m, are symmetric.
Another important class is the bi-isotropic media wherein the susceptibility dyadics
have the form

� �� = � �� I , � , � = e, m, (2.3)

whereI is the three-dimensional unit dyadic.
Introduce a unit vector n̂ normal to the slab and decomposêk in a normal and

a parallel component (̂k = k k + kn n̂ ). Due to the plane wave form of the excitation,
the �elds inside the slab vary only with n = r � n̂ and s = t � r � k k=c0, wherec0 is
the phase velocity of vacuum.

The equation for the parallel �elds is derived for anisotropic media in Refs [2�4].
The same method can be used for bianisotropic media. Use the Maxwell equations,
the constitutive relations and the decomposition

1The symbol � denotes causal time convolution.
2With this notation all susceptibility dyadics � �� have the same dimension (inverse time).
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E = E k + En n̂ , H = H k + Hn n̂ ,

I = I k + n̂ n̂ ,

� �� = � k;�� + n̂a �� + b�� n̂ + n̂ c�� n̂ , � , � = e, m,
(2.4)

for vectors and dyadics, respectively. By use of the resolvent equation

L �� + c�� +
X

� = e;m

L �� � c�� = 0 (2.5)

the normal �eld components En and Hn are eliminated and the equation for the
parallel �elds takes the form3

c0@n

�
E k

n̂ � � 0H k

�
=

�
0 I k � k kk k

I k � (k k � n̂ )(k k � n̂ ) 0

�
@s

�
E k

n̂ � � 0H k

�

+
�

D ee D em

D me D mm

�
� @s

�
E k

n̂ � � 0H k

�
.

(2.6)

To see the structure ofD �� , decompose using the notation

D �� = D (0)
�� + D (1)

�� + D (2)
�� . (2.7)

HereD (0)
�� does not depend onk k whereasD (1;2)

�� contain �rst and second order dyads
in k k, respectively. Straightforward but lengthy calculations show that the dyadics
D (i )

�� for � , � = e; m and i = 0; 1; 2 are

D (0)
ee = n̂ � � k;me � (n̂ � bme) � [(1 + Lee� )aee + Lem � ame]

� (n̂ � bmm ) � [Lme � aee + (1 + Lmm � )ame], (2.8)

D (1)
ee =(1 + Lee� )k kaee + Lem � k kame

+ ( n̂ � bme)( n̂ � k k) � Lem + ( n̂ � bmm )( n̂ � k k)(1 + � Lmm ), (2.9)

D (2)
ee = � k k(n̂ � k k)Lem, (2.10)

D (0)
em = � n̂ � � k;mm � n̂ � (n̂ � bme) � [(1 + Lee� )( n̂ � aem) + Lem � (n̂ � amm )]

� (n̂ � bmm ) � [Lme � (n̂ � aem) + (1 + Lmm � )( n̂ � amm )], (2.11)

D (1)
em =(1 + Lee� )k k(n̂ � aem) + Lem � k k(n̂ � amm )

+ ( n̂ � bme)k k(1 + � Lee) + ( n̂ � bmm )k k � Lme, (2.12)

D (2)
em = � k kk kLee, (2.13)

3In the following, all dyadics are two-dimensional and normal to n̂ , i.e., n̂ � A = A � n̂ = 0.
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D (0)
me = � k;ee � bee � [(1 + Lee� )aee + Lem � ame]

� bem � [Lme � aee + (1 + Lmm � )ame], (2.14)

D (1)
me = Lme � (n̂ � k k)aee + (1 + Lmm � )( n̂ � k k)ame

+ bee(n̂ � k k) � Lem + bem(n̂ � k k)(1 + � Lmm ), (2.15)

D (2)
me = � (n̂ � k k)( n̂ � k k)Lmm , (2.16)

D (0)
mm = � � k;em � n̂ � bee � [(1 + Lee� )( n̂ � aem) + Lem � (n̂ � amm )]

� bem � [Lme � (n̂ � aem) + (1 + Lmm � )( n̂ � amm )], (2.17)

D (1)
mm = Lme � (n̂ � k k)( n̂ � aem) + (1 + Lmm � )( n̂ � k k)( n̂ � amm )

+ beek k � (1 + � Lee) + bemk k � Lme, (2.18)

D (2)
mm = � (n̂ � k k)k kLme. (2.19)

It is straightforward to see that the dyadics in Eqs (2.8), ..., (2.19) have the following
generic representation

J � �m � D �� � J � �e (k k) = � �� + k k� R;�� + � L;�� k k + 
 �� k kk k, (2.20)

see also Appendix A. Here� �� is the Kronecker symbol,J = n̂ � I k, � �� are
two-dimensional dyadics,� R=L;�� are two-dimensional vectors and
 �� are scalars.

From Eq. (2.6) it is straightforward to do a wave splitting transformation and to
derive the equations for the re�ection and transmission kernels for a Mirror Image
Pair (MIP) [3].

3 Symmetries

The objective of this section is to outline the connection between the symmetries of
the scattering data and the material parameters. This is done by studying transfor-
mations between scattering experiments. To continue, some de�nitions and results
from Ref. [3] are needed.

The MIP (mirror image pair) and the corresponding scattering data are basic
building blocks. Roughly speaking, the scattering data of the MIP comprises the
wave front propagators and the re�ection- and transmission-kernels of the incident
directions in the MIP, i.e., k̂ = k k � kn n̂ . Furthermore, the slab is assumed to
be su�ciently thin so that the wave front is rotated less than a half turn. This
constraint is crucial for the non-reciprocal or the non-anisotropic media [3, 6]. With
this constraint, on the thickness of the slab, the results in Ref. [3] indicate that the
complete scattering data uniquely determineD �� , i.e., the DIP (dynamics inverse
problem) has a unique solution. For further details on the MIP and the DIP see
Ref. [3].

To study the relation between the symmetry of the scattering data and the
susceptibility kernels it is relevant to study the transformations depicted in Fig. 1.

By inspection of the results in Ref. [3] and Eqs (2.8),: : :, (2.19) it is straightfor-
ward to obtain the corresponding transformation rules forD (i )

�� . The mirror image
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Figure 1 : Basic jkn j-preserving transformations of a MIP. Herêk � = k k � j kn j in
the reference MIP.

transformations are either an identity or a change of sign in eachD (i )
�� -dyadic. Thus

the parity of D (i )
�� due to the longitudinal and transverse mirror images, denotedPt

and Pl , is de�ned. These quantities are

Pl = ( � 1)� �� , Pt = ( � 1)i . (3.1)

Furthermore, for the rotation to be distinct from the transverse mirror image the
angle of rotation is restricted to belong to the open interval(0; � ).

To solve the full inverse problem or to obtain the symmetry results of this section
several MIPs are needed. The choice of MIPs are due to

1. Each MIP (�xed k k) uniquely determinesD �� (k k), [3],

2. The set of MIPs must be complete, Appendix A.

The �rst statement assumes unique solubility of the DIP and the condition for the
completeness of the set of incident directions is derived in Appendix A. Explicitly,
it reads

n̂ � [(k (1)
k � k (3)

k ) � (k (2)
k � k (3)

k )] 6= 0. (3.2)

3.1 Anisotropic media

On a microscopic level anisotropic media are symmetric under temporal reversal or
spatial reversal, cf. Ref. [9, 11] or Section 4. This is not the case in general if� em

and � me are non-zero. Therefore to detect anisotropy one should use spatial reversal
symmetry.

The spatial reversal transformation of a MIP is obtained by performing the
transverse and longitudinal mirror images consecutively. The parity, cf. Eq. (3.1),
of the D (i )

�� dyadics therefore is

Psr = PlPt = ( � 1)� �� + i .
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The relevant set of incident directions needed here comprises the MIPs and their
spatial reversals corresponding totwo non-parallelk ks. Thus the set consists of four
MIPs which form a complete set. This is so since any three MIPs in the set satisfy
the completeness condition (3.2). Furthermore, this set is the smallest complete
set that contain all incident directions with relevant scattering data, i.e., for any
incident direction the spatially reversed direction is also included.

If the scattering data in this set of MIPs is spatial reversal symmetric and the
DIP has a unique solution, the following holds for each MIP4:

D (0)
�� (k k) + D (2)

�� (k k) � D (1)
� � (k k) � 0.

Completeness, see Appendix A, then implies

� �� � 0, 
 �� � 0, � R=L;� � � 0.

These identities use the notation of Eq. (2.20). Hence, by Eqs (2.10) and (2.19)
L � � � 0. The unique solubility of the Volterra equation (2.5) then impliesc� � �
0 [10]. Now useL � � � 0 in Eqs (2.12) and (2.15). Again, the unique solubility of
the resolvent equation is used to conclude

a � � � b� � � 0.

From Eqs (2.8) and (2.17) it follows that also� k;� � must vanish identically. This
implies that the entire dyadics� � � vanish identically and the medium is anisotropic.

Conclusion 1. If the scattering data, for two MIPs with non-parallelk k, are spatial
reversal symmetric then the medium is anisotropic.

Note, the incident directions with indpendent scattering data is exactly what
is needed to solve the inverse problem for the homogeneous anisotropic slab, see
Ref. [3].

3.2 Transversely mirror image symmetric media

Now study the transverse mirror image transformation, i.e.,k k ! � k k. The rel-
evant set of incident directions is generated by this operation acting on the MIPs
corresponding totwo non-parallel k ks. The resulting set therefore comprises a com-
plete set of incident directions, cf. Eq.(3.2), and all transverse mirror images are
included in the set.

If the scattering data is transversely mirror image symmetric for the incident
directions of this set Eq. (3.1) impliesD (1)

�� (k k) = 0, i.e., the dyadics withPt = � 1
vanish. The completeness of the set (Appendix A) then uniquely determines all� �� ,
� R=L;�� and 
 �� of D �� . This implies that

� R=L;�� � 0.

4The notation of dual indices de�ned by e = m and m = e is used.
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sinceD (1)
�� (k k) � 0. By inspection of Eqs (2.9), (2.12), (2.15) and (2.18) the vanishing

of � R;�� implies

X

� = e;m

(� �� + L �� � )a �� = 0, �; � = e; m,

and analogously for� L;��

X

� = e;m

b�� (� �� + � L �� ) = 0, �; � = e; m.

The unique solution of the Volterra equation (2.5) then implies that all the vectors
a �� and b�� vanish identically.

Conclusion 2. If the scattering data, for two MIPs with non-parallelk k, are trans-
versely mirror image symmetric then the susceptibility dyadics� �� have the form
� �� = � k;�� + n̂ n̂ c�� .

3.3 Longitudinally mirror image symmetric media

The next transformation is the longitudinal mirror image, i.e.,kn ! � kn . This
transformation applied to a MIP is an identity and therefore it su�ces to consider
three MIPs with k ks satisfying Eq. (3.2).

If the scattering data for these MIPs is longitudinally mirror image symmetric the
dyadicsD (i )

�� (k k) (Pl = � 1) vanish identically, cf. Eq. (3.1). Use of the completeness
of the incident directions, see Appendix A, and the notation of Eq. (2.20) then yields

� �� � 0, � R=L;�� � 0, 
 �� � 0.

From Eqs (2.10) and (2.19) it follows thatL � � � 0 and the unique solubility of
Eq. (2.5) therefore yieldsc� � � 0. Eq. (2.9) and (2.18) then implies

(1 + L �� � )a �� � 0, (1 + L �� � )b�� � 0.

Again the unique solubility of the resolvent equation (2.5) is used to conclude the
vanishing ofa �� and b�� . Finally Eqs (2.8) and (2.17) give� � � � 0.

Conclusion 3. If the scattering data, for three MIPs with non-parallelk k, are
longitudinally mirror image symmetric then the susceptibility dyadics� �� have the
form � �� = � k;�� + c�� n̂ n̂ and � � � = n̂a � � + b� � n̂ .

3.4 Axially symmetric media

Now consider a rotation aroundn̂ . This rotation can be considered as an active
rotation (rotate the incident directon) or a passive rotation (rotate the slab in the
opposite direction). A complete set of incident directions is generated bythreeMIPs
with k ks mutually rotated around n̂ , cf. Appendix A.

If the scattering data is invariant in this set the completeness of the set implies
that the D �� (k k) dyadics must be axially symmetric. The uniquely determined� �� ,
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� R=L;�� and 
 � � are then also axially symmetric. Hence� R=L;�� � 0 which implies
a �� � b�� � 0. cf. the transverse mirror image case. Furthermore,� �� is a linear
combination of I k and J = n̂ � I k, since these are the only two-dimensional axially
symmetric dyadics. This implies that also the dyadics� k;�� are linear combinations
of I k and J.

The susceptibility dyadics in a bianisotropic axially symmetric medium therefore
take the form

� �� = 	 �� I k + � �� J + c�� n̂ n̂ .

Moreover, the bi-isotropic media and gyrotropic non-magnetic media are contained
in this class [8, 12]. However, it is not possible to detect these subclasses by us-
ing the method described in this paper. To do this the full inverse problem for a
bianisotropic axially symmetric medium must be solved.

Conclusion 4. If the scattering data, for three MIPs with mutually rotatedk k, is
invariant then the susceptibility dyadics� �� have the form� �� = 	 �� I k + � �� J +
c�� n̂ n̂ .

3.5 Subclasses

In addition to the symmetry classes discussed in the previous subsections, subclasses
can be identi�ed. These subclasses are de�ned as intersections of the previously
obtained symmetry classes. De�ne the sets

SR = f � �� such that � � � � 0g,

T MI = f � �� such that � �� = � k;�� + c�� n̂ n̂ g,

LMI = f � �� such that � �� = � k;�� + c�� n̂ n̂ and � � � = n̂a � � + b� � n̂ g,

A = f � �� such that � �� = 	 �� I k + � �� J + c�� n̂ n̂ g,

MI = f � �� such that � �� = � k;�� + c�� n̂ n̂ and � � � � 0g,

G = f � �� such that � �� = 	 �� I k + � �� J + c�� n̂ n̂ and � � � � 0g.

The following relations then hold

MI = SR \ T MI = T MI \ LMI = SR \ LMI , G = A \ SR = A \ LMI .

The labels of the sets refer to the symmetry of the medium. The main symmetries
are Spatial reversal (SR), Transverse mirror image (T MI ), Longitudinal mirror
image (LMI ) and Axially symmetric (A ), and the symmetries of the subclasses
are denoted Mirror image (MI ) and Gyrotropic (G). Note, A � T MI implies
A \ T MI = A.
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4 Conclusion

By using the symmetry of the scattering data it is possible to retrieve the symmetry
classes given in the previous section. Note, the incident directions can be obtained
by rotating the slab and for eachk k using both possible incident directions, i.e.,
k̂ = k k � kn n̂ .

The results can of course also be used in the direct sense, i.e., the symmetry
of the scattering data can be deduced from the symmetry of the medium for any
incident direction.

A reverse statement, on anisotropy, can be made by using linear constitutive
relations and local spatial reversal symmetry. Consider the constitutive relations

D = X ee(E ) + X em(H ), B = X me(E ) + X mm (H ).

Here, eachX �� is a linear map, i.e.,X �� (uF + vG) = uX �� (F ) + vX �� (G). Com-
bined use with the Maxwell equations yields

r � E = � @t [X me(E ) + X mm (H )]j(r ;t ) ,

r � H = @t [X ee(E ) + X em(H )]j(r ;t ) .

Here the �elds are evaluated at(r ; t). Spatial reversal or inversion corresponds to
the transformations

E ! � E ,

H ! H ,

r ! �r .

cf. Ref. [5, p. 249], since the electric �eld is a vector and the magnetic �eld is
a pseudo-vector. For a medium with local spatial reversal symmetry, the latter
pair of �elds also solves the combined Maxwell equations and constitutive relations.
Explicitly

r � E = @t [X me(E ) � X mm (H )]j(r ;t ) ,

r � H = @t [X ee(E ) � X em(H )]j(r ;t ) .

Eliminating the left hand sides, integrating from�1 to t and assuming the �elds
to be quiescent att = �1 then yields

X me(2E ) = 0,

X em(2H ) = 0.

Since the �elds E and H are arbitrary this implies that X me � X em � 0, i.e., the
medium is anisotropic. Thus, local spatial reversal symmetry implies anisotropy and
vice versa [9, 11].
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Note, the method used in this paper does not need local spatial reversal sym-
metry, merely the scattering data due to a �nite number of incident directions is
needed. Therefore, the condition given in this paper is (much) weaker than the local
condition. Due to the results of Appendix A, the condition derived in this paper is
the weakest possible for homogeneous and temporal dispersive media.

The full inverse problem can also be solved by using the scattering data corre-
sponding to three MIPs with non-parallelk k. However, that problem is not adressed
here.

Appendix A Complete set of incident directions

The dyadicsD ee � J, D em, J � D me � J and J � D mm , whereJ = n̂ � I k, are second
order dyadics ink k, cf. Eq. (2.20), on the form

D (k k) = � + k k� R + � L k k + 
 k kk k.

Here � is a two-dimensional dyadic normal ton̂ , � L;R are two-dimensional vectors
normal to n̂ and 
 is a scalar. In analogy to the scalar polynomial of second degree,
D (k k) is uniquely determined bythree k ks. However, these vectors must not be
all parallel. To see this, take three directionsk k = q and k k = q + � i , i = 1, 2.
Evaluation of D in the directions q + � i gives

D (q + � i ) = � 0+ � i �
0
R + � 0

L � i + 
 � i � i ,

� 0 = D (q),

� 0
L;R = � L;R + 
 q.

(A.1)

Hence, the form of the dyadicD and the scalar parameter
 are preserved whereas�
and � L;R are shifted according to Eq. (A.1). Moreover, the shifted dyadic parameter
� 0 is directly obtained asD (q).

The objective now is to retrieve
 and the shifted vector parameters� 0
L;R . To do

this, introduce local polar coordinates centered atq for eachi , i.e., � i = � i �̂ i and
�̂ i = n̂ � �̂ i i = 1, 2. The local polar components ofD i = D (q + � i ) � D (q) are
de�ned as D ��

i = �̂ i � D i � �̂ i , D ��
i = �̂ i � D i � �̂ i etc. Explicitly, they are

D ��
i = � i �̂ i � (� 0

L + � 0
R) + � 2

i 
 , (A.2)

D ��
i = � i �̂ i � � 0

L , (A.3)

D ��
i = � i �̂ i � � 0

R , (A.4)

D ��
i = 0, (A.5)

for i = 1, 2. Hence, the shifted vectors� 0
R and � 0

R can be retrieved by using
Eqs (A.3) and (A.4) for i = 1, 2 if n̂ � (� 1 � � 2) 6= 0. The scalar
 is then obtained
from Eq. (A.2) for either i = 1 or 2. The other three equations in Eqs (A.2), ..., (A.5)
are super�uous. Note that the number of independent components (12� 3 = 9) of
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D (q) andD (q+ � i ), i = 1, 2 = equals the number (9) of coe�cients in the parameters
� , � R=L and 
 .

Finally, Eq. (A.1) gives the unshifted parameters sinceq is a known vector.
Thus, the dyadic polynomialD (k k) is uniquely determined by three valuesD (k (i )

k )
if only

n̂ � [(k (1)
k � k (3)

k ) � (k (2)
k � k (3)

k )] 6= 0.

This set of k ks generates the smallest complete set of incident directions in
the sense that the dyadic polynomialD (k k) is uniquely determined, i.e., the exact
functional form can be recovered fromD (k (i )

k ), i = , 1, 2, 3.
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