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Fingerprints of spatial charge transfer in quantum cascade lasers
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We show that mid-infrared transmission spectroscopy of a quantum cascade laser provides clear-cut information on changes in charge location at different bias. Theoretical simulations of the evolution of the gain/absorption spectrum for a λ ~ 7.4 μm InGaAs/AlInAs/InP quantum cascade laser have been compared with the experimental findings. Transfer of electrons between the ground states in the active region and the states in the injector goes hand in hand with a decrease of discrete intersubband absorption peaks and an increase of broad, high-energy absorption toward the continuum delocalized states above the barriers. © 2007 American Institute of Physics. [DOI: 10.1063/1.2817471]

I. INTRODUCTION

The performance of quantum cascade lasers (QCL) has improved quickly since their experimental realization more than a decade ago. The emission wavelength now ranges between 2.95 and 190 μm (6.5–420 meV), and high output powers have been reached. The key operating mechanism of most QCLs is efficient and rapid transport of electrons from the lower laser state to the upper laser state of the next period. In order to achieve this, the laser structure is carefully designed to reach resonance conditions at operating bias in order to optimize tunneling rates. Knowledge of the actual location of electron charges in the structure which influences the self-consistent electric potential is crucial to design the resonance conditions as well as transition energies.

Most detailed previous theoretical studies were focused on level occupations and transport properties. In contrast, here we focus on the evolution of the spatial distribution of charge as a function of current in combination with the optical spectra. In particular, we introduce the concept of spatially resolved gain and absorption in order to better visualize the movement of charge.

Transmission spectroscopy measurements have recently been performed to characterize the state of an operating QCL, and in this article we present simulations for the same device. Preliminary results focused on discrete transitions within the active region. Here, we provide a more thorough discussion and additionally address absorption to the continuum and spatially resolved gain. Furthermore, we discuss some discrepancies between experiments and simulations.

II. THEORY

Our device simulations are based on the nonequilibrium Green’s functions approach (NEGF), taking into account the full nondiagonal self-energies as outlined in Ref. 13. The device is described by a periodic repetition of one section of the structure, which we refer to as a period. We employ a set of basis states Ψ_{α}(z)e^{ikr}, where k and r are vectors in the (x,y) plane perpendicular to the growth direction z to describe each period. For the self-consistent transport calculations we use Wannier states for Ψ_{α}(z), taking into account the 14 lowest states per period together with the corresponding states of both adjacent periods. For the stationary state we calculate the eigenstates of the free-particle Hamiltonian including the mean-field contribution, the Wannier-Stark (WS) states. Here, we add further states (assumed to be unoccupied) in order to obtain a better resolution of the high-frequency absorption. The quasieenergies E_{α} and widths \Gamma_{α} of the WS states are extracted from our self-consistent NEGF simulations, where the level shifts and widths of the extra states are set in accordance with the other high-energy states.

The material gain spectra g(\omega) are evaluated by a simple approach assuming Lorentzian lifetime broadening and restriction to diagonal dephasing; see also the Appendix.
III. NUMERICAL RESULTS AND DISCUSSION

We consider the device of Ref. 10, which is a lattice matched In$_{0.53}$Ga$_{0.47}$As/InP-based design with a four-well active region emitting at $\lambda=7.4$ $\mu$m (168 meV). The laser ridge is $L=2.5$ mm long, 55 $\mu$m wide, and consists of $N=35$ periods. The nominal doping density is $9.1 \times 10^{10}$ cm$^{-2}$ per period. All calculations are performed for a lattice temperature of 77 K and we use the material parameters of Ref. 16. The conduction band profile and 19 Wannier-Stark states of the central period for two different biases can be seen in Fig. 1. Here, we also show the energetically resolved electron distribution, which reads

\[ n(E,z) = \frac{2}{\pi a_e} \sum_{\alpha,\beta} \psi_{\alpha}(z) \psi_{\beta}(z) (-i) G_{\alpha,\beta}(E,z), \quad (2) \]

where $G^<(E)$ is the correlation function, which is related to the density matrix by $\langle \hat{a}_{\alpha}(k) \hat{a}^\dagger_{\alpha}(k) \rangle = -i/2 \int dE G^<(E,z,k,E)$, where $\hat{a}^\dagger_{\alpha}(k)$ are the creation (annihilation) operators$^{17}$ and $A$ is the sample area. The charge is located in the gain region around $z=10$ nm for low bias (100 mV per period), but it is transferred to the injector region around $z=40$ nm under operating conditions (230 mV per period).

The calculated and measured spectra are displayed in Fig. 2. The major features are four absorption peaks at approximately 200, 280, 370, and 420 meV as well as a gain peak at 150 meV at high currents. The lower energy absorption peaks disappear with increasing current, while the broad, high-energy absorption above 450 meV increases with current. As the modal gain $g_m$ is related to the material gain $g$ via $g_m = \Gamma g - \alpha_{\text{tot}}$, where $\Gamma$ is the confinement factor and $\alpha_{\text{tot}}$ the total losses averaged over the whole device,$^{18}$ the experimental data and the calculated results should have the same spectral shape, but do not need to agree fully quantitatively.

In Fig. 3 the calculated and measured current-voltage relation is shown. Although the slope on a logarithmic current scale is similar, there is still a substantial difference between experiments and theory: almost one order of magnitude in current or 20% in voltage.

A. Gain spectrum

The reason for the bias dependence of the absorption peaks (see Fig. 2) can be understood by an analysis of Fig. 1: For low bias, (top panel of Fig. 1), the carriers essentially occupy the ground state in the active region $0 \leq z \leq 20$ nm, and the absorption peaks at 200, 280, 370, and 420 meV can be related to the transitions to the excited states in the active region. However, the absorption peak at 370 meV is absent at zero current in our simulation. Here, we have an almost vanishing dipole matrix element due to the approximately even parity of both the occupied state and the state at 430 meV in
the upper part of Fig. 1. As this peak is present in the experiment, the real structure must differ somewhat. In addition, there is some high-energy absorption by transition toward the high-energy states above the band edges of the barriers. However, the matrix elements between the well-localized ground state and these fairly delocalized states are small.

For high bias and current (bottom of Fig. 1), the charge is transferred to the injector region. Thus, the main absorption peaks at 200, and 280 meV are bleached. The higher energy absorption peaks at 370 and 420 meV exhibit a non-monotonic behavior with current, as the corresponding excited levels mix with continuum states.

The movement of charges to the injector leads to a significant increase of high-energy absorption, since the states in the injector region are more extended and thus yield larger dipole moments for transitions to the continuum states.

B. Spatial resolution of gain

The location of charge density as a function of bias is explicitly visualized by the spatially resolved gain plotted in Fig. 4, which is calculated with the following expression (see the Appendix),

$$g_m(\omega, z) = \frac{\hbar e^2}{2 c \epsilon_0 \epsilon_r \alpha \beta} \sum \frac{\psi^*_{\alpha}(z) \partial_\beta \psi_\beta(z) - \partial_\alpha \psi^*_{\alpha}(z) \psi_\beta(z)}{2m_r(z)}$$

$$\times z_{\beta \alpha} (n_\alpha - n_\beta) \left( E_\alpha - E_\beta + \hbar \omega \right)^2 + \frac{\Gamma_{\beta \alpha}}{4}.$$

Here, $\partial_\beta \psi_\beta(z)$ is the derivative of $\psi(z)$ with respect to $z$.

One can clearly see that most absorption/gain within the energy range $100 \text{ meV} < E_{\text{opt}} < 350 \text{ meV}$ is located in the active region, while the higher energy absorption follows the electron charge position, i.e., it is localized in the active region for small currents and to the injector region for high currents. A single transition oscillates spatially between gain and absorption. This is due to a spatially inhomogeneous current response to a global excitation from a homogeneous

C. High-energy absorption

As discussed above, the absorption for photon energies above $E_{\text{opt}} = 400 \text{ meV}$ is a marker for the location of the electron charge, as the injector states are more extended compared to the ground state in the active region. Accordingly, the dipole transition matrix elements with the states from the continuum above the barriers are larger. While this trend is clear both in experiment and simulation, the detailed structure differs.

We believe that this is due to two reasons. First, the calculated absorption in this range strongly depends on the number of states taken into account. This is shown in Fig. 5, where one can see that the spectra converge with increasing number of states only for energies up to about 500 meV. Second, the quantitative determination of these high-energy states is less straightforward, as standard models such as ef-
effective mass or $k \cdot p$ models, are less accurate at these high energies. Other minima than the $\Gamma$-point might also come into play.

With the common approach to calculate the Wannier-Stark states directly for a QCL embedded in a finite box, the high-energy states are difficult to access, as their extended nature is not compatible with an artificial boundary. The difficulty is overcome by our approach starting with Wannier states, where the spatial cutoff is replaced by a cutoff in energy with respect to the local conduction band. While transitions to these states can shed light on the localization of charges, we did not find any indication that they are of relevance for transport properties or the gain spectrum around 150 meV. Thus, they can be safely neglected as long as only these standard properties are of interest.

**D. Discrepancies in current**

Comparing simulations and experiments we observe good overall agreement. However, there is one main discrepancy: the calculated current is substantially larger than the experimental value. We attribute these results partly to the fact that the parameters used in the calculations slightly differ from the real sample parameters, and partly to the limitations of the theoretical method used. The voltage drop over the device region and the effective electron concentration are the main, less-known experimental parameters.

The voltage drop $V_{\text{contact}}$ outside the QCL structure, such as contact regions and cladding layers, may add up to about 1 V or more, which could explain the difference in the current-voltage characteristics, Fig. 3, where $V_{\text{exp}} = NFd + V_{\text{contact}}$ while $V_{\text{sim}} = NFd$, where $F$ is the average electric field over the device region and $Nd = 1.83 \mu m$ is the total length of the QCL structure. Also, there is some uncertainty regarding the real doping level that could be slightly higher or lower than the nominal value.

Judging from Fig. 3 and assuming that many-body effects are small (like electron-electron interaction and the Pauli principle), the relation

$$I \sim ne^{F/F_0}$$  \hspace{1cm} (4)

seems reasonable, where $I$ is the current, $n$ the electron concentration, and $F_0$ is a constant. This suggests that a small error in the actual field can give a large error in the current, while an error in the electron concentration gives the same relative error in the current. We can therefore conclude that the discrepancy in current-voltage between experiments and simulation can be explained both by a small voltage drop over the contacts and the cladding region, and an uncertainty in the actual doping density.

The experimental gain $g_m(\omega)$ in Fig. 2 is calculated from transmission data $T(\omega)$ with $g(\omega) = (1/L) \ln T(\omega)$, where $L$ is the length of the laser ridge, 2.5 mm in this device. This value differs from the calculated material gain $g$ due to the confinement factor and the frequency-dependent losses, which makes a quantitative comparison difficult.

The same parameter uncertainty as in the current-voltage case affects the overall magnitude of gain and absorption peaks, which are somewhat larger in the simulations. If we assume, as previously, that many-body effects are small, a simple relation

$$g(\omega) \propto n f(F, \omega),$$  \hspace{1cm} (5)

holds. Thus, the onset of gain is related to a fixed field $F_{\text{onset}}$ and for currents, where the gain spectrum exhibits qualitative changes, quantitative information can be extracted. In particular, the gain peak at 150 meV sets in at $I_{\text{exp}} \approx 600$ mA, while this feature appears in the simulations for $I_{\text{sim}} \approx 1000$ mA, which suggest a smaller effective electron density. Another aspect refers to the width of the gain/absorption peaks, which are larger in the simulation. This indicates the presence of correlations in the scattering environment for the states involved, which we neglected in our simple model.

A last remark concerns the position of the gain peak. The positions of the absorption peaks in simulation are in excellent agreement with experiments, while in experiments the gain peak is 15 meV higher in energy than in simulation. This may be related to pronounced low-frequency absorption features (such as free-carrier absorption in the cladding regions) not taken into account in the simulation. Such a mechanism reduces the left side of the gain peak more strongly than the right side, thus shifting the observed gain peak position to higher frequencies.

**IV. CONCLUSION**

The evolution of the gain/absorption spectrum of a quantum cascade laser provides a clear signal for the spatial transfer of charge inside the structure. If the electrons dominantly occupy a localized level (such as the ground state in the active region), one observes several distinct peaks due to transitions to higher levels in the same region, but only weak absorption to the delocalized states above the barriers. This continuum absorption becomes more pronounced for transitions from the more extended injector states, while the aforementioned absorption peaks vanish if the majority of the charge is transferred hither.

These features can be described by solving the gain spatially, Eq. (3). Our simulations are consistent with the experimental findings if we assume some uncertainty in the actual electron density in the sample, and that part of the voltage drops outside the actual QCL structure.
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APPENDIX: SPATIALLY RESOLVED GAIN

In order to pinpoint the spatial location of different spectroscopic features without resorting to investigating every possible transition, an expression for a spatially resolved gain is sought. Our starting point is the common relation\(^1\)

\[
g(\omega, z) \approx \frac{\mathcal{R}\{\sigma(\omega, z)\}}{c \varepsilon_0 \varepsilon_r},
\]

(A1)

where we have taken into account a \(z\)-dependence of the gain \(g(\omega, z)\) and conductivity \(\sigma(\omega, z)\). The expressions have a simple intuitive explanation: if the electric field and current are in phase, energy is accumulated in the sample corresponding to absorption (also known as Joule heating), and vice versa.

The TM mode exhibits a small oscillating electric field, \(\delta F(\omega)\), which is homogeneous on the length scale of a period of the structure. This implies the change

\[
\sum_k \frac{dE}{2\pi} \delta G(\omega, \beta_k, E) \approx \frac{Ae}{2} \varepsilon_\beta(n_\alpha - n_\beta) \delta F(\omega) \frac{1}{E_\alpha - E_\beta + \hbar \omega + i\Gamma_\beta^\alpha/2},
\]

(A2)

for the Green’s functions calculated in linear response from Ref. \(^1\) neglecting the \(\delta \Sigma\) terms. The local current, \(\delta J(\omega, z)\), is then given by\(^2\)

\[
\delta J(\omega, z) = \frac{\hbar}{2 \pi A} \sum_{\alpha \beta k} \left( \frac{\hbar}{m(\omega)} \psi^*_\alpha(z) \frac{\partial \psi_\beta(z)}{\partial z} - \frac{\hbar}{m(\omega)} \frac{\partial \psi^*_\alpha(z)}{\partial z} \psi_\beta(z) \right) \delta G(\omega, \beta_k, E).
\]

(A3)

Integrating over \(E\) and using \(\sigma(\omega, z) = \delta J(\omega, z) / \delta F(\omega)\) we obtain Eq. (3).

Averaging Eq. (3) over \(z\), we obtain Eq. (1) by using

\[
\frac{1}{Nd} \int dz \psi^*_\alpha(z) - i\hbar \frac{m}{E} \psi_\beta(z) = \frac{1}{Nd} \hbar [H(z)]_{\alpha,\beta},
\]

(A4)

which shows that the total absorption/gain of the homogeneous mode profile is unchanged.


