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Abstract

Rare earth elements comprise the metallic elements knovamtsanides as well as scan-
dium and yttrium. They are extensively used in modern teldgical industries and are
considered as strategic commodities in many countriee Barth element minerals with
varying compositions are found at deposits throughout thvédythough most of the global
REE supply comes from only a few sources. The current indus$émdard is to employ
liquid-liquid extraction methods to separate the elemeamts upgrade them to suitable
purity levels for commercial applications. Chromatognaplas historically mainly been
used as a final purification method, but it is developing tabae an alternative separation
method with benefits such as achieving higher purity level$ucing the number of sepa-
ration steps and utilizing less extractants compared taditjquid extraction. This study
is intended as a contribution to the work of developing chatography as a rare earth ele-
ment separation method, and focuses on optimization ofneategraphic separation on a
preparative scale. This has been done through experimeoik)] and to a large extent by
applying optimization methods in conjunction with expegimtally validated mathematical
chromatography models.

In the experimental optimization work, an overloaded om@ separation of the rare
earth elements samarium, europium and gadolinium was guirad through preparative
ion-exchange high-performance liquid chromatographk ait bis(2-ethylhexyl) phospho-
ric acid impregnated column and nitric acid as eluent. Thinrftcus was to optimize the
productivity rate, subject to a yield requirement of 80% anglrity requirement of 99%
for each element, by varying the flow rate and batch load Fike.optimal productivity
rate was found to be 1.32 kgsamariimg,,,,h %, 0.38 kgeuropiunim?,,,.,h~* and
0.81 kg gadoliniuim?,,.,h ™.

The model based optimizations have involved the separafiearopium from a mix-
ture of the middle rare earth elements samarium, europiwdrgadolinium as well as the
separation of thulium from a heavy rare earth element mixtaontaining most of the el-
ements. The results from the thulium batch separation stidkaag a productivity ranging
between 0.1-0.45 kgn_ .., h~* for yields between 73-99% can be expected under a pu-
rity constraint of 99%. The findings from the europium bateparation optimization were
used to provide with a general strategy for achieving dblraperation points, resulting in
a productivity ranging between@l — 0.75 kg europiun;imgommn h~! and a pool concen-
tration between B2 — 0.79 kg europiunim®, while maintaining a purity above 99% and
never falling below an 80% yield for the target component.

In addition to this, a comparative study indicated that teefggmance of the batch
separations can be improved by employing continuous nalltion countercurrent solvent



Abstract

gradient purification chromatography due to its nature @fidp@ continuous process and
its ability to lower the solvent consumption through intrrecycling.

Finally, the impact of process disturbances was investy&r the europium batch
separation process in conjunction with a robust optimirasitudy. The results from the
robust optimization were used to chart the required opmrgidint changes for keeping the
amount of failed batches at an acceptable level when a ndetz| of process disturbance
was introduced. It was found that the process is very sgagitwards disturbances and a
productivity loss in the range of 10-20% can be expected vevenunting for robustness.



Popularvetenskaplig
sammanfattning

De séllsynta jordartsmetallerna utgérs av en grupp mskallgjrundémnen som kallas lan-
tanoider samt skandium och yttrium. De &r viktiga amnen sowdiads i flera av vara
nutida teknologiska produkter. De finns i allt ifrdn vardgglsaker som mobiltelefoner,
lampor, datorer och bilar till andra lite mer ovanliga andéimgsomraden som lasrar, mag-
neter, katalysatorer och lattviktslegeringar inom flygistdin. Att dom kallas séllsynta &r
lite missvisande eftersom de finns i stora mangder pa vaepl@éaremot forekommer
dom endast i sma halter i de mineraler man utvinner metalliéran. Just nu star Kina for
den storsta framstéllningen, men utvinning forekommemn&dwaustralien, Ryssland och
Nordamerika.

Framstallningsprocessen ar avancerad och det stélls etfp@tskrav pd metallerna
eftersom deras anvandningsomraden oftast inte tolenenat an en valdigt ren metallsam-
mansattning. Forst krossas mineralerna till en mindrdetarch utsatts sedan for olika
kemiska behandlingar tills en vatskeltsning som innehaifeblandning av de sallsynta
jordartsmetallerna erhalls. Metallerna i denna blandmivégte sedan separeras och van-
ligtvis anvander man sig av en metod som Kallas vatskeeiarafr att dstadkomma detta.
| stort sett utnyttjar vatskeextraktion det fenomen man$@amar man héller olivolja i ett
glas vatten och det bildas tva skikt, och metallerna kommederan ena skiktet till det an-
dra under extraktionen. Metallseparationen ar valdigtamamde eftersom alla metallerna
ar valdigt lika bade fysiskaliskt och kemiskt, och det gétrsiért att skapa ett tillstdnd dar
en metall inte befinner sig i samma skikt som de andra. Dettagilatt att fa till exakt och
vanligtvis kravs det att man gor flera hundra, och iblandriteds, extraktionssteg innan
man lyckas isolera metallerna var for sig. Vatskeextrak#ioen process som lyckas utfora
separationen pa ett bra satt, men det finns vissa betantdigReocessen anvander valdigt
manga steg och ar valdigt energikravande vilket lederttilaskoldioxidutslapp. Dessutom
anvands stora mangder organiska ldsningsmedel som oftastj@farliga och det finns
risk for skadliga utslapp av dessa.

Det finns alternativ till att anvanda véatskeextraktion s@pagationsprocess, och det
ar har denna studien kommer in i sammanhanget. Studien &dleav dtvecklingen kring
att anvanda kromatografi som separationsmetod for sédiggntlartsmetaller. Man kan
genom att anvanda kromatografi uppna en valdigt bra sepayatch oftast ven battre,
jamfort med vatskeextraktion. Dessutom kan man minskdetrteocessteg och behovet
av organiska losningsmedel kan minskas kraftigt. Kromafijgrocessen boérjar med att
man later en l16sning med metalljoner floda igenom en sa kataohatografikolonn, och
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da kommer metallerna att fastna och stanna kvar i kolonnesharSlater man en syra floda
genom kolonnen, och genom att 6ka syrans styrka far man levetaktt slappa efter hand.
Ifall man 6kar syrans styrka pa réatt satt s kommer bara enwéetallsort att slappas loss
och de andra stannar kvar. Detta upprepar man tills man lfattreetallerna att slappa i
separerade grupper.

| denna studien visas det bland annat p& hur kromatografi kaiindas som separa-
tionsmetod genom experimentilaboratorieskala. Vidadeusoks det hur kromatografipro-
cessen kan koras sé effektivt som mojligt, bAde genom expetioch modellbaserade
optimeringsstudier. En modellbaserad studie innebar att nar lyckats skapa en matema-
tisk modell med flera ekvationsamband som sedan kan simeg@axrationsprocessen i den
verkliga kromatografi- kolonnen genom datorberdkningatt®gor att man inte behdver
utfora tusentals experiment for att hitta dom optimalatsipifinkterna fér processen, utan
istallet gor tillrackligt med experiment for att sdker&dhtt den matematiska modellen
stammer bra. Sedan kan man utfora nastan oandligt mangererpegenom datorsimu-
leringar, vilket sparar enormt mycket tid och framféradisurser.

Sjalva processoptimeringen har i detta sammanhangetininati ta reda pa hur drifts-
parametrarna, som till exempel syrans styrka, ska stall&sriatt fa ett sa bra processre-
sultat som mojligt. Vad som &r ett bra processresultat &rtymte alltid entydigt, och man
stalls ofta infor en situation dar man bade vill ata kakan loehdlla den. De flesta kanner
sakert igen situationer dd man maste bestamma ifall magarnid nagot snabbt, ifall det ska
goras mycket noggrant, eller ifall det finns ndgon bra kompss mellan tidsatgang och
noggrannhet. Just denna problemstallningen blir valdigtl mar man optimerar en kro-
matografiprocess. Antingen kan man fa en valdigt hog pradnghastighet av separerade
metaller, men d& kommer tyvarr utbytet att minska avsedrtoan far ett stort spill. Eller
sa kan man se till att man far ett valdigt litet spill, men daénkoer processen att ta valdigt
lang tid och ge en alltfér 1ag produktionshastighet. BAdk sgh produktionshastighet kan
ses som ekonomiska termer som har en inbordes paverkanebgéligr att hitta en balans
mellan dessa i forhallande till hur man varderar tid ochl shilenna studien kartlaggs den
inbérdes paverkan mellan olika processresultat for atedéatta beslutsfattandet kring en
lamplig balanspunkt, och dessutom kartlaggs det hur gafsmetrarna ska stéllas in for
att uppna det man anser vara optimalt processresultaligeluhar det aven undersokts hur
processen paverkas vid processtorningar, och hur man wédi@nocessoptimeringen kan
ta hansyn till forvantade processtorningar for att hitiétsfparametrar som kan hantera en
viss stdrningsnivd med bibehallen produktkvalitet.
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Preface

Contents and contributions of the thesis

This thesis consists of six chapters and five papers. Thieezomprises a brief descrip-
tion of the six chapters, each paper and the contributiorderbg the author. The papers
are appended at the end of the thesis.

Chapter 1—Introduction

This chapter provides a brief overview of rare earth elesmand rare earth element pro-
cessing as well as the aim and scope of this thesis.

Chapter 2—Chromatographic separation of rare earth elemeis

This chapter highlights chromatographic separation tigglas in the context of rare earth
element separation and provides information regardinghihematography system config-
uration used in this work.

Chapter 3—Mathematical modeling of chromatography

This chapter concerns methods for accomplishing simulatiof chromatographic rare
earth separation.

Chapter 4—Multi-objective optimization

This chapter provides a method for optimizing chromatolgimpeparation processes with
several competing objectives.

Chapter 5—Robust multi-objective optimization

This chapter presents a method for robust optimization mirolatographic separation pro-
cesses with several competing objectives.

Chapter 6—Concluding Remarks

This chapter concludes the thesis with a brief summary ofdhelts and some suggestions
for future work.
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Paper |

Knutson, H.-K., Max-Hansen, M., Jonsson, C., Borg, N., aritbgdn, B. (2014).

Experimental productivity rate optimization of rare eaelement separation through
preparative solid phase extraction chromatograployirnal of Chromatography A

1348:47-51

This paper presents an experimental optimization studyatiftbchromatographic separa-
tion of middle rare earth elements. The study provides arnatography system configu-
ration for achieving the separation as well as performaate.d

| planned and performed most of the work, analyzed the resuitl wrote most of the
article.

Paper I

Knutson, H.-K., Holmqvist, A., and Nilsson, B. (2015). Muttbjective optimization
of chromatographic rare earth element separatifmurnal of Chromatography A
1416:57-63

This paper concerns a multi-objective optimization studlylfatch chromatographic sep-
aration of middle rare earth elements with europium as tagngeluct. The study presents
a method for parameter estimation and optimization, andiges with expected optimal
performance data as well as a general operation pointgjrétethe separation.

| planned and performed most of the work, analyzed the resuitl wrote most of the
article.

Paper Il

Andersson, N., Knutson, H.-K., Max-Hansen, M., Borg, N.d axilsson, B. (2014).
Model-based comparison of batch and continuous preparativomatography in
the separation of rare earth elementglustrial & Engineering Chemistry Research
53(42):16485-16493

This paper presents a comparative study for multi-objeatigtimization of batch- and
continuous- chromatographic rare earth element separdtie study shows that continu-
ous two-column countercurrent solvent gradient purifarats a good alternative to batch
chromatography.

| planned and performed most of the experimental work, agkldewvith analyzing results
and writing the article.

Paper IV

Max-Hansen, M., Knutson, H.-K., Jénsson, C., Degerman a¥id, Nilsson, B. (2015).
Modeling preparative chromatographic separation of heavg earth elements and
optimization of thulium purificationAdvances in Materials Physics and Chemistry
5(05):151

This paper concerns a multi-objective optimization stualylfatch chromatographic sep-
aration of heavy rare earth elements with thulium as targedyct. The study presents a
method for calibration and optimization, and provides veixpected performance data for
thulium separation.

| assisted with experimental planning, analyzing resulits\ariting the article.
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Paper V

Knutson, H.-K., Holmquist, A., and Nilsson, B. Robust midbjective optimization of
chromatographic rare earth element separation. (Sulshid@tgoublication)

This paper presents a robust multi-objective optimizasinly for batch chromatographic
separation of middle rare earth elements with europiunrgetaroduct. The study presents
a method for robust optimization, and provides with a chartf required operation point
changes for keeping the amount of failed batches at an addepevel when a certain
process disturbance is introduced.

| planned and performed most of the work, analyzed the esult wrote most of the
article.

Xi






1

Introduction

1.1 Rare earth elements

The rare earth elements (REE) comprise the lanthanigg¢ke elements with atomic num-
bers 57 through 71 in the periodic system, as well as scandndryttrium. They are all
metallic elements with very similar physical and chemicalgerties, and they are found in
varying types of mineral ores at sites around the world [B], #he denominationrare’
is somewhat misleading as they are quite abundant in the’®artist, andrare’ rather
relates to that the quantity of REEs in an ore tends to be wsvy |

REEs are used in many modern technological applicatiorch(as magnets, batter-
ies, catalysts, lamps, monitors, lasers, supercondydaps.citors and aero space alloys),
and are considered as strategic commodities in many cear®i, 43, 49, 62]. Before
the elements can be used for commercial purposes, they raugtdraded to very high
purity levels. This is traditionally achieved through ligdiquid extraction (LLE) meth-
ods [13, 25, 64], but chromatography is on the rise as annaltee method as of lately
[26, 35, 38, 40, 45, 51]. There are several benefits with chtography as a purification
method. Chromatography is able to reach higher purity $ethedn LLE, the extractant ex-
penditure can be lowered, process media can be recycledgberkextent and the number
of separation steps can be substantially reduced [25].

1.2 Rare earth element processing

There are several ways to process REE ore and the procestimseleill depend on the ore
type [25]. As a typical example, a brief scheme for procesblonazite ore is presented in
Figure 1.1. This process mainly consists of six steps thadyre separated REEs as well
as phosphates for fertilizer production as a by-producst fie Monazite ore is ground to
a finer size, after which it is mixed with hot caustic soda tesdive phosphates from the
mineral. The phosphates are filtered out and the remainilugj@o with REE hydroxides
is mixed with nitric acid and barium salt. Then there is a secfiltering step to remove
insoluble radioactive elements and other inert materidis.rare earth nitrates can then be
separated into rare earth products by means of LLE, chrayregtby, or a combination of
both.
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Z Monazite >—»>|
Filtration
Caustic treatmen
Phosphate:

Filtration
Nitric treatment

Waste Separation

Separated REE products

Figure 1.1 Processing of Monazite ore. The process consits of six st@pgrinding, (2)
caustic treatment, (3) filtration, (4) nitric treatment) {{iration, and (6) separation of REEs.

1.3 Aim and scope

The aim of this thesis is to contribute to the work of devehgpihromatography as a rare
earth element separation process method. The main focolv&svprocess optimization,
i.e. studying how the separation process should be operatechtevacthe best possible
outcome in terms of objectives such as productivity anddyi€his has been done through
experimental studies on REE separation, and to a large telxyeapplying optimization
methods in conjunction with experimentally validated neatiatical chromatography mod-
els. The findings have provided data regarding expectedpeaince for chromatography
as a REE processing method, general operation point seatetjen considering conflict-
ing process objectives, as well as the impact of processriemtces and how this can be
accounted for by introducing optimization robustness.
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Chromatographic separation of
rare earth elements

2.1 Chromatography

Chromatography is a separation technique that is used #&lytézal and preparative pur-
poses. In analytical chromatography, the objective is adyere the composition of a mix-
ture and the sample size is small, whereas preparative etogmaphy is used for purifi-
cation of components in larger capacity. The separatiorligesied by letting a mixture
flow through a column that is packed with particles refercedd the stationary phase. The
particles are porous and have a backbone which is coatedigatids that interact with
the desired target components in the mixture. When the me&x$uoaded into the column,
the conditions in the column are set to allow for a high intdoa between the compo-
nents and the ligands so that the components bind to thedégakfter the column has
been loaded, the conditions are changed so that some contpat@rt eluting while some
components are still retained. The conditions can be clwathgeugh several steps or by a
gradient to achieve the desired level of separation betweeoomponents. The flow with
eluted components can be collected in product pools or sentaste container by means
of a valve. A chromatogram, which is the column outlet congdrtoncentration profile,
is used for deciding the cut-points that dictate when theevdlrects the outlet stream to a
product pool or to the waste. The transport phenomena ieddtvthe separation can be di-
vided into two levels as depicted in Figure 2.} the bulk transport which is mainly due to
convection, andii) the stationary phase mass transfer that concerns comgiateaction
with the ligands and intra-particle diffusion.

2.1.1 Rare earth element chromatography

In the context of REE chromatography, the separation carthieed through extraction
chromatography where the ion-exchange interaction betwee elements in the mobile
phase and the immobilized ligands is exploited by meansidfraodifiers. Alternatively,
there is also the option to use a ligand-assisted elutioonecatography scheme [40] where
ligands are present in the mobile phase and compete withigheds on the stationary
phase to form a mobile phase ligand-REE complex.
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Column Packing Particle Ligand
N U
MN———1 - ° [ )

(i)

Figure 2.1 The transport phenomena involved in the separation can\béedi into two
levels; ) the bulk transport, andi] the stationary phase mass transfer.

Various ligands, such as bis(2-ethylhexyl) phosphorid 8dDEHP), ethylenediamine-
tetraacetic acid (EDTA), 2-ethylhexyl phosphonic acid HEHP) and di-(2,4,4-trimethyl-
pentyl) phosphinic acid (DT- MPPA) can be used for extrattbromatography. The mod-
ifier is typically an acid, such as nitric acid, hydrochlaitd ora-Hydroxyisobuturic acid
(a-HIBA), that affects the REE-ligand interaction accordiogan equilibrium generally
described as:

REE®*" + Hs- Ligand= REE: Ligand+ 3H".

In this work, nitric acid was used as a modifier and HDEHP wasqured as ligand
due to its proven suitability from both liquid-liquid extton processes [25, 64] as well as
chromatography [8, 28, 31, 35, 51, 55, 57, 59]. HDEHP alserefé very good resolution
for light to medium REEsi(e.lanthanum to gadolinium) [52] which comprise the majority
of REE separations studied in this work.

2.2 Chromatographic separation techniques

Chromatography can be carried out batch-wise or continyotisere are several contin-
uous chromatography methods such as multicolumn coumterdusolvent gradient pu-
rification (MCSGP), simulated moving bed (SMB) and develepis of the SMB process
principle including VariCol, PowerFeed, iSMB, and R-SMBr@ention a few [53, 56].
SMB utilizes a series of columns with periodically movinggirand outlet ports to achieve
a simulated counter current movement of the mobile- anébstaty- phase [14, 47]. MC-
SGP combines batch and SMB chromatography by using sevsuahos that are switched
in position opposite to the flow direction [3]. Some columresiaterconnected to allow for
internal countercurrent recycling of impure product stneasome columns are operated in
batch mode, and the modifier concentration at the columisingn be adjusted by utilizing
individual gradient pumps.

The techniques involved in this work are batch chromatdgyags in Paper I-V, and
two-column MCSGP as in Paper Ill.
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2.2 Chromatographic separation techniques

2.2.1 Batch chromatography

The general schematics for batch chromatography is pegémfigure 2.2, and the pro-
cess is illustrated in Figure 2.3. It mainly consists of &hsteps; First the column is loaded
with a feed mixture. After the loading step, a modifier is usecelute the components
either through isocratic-, gradient- or step- elution. iDgrthe elution step, the flow from

the column outlet is either diverted to product collectigrsent to the waste by means of
a valve. Finally, the column is regenerated and re-eqaitéat after which the column is

ready for another batch load.

SBuffer 8>

Figure 2.2 General schematics for a batch chromatography procesBuffier mixing, (2)
switching valve, (3) column, (4) detector, and (5) fractimg valve.

load elution ] regeneration

¢S]
T
1

~
T

first cut—>§

Concentration (kg/m?)
N w ey [9)] o

-
T

0 05 1 15 2 25 3
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Figure 2.3 Batch chromatography with a load-, elution- and regenematstep. The colored peaks
indicate the concentration profile of each component atdfgmn outlet. The dashed line indicates the
modifier concentration. The dotted lines indicate the cues when the flow is diverted to the product
collection. The regeneration step is followed by a wash &iep-equilibrate the column.
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2.2.2 Two-column MCSGP

Two-column MCSGP can arguably be regarded as a semi-cantgqrocess. The general
schematics for a two-column MCSGP configuration is preseimtd=igure 2.4, and the
process is illustrated in Figure 2.5.

Figure 2.4 General schematics for a two-column MCSGP configuratigrswitching valve,
(2) column, (3) detector and (4) fractionizing valve. Thderi € [1..8] denotes the individ-
ual temporal sections of a full cycle.

The process is run in two interconnected stépsndl,, and two batch step8; and
B,, as indicated in Figure 2.5. The process cycle can be divide@ight different temporal
sectionss; g, that together form a complete chromatogram. Here, thegsis explained
in the context of Paper Il which involves the separationwbgium (Eu), as target product
(P), from samarium (Sm) and gadolinium (Gd) that respectieeé/considered as weakly-
(W), and strongly-$), adsorbed impurities.

During the first interconnected step, column 1 is runningeictions; simultaneously
with column 2 in sectiorss. Column 1 is loaded withV andP from the column 2 outlet,
and the column 1 outlet is sent to the waste. During the firsthbstep § andss are run
simultaneously) column 1 is loaded with fresh feed and thgetaproduct is eluted from
column 2 and sent to collection. During the second intereated step (sectiorss ands;
are run simultaneously), column 1 is loaded vitandSfrom the column 2 outlet and the
column 1 outlet is sent to waste. Finally, both columns an¢eel during the second batch
step which includes the temporal sectigpandsg. At this point, the column 1 outlet con-
tains most ofV, the column 2 outlet consists &f and both column outlets are sent to the
waste. After the second batch step, the two columns arelsdtso that column 1 begins
the following cycle in sectiomss, and column 2 irs;.



2.3 Experimental chromatography system description

Qy E Qsy E
:
W S

Figure 2.5 Process description of two-column MCSGP. The process igrtwo intercon-
nected stepd; andl,, and two batch step8; andB;. The eight temporal sections, g,
form a complete chromatogram. The flows for each correspgrection are denotegy g.
The fresh loadl() is introduced insy, the weakly adsorbed impuritieg/) are sent to waste
in $1-s4, the product ) is collected insg, and the strongly adsorbed impuriti€y are sent
to waste insg. The elution E) steps are indicated in the figure, and the elution ordéf,iB,
andS.

2.3 Experimental chromatography system description

An Agilent 1260 Bio-lnert HPLC system with two Agilent 1260Inert quaternary
pumps and an Agilent Bio-Inert 1260 auto-sampler was useth® experimental batch
chromatography work in Paper I-IV. The in-line post colunteERdetection was performed
with an Agilent 7700 inductively coupled plasma mass speaatry (ICP-MS) system
since ICP-MS has a good capability for REE dectection [11,2B3. Kromasil columns
were delivered as is with a stationary phase consisting loéiggal silica particles coated
with C18, a diameter of 1m and a pore size of 100 A. A GE Healthcare AKTA Purifier
100 was used for preparing the columns with HDEHP ligands.
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Mathematical modeling of
chromatography

3.1 Column model

Computer modeling is an efficient tool for evaluating thefpenance of a system, and
the lowered resource expenditure through reduced needperienental work is a notable

benefit. The method involves a mathematical model thatthegevith model parameters
that have been estimated in accordance to experimentahMaltisas, is capable of describ-
ing the dynamics of the studied system. Once the model paeasigave been estimated,
the model can be employed to predict the system behaviowhauhithe case of chromato-
graphic separation means the column dynamics.

The column model describes the transport of the injecteticpes through the chro-
matography column, and is utilized to obtain the time vagydoncentration profiles. There
are two transport phenomena that need to be considdjettie(bulk transport which is
mainly due to convection, andi) the stationary phase mass transfer as depicted in Fig-
ure 2.1. The most elementary way to describe the bulk trahspdo employ the ideal
model [24]. However, the ideal model does not consider dg&pe and for this reason
the convective-dispersive model [24] is preferred in thwkv The stationary phase mass
transfer concerns intra-particle diffusion and comporetetraction with the ligands. The
intra-particle diffusion is assumed to not be rate limitargd only have a minimal impact
on the transport dynamics, given the size of the componerddte particles. The rare
earth element adsorption to the ligands, that are immeilizn the column particles, is
represented by adding a kinetic term to the convectiveedpe model. The lanthanides
are assumed to have an ion-exchange interaction with thadig[35, 39], and these ki-
netics can be described by a steric mass-action (SMA) md@g| ¢r a Langmuir mobile
phase modulator (MPM) model [22, 23, 34].

In this work (Paper 11-V), a kinetic convective-dispersivedel [24, 53] with a Lang-
muir MPM isotherm [32, 34, 45, 51] was used to describe therool separation as it
provides with good model accuracy at a reasonable compuotdtcost. The model equa-
tions, defined in the spatiat,c [z, z], and temporal € [to,t¢], domains are formulated
as:
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dca 0 o Jca\ (1-&) 0Qa

at oz (C"’V”“ Dappa dz) ot (1-e0)gp Ot 3.1

0

% = Kgin,a <CaKquQmaxa |:1 (z qy:| QUCga) ) (3.2)
ye{REE} Omaxy

wherec, andqq are the mobile and solid phase concentration of compoagent,; is

the quotient of superficial velocity over total porosif¥apna the apparent dispersion co-
efficient, ands; andégp the column and particle void fractions. Heog,denotes the con-
centration of the modifier ankki, o is a lumped parameter describing the film transport,
intraparticle diffusion and binding kineticKeq s denotes the equilibirum constant regard-
ing adsorption and desorptiony, a parameter describing the ion-exchange characteristics,
andgmaxa the maximum concentration of adsorbed components. Themcofuodel does

not consider modifier ions on the solid phase, therefore E8) @nd its associated part in
Eqg. (3.1) are omitted (i.elqy /Jt = 0) whena = S.

3.1.1 Batch mode formulation

When the columnis run in batch mode, Eq. (3.1) is complentanidh Danckwert bound-
ary conditions [24]:

ac Cloada VintM(t, o, Atioad) if a € {REE},
Ca (t,20)Vint — Zappa dor (t,20) = ) (3.3)
Cmix,sVint ifa=S
Jcq
ﬁ(t,Zf) =0, Va € {REE, S (3.4)

wherecipad IS the injected load concentration, afdt,to, Atipag) € {0,1} a rectangular
function in the temporal horizojty, Atjoad].

The dynamics of the modifier concentration in the upstreaxingitank, Cmix s, are
given by:

dcmix.s _ 1
dt Tmix

(u(t) — Cmixs) , (3.5)

Uo, if t < Atgag+ Atwash,
ut) = ) (3.6)
Uop + Au(t — (Atipad+ Atwash) ), if t > Atioad+ Atwash
wheretnix is the residence time,is the elution gradient described by the initial value,

Up, and the slope of the linear elution gradieht, expressed alsu = MA::;\%'

3.1.2 Two-column MCSGP cyclic steady state criteria formudtion

The solution for a complete MCSGP time horizow [to,t¢], requires that the model de-
scribing the system dynamics is augmented with additiopaicsteady state (CSS) cri-
teria to ensure that the state at the initial time is retaettetie end of the cycle. The CSS
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3.1 Column model

can then be established by starting from a set of initial @@, and simulate the process
until CSS is attained according to the desired tolerancas.lev

For the two-column MCSGP configuration described in Chaptehe mixing of the
recirculated flows in the temporal sectigsands; are described as:

0=rqg(t—05t) —Camx y Mi(t) [Q +Qita , (3.7)
ie{1,3}
8 .
0=rg(t—0.5t;) + -Zni (t)Qi [(1—u(t)) Caufter,a + U(t)Cauffer,8] —

. . 8 .
Csmix | > Ti(t) [Qi+ Qita] + Mi(t)Qi (3.8)

ie{1,3} i%i{zl.f?:}

wherer, denotes the mass flow of componenin the stream entering columndg mix in-
dicates the concentration when the recirculated strean®@aack mixed andll corresponds
to a rectangular function for the given temporal section.

The CSS criteria can be expressed by periodicity constrditerer , andva € {REE S},
are governed by the equality constraints:

0:=ra(t—05t)— 5 Mi(t)Qca(t,zr), Vte[05t,te]. (3.9)
ie{5,7}

It should be noted that the equality constraints are shitedlf cycle in time. Moreover,
in order to ensure that all componentss {REE} are completely eluted &t, a terminal
equality constraint is added:

ts ts
. 8 .
0:= |CoataBloadz +  ra(t—05tr)dt | — [ Y Ot z)d, (3.0
to to 1=

The equality constraints:

0:=cs(to,2) —cs(ts,2), z€ [20,7], (3.11)
0= CSmix(tO) — CSmiX(tf), (3.12)

govern that the modifier concentrati@a(t, z), at every column positione [z, z;] as well
as the concentration in the mixing unitmix(t), are consistent at the initial and terminal
times. Although the periodicity constraints only consither dynamics of the mobile phase,
the dynamics of the stationary phase is inherently compdxin this formalism.

Finally, the boundary conditions in Eq. (3.3) are replacédthihe formulations of
Eq. (3.7 and 3.8) for a two-column MCSGP, and given by:

Qb dCa B
Ca(tvzo)m - -Qapp.(t)E(tsz) =
I'Ii(t) . : .
n t mix ~ o Wi i f REE},
Cload a Mioad( )Acgot +Ca, I€§3} Ackior [Q +Q+4] if ae{ } .
Q(t) .
mix yx . fa= Sa
o AcEiot na
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The time dependencies of the volumetric flow r&deand the apparent dispersion coeffi-
cient, Zapp, for a column in a given temporal section are given by:

8

Q)= ; Mi(t) [Q + Quva] + > Mi)Qi, (3.14)
|e. 13} i¢|{:1,3}
Dapplt) = AQc(ettllt:l)Dpe’ (3.15)

whereD, denotes the particle diametdy; the column cross sectional area, and Pe the
Peclet number.

3.2 Simulation methods

The column model was implemented in a MATLAB environmentthi@ preparative chro-
matography simulator (pcs) [9]. The partial differentiguations (PDE) were solved by
first transforming them into a system of ordinary differahtquations (ODE) through
spatial discretization. The ODE system could then be sobyedtlizing MATLAB's dif-
ferential algebraic equation (DAE) solver ode15s, whicéuigable due to the stiff dynam-
ics of the system. The first-order spatial derivative in Byl) was approximated using a
method-of-lines and finite volume method with 100 grid psiwherez, = kAz is the dis-
cretized spatial coordinate akd: [1..100. The first order derivative was approximated as
a two-point backward difference, and the second-ordewvdtve was approximated as a
three-point central difference.

3.2.1 Parallel computing

For demanding optimizations, such as in Paper II-V, it bee®mecessary to evaluate a
massive amount of model simulations. Such computationyhtzsks can be carried out
more rapidly by using a parallel computing methodology. Aaflal computing methodol-
ogy as described in [1, 2] was utilized in this work, and a catapcluster consisting of 60
working drone cores, a server and a client, was used to pe@victnvironment for handling
parallel simulations. Essentially, the cliemne(the user computer) requests the cluster to
perform a computation task, and the server hosts a scriptlistaibutes the computation
jobs to available drones and organizes the file communitatio

12



3.3 Parameter estimation

3.3 Parameter estimation

Before the column model can be utilized for predictions & #ystem behaviour, model
parameters that provides a good fit between simulation apérgmental data must be de-
termined. This is a challenging task that can be carried puméans of the inverse method
[10, 16, 20, 33, 54], which involves minimization of the leaguares error between the
normalized simulated chromatograms and the normalizeztttetresponses from corre-
sponding experiments. Both isocratic- (Paper V) and lin@@aper Il, Ill and V) elution
gradient experiments were used for the purpose of paramstieration.

3.3.1 Parameter estimation method

In the work presented in this thesis, the model parameters estimated through non-
linear parameter estimation by means of the Levenberg-déadjalgorithm through MAT-
LAB’s Isqcurvefitwrapper with forward finite differences to estimate the béao. The
algorithm minimizes the weighted sum of the deviations leetwthe observed, &nd pre-
dicted,c, system responses, expressed as:

Nj
min. Zl[é(fj,zf) —c(fj,zr,p;, BT W [6(F, 21) — c(fj, 21,0y, B)].  (3.16a)
i=
w.rt BeRNs,
st. x=F(t,x(t),p,B), X(to) = Xo, (3.16b)
B.<B<pu, (3.16¢)

wherej indicates the experiment indef,is a vector containing the parameters being es-
timated,x denotes the time varying process variabgegives the process parameters such
as load and elution gradient settingsis the ODE system governed by Egs. (3.1,3.2,3.5),
andW is a diagonal weight matrix introduced to normalize the expental response and
penalize a deviation with its associated variance.
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3.4 Modeling results

When the model parameters were estimated, it was possipledtiict the chromatography
system performance for various process operation poitis.Was done in the context of
linear elution gradient batch chromatography (Paper liaid V) and MCSGP (Paper III).
The estimated parameters for batch separation of Sm, Eudiiéaper Il and V), are given
in Table 3.1, and a model response chromatogram is plottedyatith the associated ex-
perimental data in Fig. 3.1. The MCSGP study (Paper Ill) yssgdmeters from a previous
work [51], and a simulation response is presented in Fig. 3.2

Table 3.1 Model parameter values used in Paper Il & V.

Parameter Value Unit

& 0.4 -

&p 0.6 -
Dappa 54X 10712 m?/s
Kidin.a 1x10° (m3/mol)vast

Va 2.3 -

Omax 75.4 mo)/m3

Kegsm 0.41 (mol/m3)Va—1
KegEu 0.81 (mol/m3)va—1
KeqGd 1.27 (mol/m3)va—1

Q 0.5 ml/min

Vinix 0.1 ml

Tmix 0.2 min

N
o

N}
T

REE concentration (kg/m?*)
e
- &

o
o

Volume (CV)

Figure 3.1 Model response chromatogram (red dashed lines) plotteidsagaxperimental
data. The elution order is Sm, Eu and Gd. The unit for themé#cid elution gradient (black

dashed line) on the vertical axis is mole/litre.
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Concentration (kg/H)

S1 S S3 4 S5 S6 S7 S8
Eluted volume

Figure 3.2 Simulation of two-column MCSGP withe —) Nd; (—-) Sm; (—A-) Eu;

(— o —) Gd and the nitric acid modifier). The chromatogram is formed by joinirgg to

sg. Cut points for the pooling are seen as shaded peaks witbddbtirders. The nitric acid

gradient consists of five sections denotedgas gs. Sm is scaled by a factor of 0.1.
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Multi-objective optimization

4.1 Optimization

Optimization involves the selection of the best option frira available alternatives. For
chemical process engineering, this means choosing thatipgronditions that will pro-
duce the most lucrative outcome for the desired objectitiés hakes the definition of the
objective a central part of the optimization process, asdides the target for the optimiza-
tion [5, 58]. The objective can for example be to maximizeduation rate and product
quality, or minimize plant downtime. In the context of matiatical optimization, the ob-
jective is defined through the formulation of an objectivedtion that depends on several
variables that in turn can be divided into two group};decision variables andi) fixed
parameters. The decision variables comprise the conditioat are being altered during
the optimization, and the fixed parameters are kept constarglly, some constraints are
normally introduced to make sure that the optimization itestemain within a feasible
region. In its general form [6, 7], the optimization probleen be formulated as:

mlijn. f(u) (4.1)

stt.  O=F(t,x,x,w,u,p),
0= Fo(to,X(to),X(to),W(to), u(to),p) ,
y=9(x,w,u,p),
0 < Cigq (X, x, W, u,p),
0= Ceq(X,x,wW,u,p),
Xmin <X < Xmax,  Wmin < W < Wmax,
Umin <U<Umax X(to) = Xo,

wheref denotes the objective functioh,the differential algebraic equation (DAE) system,
u the decision variableg the model parameterg, the state variablesy the algebraic
variables Cieq the inequality constraint€eq the equality constraintg the initial state,
andg the response function that governs the model output

In the context of chromatography, the objective functiogutarly involves a target
such as productivity and yield. The decision variables cafude column load size, flow
rates and modifier gradient settings, and finally, the fixedupaters normally comprise
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Chapter 4. Multi-objective optimization

column and particle dimensions. It should however be ndtatldepending on what the
optimization is intended to achieve, the definition of thgeative function and what is
considered as a variable or a fixed parameter may change.

4.1.1 Experimental optimization study

A basic example of a process optimization can be illustrbjectviewing the experimental
optimization study in Paper |, where the objective was to im&e the productivity. The
decision variables consisted of the flow rate and the batath &ize, the constraints were
made out of product purity and yield requirements, and aimasbn of optimal elution
gradient settings were included as fixed parameters alotigthe configuration of the
chromatography system. The objective function was in thgeexpressed as:

LA
I tchoI ’

(4.2)

wherePR is the productivity for componerif the loadL; is defined as the product of the
feed concentration of componedrdnd the feed volumég is the total cycle time anif;
is the total column volume. The yield, of component was defined as:

Cpooli Vpool;

Y, = PO TPoo 4.3

| Li ) ( )

where g0l is the product pool concentration angoyl; is the product pool volume of
component. The inequality constraints were set to:

0.99-X <0, 0.80-Y <0,

whereX; denotes the product pool purity for componient

Results from the flow rate and batch load size optimizatioagaen in Table 4.1 and
4.2, where it can be seen how the productivity changed whefidtv rate and batch load
were varied. The conclusions from the study were that a floevaB0.5 ml/min and a batch
load of 150ul gave a productivity close to the optimum. The study couldeheontinued
with several further experiments to try to pinpoint the ol conditions, but turning to
a model based optimization approach that considered addltobjectives and decision
variables was more appealing for several reasons. Theimgmal work consumed much
resources which could be avoided by a model based approhemimber of needed ex-
periments would grow as studies with varying elution gratievere needed due to that
its impact on the system performance was expected to befismi It was also found
that productivity was not a sufficient objective on its owndgield and pool concentra-
tion needed to be included as objectives with the intentfeanabling use of the objective
function for purposes such as a comprehensive productistinperspective. Therefore, it
was decided to employ a model based multi-objective opttion method to further in-
vestigate the impact of batch load and elution gradieningstt and to formulate a general
strategy for desirable operating points.
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4.1 Optimization

Table 4.1 Results from the flow rate experiments showing that with @aneiased flow rate, the yield
decreases and the productivity increases until the yietrines so low that it is detrimental to the
productivity. This is accentuated for Eu. The highest pabidity, with respect to the constraints, was

achieved at a flow rate of 0.5 ml/min.

Flow rate (ml/min)  Prod (kghmZ, ) Yield (%) ool (kg/m3)
0.66 Sm 99.7 Sm 0.64 Sm
0.25 0.19Eu 98.4 Eu 0.35Eu
0.41Gd 99.6 Gd 0.46 Gd
1.24 Sm 99.6 Sm 0.78 Sm
0.50 0.34 Eu 84.1 Eu 0.46 Eu
0.84 Gd 97.2 Gd 0.34 Gd
2.34Sm 72.5Sm 0.96 Sm
0.75 0.0 Eu 0.0 Eu 0.0 Eu
1.52 Gd 75.9 Gd 0.46 Gd

Table 4.2 Results from the load experiments showing that with an as®d batch load, the yield
decreases and the productivity increases until the yietibrines so low that it negatively affects the
productivity. The highest Eu productivity was achieved %0 jul load.

Load ul) Prod (kg/hn,,,)  Yield (%) Coool (Kg/mP)
1.32'Sm 99.9Sm  0.55Sm

150 0.38 Eu 955EU  0.32Eu
0.81 Gd 99.0Gd  0.35Gd

1.24 Sm 99.6Sm  0.78 Sm

180 0.34 Eu 841Eu  0.46Eu
0.84 Gd 97.2Gd  0.34Gd

1.45 Sm 98.0Sm  0.83Sm

200 0.31 Eu 735Eu  0.49Eu
0.91 Gd 95.9Gd  0.46 Gd

1.48 Sm 96.7Sm  1.09 Sm

220 0.25 Eu 51.9Eu  0.61Eu
0.99 Gd 91.4Gd  0.41Gd
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4.2 Multi-objective optimization problem

The purpose of an multi-objective optimization is to proglacset of Pareto optimal solu-
tions for the optimization problem. Pareto optimality inegsla solution where an objective
cannot be improved without decreasing another objectitie. Solution set will become a
two-dimensional Pareto front when the optimization prableonsists of two competing
objectives, and three competing objectives will result iRaaeto surface. Adding further
competing objectives will make the solution more compled sesult in a less perceptible
visualization, but the multi-objective optimization ptetn (MOP) formulation and opti-
mization method presented here can readily be extendedtupe such solutions. This
work has considered the two competing objectives proditigtand yield in Paper I11-V,
and Paper Il also includes pool concentration as a third etimgp objective. The MOP
for three competing objectives (Paper II) will be preseriterk, as it is the most complex
scenario within this work.

The MOP formulation will begin by defining the competing atijees individually,
and then combine these into a single objective by means af¢ighted sum scalarization
method [5, 17, 30, 41, 42]. The optimization problem for theomatography system is
then, in agreement with regular practice [60], cast in &kl framework. The upper level
incorporates the impact of the decision variables, sucloas &nd elution gradient slope,
that governs the chromatogram, and the lower level comssitthe pooling strategy that
decides the cut-times for the product pooling. The resylftOP can be solved by using
soft objective metrics as in [48], but the preferred apphoiacthis work is to use firm
objectives when evaluating the MOP.

4.2.1 Multi-objective optimization problem formulation

The column outlet concentration profig,(t, zs ) wherea € {REE}, is used for evaluation
of the competing objective functions; yieM,, productivity,P,, and pool concentration,
Cq, for the target component. The objective functions for tbikected componenty, be-
tween the cut-timef,tf] are defined as:

dYy

Ooada —— at = Ca (t, Zf )VintAcl (L, tc, tf ), (4.4)
dPa 1 1 dYG
F V (tf-H )doada at (4-5)
dCqy dyy 1 1

dt B doada dt VintAc (tf —tc)’ (4.6)
wheredoada = Cloada VintAcAlioad IS the total amount of injected samphg, andV, the col-
umn cross-sectional area and volume, aﬁdZVCQ Lthe regeneration and re-equilibration
time following the final cut-time. The main goal becomes tted®ine the optimal deci-
sion variables (such as elution gradientyatch loaddoadq, and pooling cut-timestc, t¢])
that maximize¥y (1), Py (tr) andCq (1), while fulfilling the target component purity con-
straint given by:
doad,aYa (tf)

AoadbYb(tf)
be {REES

where the numerator is the captured amount of the target coemt intc,t¢] and the de-
nominator represents the total amount of captured compsnEne weighted sum scalar-

Xa(t) = (4.7)
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ization method combines the objectives in Egs. (4.4-4.6) &ingle objective with the
weightsay, defined asg?zlm =1 andw € [0,1]. In addition to this, each individual ob-
jective is also normalized with respect to its maximum srgbjective value. The decision
variables determine the trajectories= (Cq(t,z), Cs(t, Z), Cmixs(t), da (t, z), Pa (1), Ya (1),
Xq(t)). The resulting optimization problem can then be set in taegwork formin—min
optimal control

t t t
min. — (wl/%dtjtwg/%dt—i—%/%dt) , (4.8a)
fo o fo
WLt p= (Atoag Uo,Us) € RS,
s.t. pL<p<py, (4.8b)
ty tr ty
(x,tc,tf) = arg min. — (ool ddt&dt—i-wz/%dt—i-ag/%) , (4.8¢c)
to fo fo
Wt (te,tf) € R?,
st X=F(t,x(t),te,t,p), X(to) =Xo, (4.8d)
Xa L —Xa(tr) <0, (4.8¢)
teL <tc <tcu. trL <ty <tfu, (4.8f)
vt € [to,tt], Vz e [z9,2].

A decomposition strategy was adopted to transform the M@ivo levels: (i) the upper-
level static optimization problem given by Eqgs. (4.8a-4.8fiih respect tg, and (ii) the
lower-level optimization problem given by Eqgs. (4.8c-4.80nd constrained by the ODE
systemJ, governed by Egs. (3.1,3.2,3.5,4.4-4.7).

4.3 Optimization methods

Generally, it is beneficial to carry out a pre-optimizatidapsto provide with an early
visualization of the MOP dynamics and near optimum stantiogpts for the optimization
decision variables. This can be produced by evaluating lmedponses from a latin hyper
cube sampling (LHS) of several decision variable sets.

Solutions to a MOP can be found through genetic algorithmis &aper Il and V.
Genetic algorithms are search methods that find the gloltaham for an optimization
problem, and they are suitable for solving multi-objectiygtimizations [5, 63]. The start-
ing point for a genetic algorithm is to create an initial ptaion where each individual has
a unigue set of decision variable values. The system resdom® each individual is then
evaluated and a new population is created from combinatindgpermutations of the old
individuals. The two populations are then compared andrnflizwiduals with the best ob-
jective values are used for the next population generafibis.is repeated until individuals
with improved objective values, given a certain toleramease to occur.

Solutions to a MOP can also be found by employing gradiergdbasethods that utilize
information from the objective function gradient, with pest to changes in the decision
variables, to assess the search direction for finding thienad6]. The MOP is then con-
verted into a series of single-objective optimization peofis by means of a weighted sums
method, and the solutions are consolidated into a Paretmalget as in Paper Il. In this
case, MATLABsfminconfunction with a sequential quadratic programming alganitthe
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Chapter 4. Multi-objective optimization

BFGS formula for updating the approximation of the Hessiairix, and central differ-
ences to estimate the gradient of the objective function wtiéiged. The weighted sums
method was implemented by creating a set of values for thghteif the first competing
objective,w;, spanning betweem; € [0,1]. For each of the fixed weights, a 2-dimensional
Pareto front was created between the two remaining congetijectives with weights
defined asz?zzm =1— oy, andw € [0,1— wy]. When all the weights in they set had
been handled, the same procedure was repeated for the legn@@mpeting objectives by
changing the index of the fixed weight ta» and finally cs. This procedure results in a
sampling of the 3-dimensional Pareto surface for the MOBmglwy Eq. (4.8), where each
generated Pareto front can be regarded as a two-dimensgiajettion of the final Pareto
surface.

4.4 Optimization results

4.4.1 Tri-objective batch separation

In Paper Il, a tri-objective optimization with respect tmguctivity, yield and pool con-
centration was conducted for the separation of the middlEsREmarium (Sm), europium
(Eu) and gadolinium (Gd). The optimization method was z#iti to find the process ob-
jective space as well as the corresponding decision vargice. The latter was in turn
utilized to formulate a general strategy for achieving gdse operation points.

4.4.1.1 Finding the objective space

A pre-optimization step was carried out by producing a LH3 @000 different decision
variable sets via MATLAB'shsdesigrfunction. The chromatography model response from
these sets were evaluated and utilized to produce an eatlglization of the optimization
problem dynamics as shown in Figure 4.1.
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Figure 4.1 Outcome from a LHS with 10.000 unique sets of decision véghwhere each resulting
chromatogram has been evaluated according to the lowelrdgtimization problem. The LHS gives an
early indication of what can be expected from the multi-otiye optimization, and provides with viable
starting points for the same.
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4.4 Optimization results

The LHS response sets provided with near optimum startinggfor the optimization,
which resulted in a sampling of the 3-dimensional Parettaseras shown in Figure 4.2(d).
Figure 4.2(a)-(c) show the Pareto fronts where only theroutst points are Pareto optimal
in a 2-dimensional competing objective sense, and the pthiats are projections from the
3-dimensional Pareto surface onto the 2-dimensional tiagespace. It is noteworthy to
mention that it would require several thousand experimentdbtain this sampling of the

Pareto surface.
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Figure 4.2 (a) Pareto front between productivity and yield. (b) Parfebot between yield and pool
concentration. (c) Pareto front between productivity aadl goncentration. (d) Pareto surface between
all competing objectives. The resulting Pareto fronts Ja(¢x are located to the right and are indicated
with solid black lines. The Pareto surface (d) is divide@ ititree objective space regions that are high-
lighted in green (recommended), yellow (plausible) and(uedlesirable). These regions are also shaded

accordingly in the Pareto front figures (a)-(c).

The optimal single objective values were a productivity 6f3kg Eym?

hfl

columm

100% yield, and a pool concentration of 1.23 kg/Exi. Chromatograms for the operation
points that correspond to these values are shown in Fig@(@)4(c), and Figure 4.3(d)
shows a chromatogram from the centre of the recommendedtnigjspace.
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Figure 4.3 Chromatograms for different objective weights. The paplout times are indicated by
the dotted lines, and the elution order is Sm, Eu and Gd. Thtefamthe nitric acid elution gradient
(black dashed line) on the vertical axis is mole/litre. (@y@natogram for maximum productivity. (b)
Chromatogram for maximum vyield, where the final cut time i®clly before the Gd peak. (c) Chro-
matogram for maximum pool concentration, where the cutdimgpear to coincide due to the small
pooling volume. (d) Chromatogram from the recommendedt®araface.

4.4.1.2 Strategy for achieving desirable operation points

The optimization procedure enabled a mapping of the opétitin variables impact on
each single objective and this facilitated to formulate maggel strategy for achieving desir-
able operation points. The mapping is visualized in Fig, wHere optimization variables
are plotted against the single objective values. The reshlbw that when the over-all ob-
jective is leaning towards maximizing yield, a small batohd and a long elution gradient
are favoured since this allows for baseline separation.ifitial acid concentration of the
elution gradient is not a major concern until it approachesupper boundary and separa-
tion becomes difficult, which is indicated by the drastidgiérop. Large pooling volumes
will also be favoured since it allows for collecting as mudhiee load as possible.

When the objective leans more towards maximizing prodiigtia larger batch load
is favoured since it increases the product throughput pelecyn elution gradient with
fairly low initial acid concentration and a steeper slopdaigoured to allow for a better
separation between the first eluting component, Sm, and idhéie@reluting component Eu.
A large pooling volume is favoured since it allows for mordlected product.
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4.4 Optimization results

When a high pool concentration is desired; a large load isUieed to increase the total
product content in the pool, a short elution gradient withighhnitial acid concentration
is favoured to avoid pool dilution, and the pooling volumeés as small as possible at the
concentration profile peak while still fulfilling the purigonstraint.
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Figure 4.4 Decision variables plotted against individual objectizdues. The plots show the variable
impact on each single objective and are used for decidingiaadide operation point strategy.

4.4.2 Comparison of MCSGP and batch separation

A performance comparison between twin-column MCSGP archtsgparation of the mid-
dle REEs was conducted in Paper Ill. Two bi-objective omtations were conducted) (
specific productivity vs. yield andif productivity vs. yield. The resulting Pareto fronts are
illustrated in Figure 4.5, where it can be seen that the MC®@feto solutions achieved
higher values in the whole range compared to the batch s&parand the favouring of
MCSGP over batch processes is also supported by [38]. ltdl@unoted that the signif-
icantly lower solvent consumption for MCSGP could be ackékdue to a more efficient
solvent utilization through internal recycling.
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Figure 4.5 Optimal Pareto solutions for the batch ¢ —) and MCSGP {[J-) cases. (left)
Specific productivity vs. yield. (right) Productivity vsiejd.

4.4.3 Thulium purification

The purification of thulium (Tm) in a heavy REE stream fromguld-liquid extraction
step was studied in Paper IV. The stream held a very highbjtter (Y) content, which
exacerbated the collection of a pure thulium pool due toldésgment effects. The resulting
Pareto front is given in Figure 4.6, where it can be seen th&mngroductivity ranging

between 0.1-0.45 kn
constraint of 0.99.
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5

Robust multi-objective
optimization

5.1 Robust optimization

The optimization of a chromatography system is ordina@lstin a bi-level framework [61]
with (i) the upper level that administer the effects of the decigsaiables, such as load and
elution gradient, that governs the chromatogram, @pthe lower level that establishes the
pooling strategy for deciding the product pooling cut-tdn& multi-objective optimization
method, as described in Chapter 4, is needed when competiingization objectives, such
as productivity and yield, are considered. However, theinahsolution for a MOP is often
not robust and this implies that even small process dishagmmay cause process failure,
i.e.the purity requirement is not met, for an operating poinhia hominal Pareto set.

Robustness can be achieved by transforming the MOP intobisst counterpart prob-
lem [4, 47] with robustness as an additional conflicting otiye[29, 41]. Robustness will
become a conflicting objective since an increased robustm#idecrease the process per-
formance compared to the nominal soultion. The processtaictes can be considered by
a deterministic approach through linearization of the utadety set [29, 41], a stochastic
approach [15], or a worst case problem approach [47, 50]eviterrobust design problem
is formulated with only the vertices of the uncertainty mythat has the most negative
impact on the objective. There is also the option to achiebastness by focusing on the
product pooling cut point stragey as in [19, 32], or applyigariable pooling cut time
control strategy as described in [65].

The preferred robust optimization method used in this wordtudes transformation
of the MOP into its robust counterpart problem, and util@atof a stochastic method to
obtain model responses of the introduced process distoeisaiThe stochastic approach
has the benefit of being more straightforward compared tergenhistic approaches, at the
expense of an increased demand of computation power. Theaised computation power
demand was accommodated for by using a parallel computirtgadelogy as described
in[1, 2].
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Chapter 5. Robust multi-objective optimization

5.2 Robust counterpart problem formulation

Here, the robust counterpart problem formulation is preskim the context of separating
the intermediately eluting component, Eu, from a mix of niedBREES as described in
Paper V. The robust counterpart problem is extended frorivit@® as defined in Eq. (4.8),
though the competing objectives are limited to only conspteductivity and yield.

In order to formulate a robust counterpart of Eq. (4.8), a$bbunded distributed dis-
turbancesp,”on the free operating parametgogi.e Atag, Up andus) is considered, and
Xeuis defined as the cumulative purity distribution of the madsponses that are produced
from the disturbance s@t A purity constraint back off termXgg, is introduced in order
to make the purity constraint robust with respect to theudisinces. The back off term
can essentially be seen as a safety margin that amplifieautiity nequality constraint in
Eq. (4.8e) so that the purity requiremeXg, , still can be met for the considered set of
bounded disturbances. The success rate is defined as thierfratbatches in the distur-
bance set that fulfil the purity requiremei,, and @x_, signifies the desired success
rate. The following robust counterpart of Eq. (4.8) is théreg by:

XeuL +XsF
min. / KeudXey — Py, (5.1a)
w.rt. Xgp,
st X=F (t,x(t),tct1,p) (5.1b)
4 (p, o,f) ; (5.1¢)
te ts
p=argmin. — (oo/ diudt+(1*w)/ d:;'f“m) , (5.1d)
f f
W.rt. p= (Atioag Uo, Us) € R,
st pL<p<py, (5.1e)
t t
(x,te,tf) = arg min. - (w/ d?‘dt +(1-w) / d:;tEudt) 7 (5.1f)
{o fo
WLt (t,tr) € R?,
st X=F(t,x(t),te,tr,p), X(to) =Xo, (5.19)
(XguL +XaF) — Xeu(ts) <O, (5.1h)
teL <tc <tcu, trL <tf <ttu, (5.1i)
Vit € [to,ts], Vz € [z9,7].

A decomposition strategy is adopted to transform the roll@P into three levels: (i)
the upper-level optimization problem given by Egs. (5.1Bebwith respect t&Xgr, (ii) the
mid-level optimization problem given by Eqgs. (5.1d-5.1édhwespect tgp, and (iii) the
lower-level optimization problem given by Eqgs. (5.1f-5.4nd constrained by the ODE
systemF, governed by Egs. (3.1,3.2,3.5,4.4-4.7). Essentially,(Eq) can be solved by
using the simulated system responsdpf an uncertainty set of the free operating param-
eters,p; to evaluate the cumulative distribution functionf,. The back off termXae,
in the purity inequality constraint, Eq. (5.1h), can thenrm@ementally increased to gain
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5.3 Robust optimization method

more successful batchesXa,, and thereby achieving a more robust process. This proce-
dure can then be repeated iteratively until Eq. (5.1a) ifélled, at which point Eq. (5.1) is
considered to be solved.

5.3 Robust optimization method

As a first step, the nominal and non-robust Pareto front wesidd by solving the MOP as
defined in Eq. (4.8). This was carried out through MATLABsinconfunction with a se-
quential quadratic programming algorithm, the BFGS forarfal updating the approxima-
tion of the Hessian matrix, and central differences to estinthe gradient of the objective
function and constraint functions. Then an uncertainty Setvith a normal distribution,
assuming no covariance between the free operating parespetestandard deviatioa,
and sampling size of 10.000 was obtained via MATLABisnormfunction. The uncer-
tainty set was applied to the investigated operating paint$e nominal Pareto front, and
the model responses were used to evaluate the cumulatiitg gistribution, Xg,, of the
uncertainty set.

Then, an initial investigation of the back off term’s impautt Xg, was conducted by
creating new Pareto fronts with an incrementally incredmsek-off and observing hoXe,,
changes whepis applied to the investigated points on the new Paretosrdttthis stage,
it is of particular interest to investigate how the fractiohbatches that fulfil the purity
requirement in the perturbed set, changes with an increlaaekl off. This provides an
estimate of the required back-off to meet a certain sucegsgor a given purity constraint.

The required back off for a given point on the nominal Paregatfwas obtained by ap-
plying MATLAB’s fminbndfunction on the upper level of the robust counterpart pnoble
in Eq. (5.1), with suitable boundaries obtained from thevimes back off investigation.
The mid- and lower-level optimization problems in Eq. (S5aire solved by MATLAB’s
fminconfunction with a sequential quadratic programming alganitthe BFGS formula
for updating the approximation of the Hessian matrix, anureg differences to estimate
the gradient of the objective function and constraints. pitueedure comprises an evalua-
tion of the cumulative distribution function &€, based orxandp, as obtained from the
mid- and lower-level optimization problem for a given iaitXgg. Xgf is then varied for
the upper level optimization problem through MATLAB®inbndfunction, resulting in
newXx, p and cumulative distribution functions ¥E,, to be evaluated. This continues until
aXgr that produces a cumulative distribution functionXgf, corresponding to the desired
success ratéy, is obtained.

5.4 Results from robust multi-objective optimization

In Paper V, a robust bi-objective optimization with resptecproductivity and yield was
conducted for the separation of the middle REEs samarium),(8oropium (Eu) and
gadolinium (Gd). The perturbed process parameters werajineted load concentration,
Coada, @nd the modifier concentration in the upstream mixing tamk,s. The robust op-
timizations of the studied system were carried out for a pev@urity requirement(e, ,
of 0.95 and 0.99 respectively, and the target success®gig, was set to 0.95.

An early investigation showed that the system is very unisgbas a uncertainty set
standard deviationg, exceeding 0.01 did not result in achieving robust Paret® \wéh
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Chapter 5. Robust multi-objective optimization

respect to the desiredx_, target. The low robustness of the system can be explained by
that the studied elements are extremely similar in both ételrand physical properties,
resulting in a minute separation selectivity which in turakes the separation very difficult
and unforgiving towards process perturbations.

5.4.1 Initial robustness investigation for an increased bek off

The nominal un-robust Pareto fronts are presented by therost fronts in Fig. 5.1, and
it can be seen how the Pareto front decreases with an incréesdx off on the purity
requirement for the studied Pareto points with differerjeotive weights .
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Figure 5.1 The nominal Pareto fronts are presented by the solid linea farity requirement of 0.95
in (@) and 0.99 in (b). The cross marks indicate how a Paretd,peith the weightw, changes with an
increased back off. The dashed lines indicate the Pareto dwatlines for an increasing back off, and it
can be seen that the Pareto front decreases as the backnffaased.

Fig. 5.2 shows how the success rat&.,, for the investigated points on the nominal
Pareto front increases with an increased back off. The figureides with an estimation
of the required back off to achieve the desired successoatediven disturbance set, and
it can be seen that an objective leaning more towards yieddd) decreases) results in a
lower success rate for a given back off.
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S uccess rate
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Figure 5.2 Results from the investigation of how the success rate asa®with an increased back off
for a purity requirement of 0.95 in (a) and 0.99 in (b). Theldakline indicates the target success rate,
®x.,. and helps to provide an initial estimation of the requiradkooff, Xgr, for a Pareto point with the
objective weightw.
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5.4 Results from robust multi-objective optimization

It is somewhat counter intuitive that the success rate shdetrease with an increased
objective weight for yield, since a higher yield typically associated with an increased
peak separation which in turn should result in an increasbdstness. The decrease of
robustness can be explained by observing how the decisigables change with an in-
creased back off for the 0.95 purity requirement case in3=B).where the pooling cut-time
trends become very interesting.
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Figure 5.3 Plots of decision variable changes due to an increasing bfidior Pareto points with
different objective weightsw, and a purity requirement of 0.95. (a) Batch load, (b) Ihilation con-
centration, (c) Elution gradient slope, (d) First cut tirte), Final cut time, (f) Pooling volume.
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Chapter 5. Robust multi-objective optimization

The decision variable trends in Fig. 5.3 show that the ih@iation concentration and
elution gradient slope are quite similar as long as proditgtis a part of the weighted
objective. However, a higher productivity is favoured byaager batch load, a pooling
horizon occurring earlier in the chromatograine (first and last pooling cuts occur earlier)
and a smaller pooling volume. The increased batch load soredble since it will allow
for a higher productivity due to an increased throughput €hrly first cut comes from
that a higher batch load will capacitate the elements t¢ shating earlier. The earlier final
cut makes the cycle time shorter, which is favourable fodputivity, but it is also a trade
off in terms of decreased yield. This has the implicationhaftta high objective weight on
productivity will result in pooling cut times occurring der to the Eu elution peak centre
and farther away from the neighbouring peaks. When a higieét is desired, the pooling
horizon will increase in order to capture more of the targetenules, and this will move
the pooling close to, and even into, the neighbouring etugieaks as long as the purity
requirement is met. For this reason, a higher weight on yidldlemand a higher back off
on purity in order to meet the desired success rate. Thisedathat when a perturbation
is introduced, the neighbouring peaks may move closer t.exen intrude, the pooling
horizon, and a higher purity requirement will move the poglcut times farther away from
the neighbouring peaks. The farther away the cut times are fhe neighbouring peaks in
the nominal case, the higher disturbance can be tolerated #iere is more room available
for the neighbouring peaks to move before they impact théypaf the target peak. This
is illustrated in Fig. 5.4 where a case with high producyiygmaller pooling horizon) and
a case with high yield (larger pooling horizon) are presgnémd it can be observed how
the introduced process disturbances make the neighbopeiaks creep into the pooling
horizon to a larger extent for the high yield case.
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Figure 5.4 Sections of chromatograms with focus on the collection efln product pool. The purity
requirementXg,, was set to 0.95 for the productivity objective weighis=1 (a) andw =0.3 (b). The
pooling cut times are indicated by the dotted lines, and ligoa order is Sm, Eu and Gd. The unit for
the nitric acid elution gradient (black dashed line) on teeieal axis is mol/l. The shaded areas indicate
the span of concentration profile variations due to procisgrdances witto = 0.01, and the solid black
lines indicate the concentration profiles for the nominaleca he chromatograms demonstrate that an
operation point with a higher objective weight for produityi (a), is more robust than an operation point
with a lower weight (b). This can be seen by observing howahger pooling horizon in (b) allows for
more collection of the neighbouring elements when distucka are introduced, and thereby causing an
increased number of batches with failed purity requireme&hts is particularly noticeable for the Gd
peak which intrudes the collected pool to a larger extentnyhr®cess disturbances are introduced in

(b).
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5.4 Results from robust multi-objective optimization

5.4.2 Robust Pareto fronts and benchmarking with an alternéive robustness method
The robust Pareto fronts produced by the presented metkeaamn in Fig. 5.5 along with
the nominal un-robust Pareto front and a front produced bglt@nnative robust optimiza-
tion method as presented in [19].

Xpu= 0.95 Xpu= 0.99
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Figure 5.5 Pareto fronts resulting from the optimizations with a purégquirement of 0.95 (left) and
0.99 (right). (a) indicates the nominal Pareto front, (I8 tbbust Pareto front according to the presented
method and (c) the robust front from an alternative cut-timeused method. The dots indicate the
system response of the distributed uncertainty set assdoidth the respective Pareto points. The red
dashed lines indicate the loss of productivity for a giveelg/iwhen robustifying the nominal Pareto
front according to the presented method.

The alternative method focuses on the nominal Pareto freshbatimizes the pooling
time horizon for each investigated point on the front so thatpurity requirement is met
for a given uncertainty set. The main difference is that tle¢hmd in this work will find new
optimal operation points by changing the free operatingipaters, and achieve robustness
by increasing the purity requirement back off for each pomthe Pareto front, whereas the
alternative method keeps the decision variables from timeimal Pareto front intact, with
the exception of the cut-times that are optimized to find adfigeoling time horizon that
will fulfil the purity requirement for the entire uncertayrset. It should be noted that both
methods provide with robust operating points that handéegiken process disturbances
satisfactorily. However, the presented method should beuigd since it produces a ro-
bust Pareto front with higher objective values comparedhéoaiternative method, which
implies that the cut-time focused method should be cons@larore restrictive. Further,
the alternative method generates operating points thattée considered Pareto optimal,
which is the case for the points witla = 1 on front (c), and as mentioned in [18], these
points should be disregarded.

Applying robustness to a point on the nominal Pareto froth aigivencw will result in
a change of both productivity and yield, and this makes ttauation of performance loss
when introducing robustness slightly ambiguous. In ordeetolve this, the productivity
for a given yield on the nominal Pareto front is compared gogroductivity on the robust
Pareto front given the same vyield, as indicated by red daBhesd in Fig. 5.5. Here, a
productivity loss in the range of 10-20% was observed whenstmess was accounted for,
though it should be mentioned that the loss of productivély be decreased by applying a
variable pooling cut time control strategy as describe®5].
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6

Conclusion

6.1 Summarizing conclusions

It has experimentally been shown that it is possible to agh@romatographic separa-
tion of REEs, and process performance data for the sepamttimiddle and heavy REE
mixtures has been provided. Further, model based optimmizatethods have been pre-
sented and implemented for both batch and continuous chogmaphy. The optimizations
have shown that a continuous two-column MCSGP process caerdorm a batch pro-
cess, though it should be mentioned that a batch process begbreferred due to a less
demanding system configuration and operation scheme.

The optimization studies have not only provided expectextgss performance data
and limitations, but also given insights about the dynarofdbe separation process. This
has in turn been utilized to formulate a general operatiantmtrategy when conflicting
process objectives are considered.

The negative impact of process disturbances has beenigwatest for batch chromato-
graphic separation of middle REEs, and it has been showihtbgirocess is very sensitive
towards disturbances. A robust optimization method has peesented and implemented
to secure that the number of failed batches were kept at agptatde level for a cer-
tain degree of process disturbances, and expected perfoencaanges due to the process
robustification have been provided. The robust optimizasitudy also provided insights
concerning the process’ low robustness, and it was fountdttisdargely due to the neigh-
bouring peaks’ proximity to the product pooling horizon.

6.2 Future work

Future experimental work should include studies that yehié model based optimal oper-
ation points, and it would also be interesting to carry ouEREparation experiments with
a two-column MCSGP setup. When it comes to multi-objectpoizations, it would be
interesting to investigate if the performance can be pusived further by applying non-
linear elution gradients. In addition to this, it would bégresting to apply optimizations
on further REE mixtures and investigate how the processgdmmwhen the source of raw
material changes.e. when the REE ore composition changes.
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Chapter 6. Conclusion

The process robustification can potentially be improveéims of performance by ap-
plying the presented robust optimization method in conioncwith the variable pooling
cut time control strategy as described in [65]. It should biefed out that the presented ro-
bust optimization method targets process parameter getiind considers parameter vari-
ations at the process design stage, whereas the variablagoontrol strategy allows for
changing cut times during operation to compensate for goparameter variations. The
idea here would be to utilize the increased pooling cut tiragilfility from the variable
pooling control strategy to allow the presented robustrojzition method to push the
operating points further towards ideal optimal perfornealceady at the design stage.

Finally, it would be of interest to apply the presented ralmmimization method on an
MCSGP process as well as on other chromatography applicatian REE.
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