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Abstract

This thesis undertakes the Causality study withlieggon to exchange rates f@wedish
kronor (SEK) with GB pound (£) and US dollar ($) the frame work of vector
Autoregressive (VAR) modelWe present the theory behind the Granger Causaliiy roots
and vector auto-regression. The Augmented DickdleFtest for unit roots is performed.
Our data consist of three time series of daily ifpreexchange rates, starting from'23
November, 2007 to 21May, 2008. Granger causality is a technique faemeining whether
one time series is useful in forecasting anothgraBplying this technique, we try to observe

the casual relationship which exists between theetburrencies of our study.

Key words: Granger Causality, Unit Root, VAR Model.



Chapter 1.

Introduction

Many years ago the value of the currencies in tbddwvere determined by how much it is
worth by a piece of gold. This means that a cuyeaic¢hat time represents a real amount of
gold. For instance in the 1930s, the United Stagts standard of valuing the United States
dollar as: 1 ounce of gold equivalent to $35.Aftex world war two, other countries used the
USD as a way of determining the value of their encies. Since it was well known about
how much a USD was worth in gold, the value of ather currency against the dollar could

be based on its value in gold.

As time went on, this system of valuing a currem@s surpassed by the modern world of
economics. Inflation affected the USD, while théueaof the other currencies went up. This
led to a reduction of the value of the USD as lceunf gold was now worth $70. Eventually
in 1971, the US cancelled the gold standard of oreasent. The value of the USD was then
determined by market driven forces. This has lethéoidea of exchange rates which is now
seen as one of the customary indicators or pragiab the economy. Currencies in this
world play a major role in modern economies. Theyphin determining value of goods
across different countries. There is the need Xchange rates since one country’s currency

is not generally accepted in another.

In simple terms, an exchange rate can be definéthasurrent market price for which one

currency can be exchanged for another”.

Statistical definition of exchange rate is “thecpriof one country’s currency in relation to

another”.

It can also be defined in economics as “home cayrger foreign”.

A particular currency exchange rate is determingdiviio systems, namely the floating

system and the pegged system:

In floating system, market determines the ratexahange. That is the rate of a currency, is
determined by supply and demand and other econdactors like imports & exports,

inflation, interest rates etc.



The pegged system is more or less a fixed systehhare is the country’s government that
sets the exchange rate of its currency. The rateoimally pegged to another currency,
commonly the USD.

Since the strength of exchange rates has effedtanle balances, capital inflows, growth
rates, profits, inflation rates, interest rateseTiecent crises across different assets and
markets in global level show the importance of chasality effect between the international
markets. Three currencies in the world’s econoneycansidered in this thesis and these are
the SEK, USD ($) and GBP (£).

This thesis examines the causality effects witHiegion to exchange rates for SEK to GBP,
SEK to USD andUSD to GPB. The main objective of this researctoisbserve the casual
relationships which exist between the currenciesoof consideration. We approach it

through the method Time Series Analysis by appboadf Granger-Causality.

In the next chapter, we introduce the statistibabty. In chapter 3, we present the data and
methodology. Chapter 4 is about graphical presiemtatf data and application of unit roots

and Granger-Causality. Finally in chapter 5, wesprg the summary and conclusions.

Chapter 2.

Theory

2.1. Granger Causality

Granger causality is a technique for determining whether one timgeseis useful in

forecasting another. Ordinarily, regressions reflegere” correlations.

Granger (1969) defined causality as follows:
A variableY is causal for another variab¥eif knowledge of the past history &fis useful for
predicting the future state &fover and above knowledge of the past history wéelf.

So if the prediction ofX is improved by includingy as a predictor, thelY is said to be

Granger causdor X.

Granger Causality takes into account predictiomarathan the name it suggests, that is

causation. This is because it creates the impmesisai while the past can cause or predict the



future, the future cannot cause or predict the.gastm what Granger deduced’ ‘causes

‘Y if the past values ofX’ can be used to predicY” better than the past values of itself.

Granger-causalittest can be applied in three different types afagions:

1.In a simple Granger-causality test there are twakbes and theilags.

2. In a multivariate Granger-causality test moanthwo variables are included, because it is
supposed that more than one variable can imfi¢he results.

3. Granger-causality can also be tested in a VAR&work; in this case, the multivariate
model is extended in order to test for the #iameity of all included variables.

Granger presented a clear time series approactesting for such causality that has since
been used in many econometric studies. Relationsl@pwveen two variables can be
unidirectional, bidirectional (or feedback) and ther bilateral nor unilateral (i.e.
independenceneans no Granger-causalityany direction). Granger causality testing applie
only to statistically stationary time series. lethme series are non-stationary, then the time
series model should be applied to temporally deifeed data rather théme original data.

Consider a Vector Autoregressive model of two-eiguads:

{ynHAwHAML) A (L) }[st}
Yo Ay Ay (L) Au(L) ]l Yaa €t
Where,

Ajp = the parameters representing intercept terms

Aj(L) = the polynomials in the lag* operator

it = white-noise disturbances

In the two-equation model witp lags,y:: does not Granger cauggif and only if all of the
coefficients ofAy;(L) are equal to zero. Again, if all variables in ¥AR are stationary,
Granger Causality can be tested by using a starkdgest of the restriction:

a1(1) = @1(2) = @1(3) = ... =a(p) =0

Where, az1(1), @1(2),... are the individual coefficients é&1(L).

* In time series analysis, the lag operator, o an an element of a time series to produce

the previous element.



2.2. Stationarity

Stationarity can be defined as:
A time seriesy; is covariance (or weakly) stationary if, and orflyits mean and variance are
both finite and independent of time, and the awuteaciance does not grow over time, fortall
andt-s,
1. Finite mean

E(y) = E(Ys) = H

2. Finite variance

var(y,) = El(y, = #)*1 = E(Yes - )*1= 0]
3. Finite auto-covariance

Cov(Y,. Vees) = E[(: = )(Yees = )] = ¥,

Vs
Vo

i.e. auto-covariance betweeg,, Y, = P, =

2.2.1. Non-Stationarity

The variance is time dependent and goes to infiaitytime approaches to infinity. A time
series which is not stationary with respect to thean can be made stationary by
differencing. Differencing is a popular and effgetimethod of removing a stochastic trend

from a series.

2.2.2. Testing of Stationarity

If a time series has a unit root, the series id &abe non-stationary. Tests which can be used
to check the stationarity are:

1. Partial autocorrelation function and Ljung arakBtatistics.

2. Unit root tests.*

To check the stationarity and if there is presesfagnit root in the series, the most famous of
the unit root tests are the ones derived by Dickay Fuller and described in Fuller (1976),
also Augmented Dickey-Fuller (ADF) or said-Dickegt has been mostly used.

*A test designed to determine whether a time seisestable around its level (trend-

stationary) or stable around the differences iteiels (difference-stationary).



Dickey-Fuller (DF) test:

Dickey and Fuller (DF) considered the estimatiothef parametex from the models:

1. A simple ARY) modelis: y, = ay,_; + &,

2. Y= puHtay .t E&,
3. Yy, = u+tBtray, _+ &

It is assumed thak = 0 ande; ~ independent identically distributed, i.i@ 6?)

The hypotheses are:

Ho:a=1

Hi o] <1

Alternative three versions of the Dickey-Fullerttebthe parameter from the models:

1. Pure random walk model.

Y = QY T &,
= Yy = Y1 T aYiq T Y TE
= Ay, = (a -1) Yiaa t &,

So, Ay, = py,., + &,
Null hypothesis isHp: y =0
Similarly, we have
2. Drift +random walk.

Ay, = +py,._+ &

Null hypothesiskty: ©=0;y=0

3. Drift +linear time trend.

Ay, = p+yy ., + pt+e

Null hypo#ieis Ho: =0;y=0

Where,u is a drift or constant ternft is a time trend, andy; is the first-order difference of

the series..
Augmented Dickey-Fuller (ADF) or Said-Dickey test:

Augmented Dickey-Fuller test is an augmented versad the Dickey-Fuller test to
accommodate some forms of serial correlation aed @ a larger and more complicated set

of time series models.



If there is higher order correlation then ADF tisstised but DF is used for AR)(process.
The testing procedure for the ADF test is the samdor the Dickey-Fuller test but we
consider the ARp) equation:
p
Yye=a+p+ By +eE,
i=1
Assume that there is at most one unit root, thasptiocess is unit root non-stationary. After

reparameterize this equatiowge get equation for ARpJ:

p
Ay, = pu+p+ay , +> BAy_ +¢,

i=1

Each version of the test has its own critical valdnech depends on the size of the sample. In
each case, the null hypothesis is that there rdtaaot,y = 0. In both tests, critical values are
calculated by Dickey and Fuller and depends on kérethere is an intercept and, or

deterministic trend, whether it is a DF or ADF test

2.3. Vector Auto-regression (VAR)

Vector Auto-regression (VAR) is an econometric mot#@s been used primarily in

macroeconomics to capture the relationship andoeii@éencies between important economic
variables. They do not rely heavily on economiootiyeexcept for selecting variables to be
included in the VARs. The VAR can be considere@ aseans of conducting causality tests,

or more specifically Granger causality tests.

VAR can be used to test the Causality as; Grangeisé@lity requires that lagged values of
variable X' are related to subsequent values in variable Keeping constant the lagged

values of variableY’ and any other explanatory variables.

In connection with Granger causality, VAR model\pdes a natural framework to test the
Granger causality between each set of variablesk \rdodel estimates and describe the

relationships and dynamics of a set of endogenatiables.

For a set of v’ time series variable¥: = ( Y1ty Y2t Y ) , a VAR model of order
p (VAR (p)) can be written as:

Ye = Ag+t Ayt Ayt Ay g,
Where,

p = the number of lags to be considered in the gyste
n = the number of variables to be considered in yiséem.



yiis an (.1) vector containing each of the’ variables included in the VAR.
Ao is an .1) vector of intercept terms.
A is an (.n) matrix of coefficients.

g Is an (.1) vector of error terms.

Consider a two-variable VARL):
(1) ylt = a10 + a11 ylt—l + a12 y2t—1 + glt

(2) Yo T Ay T Ay Yo T Ay Yy T E,,

In matrix form a two-variable VAR1) can be written as:

yt:{y“}:{am}_'_[an a :|{ylt—1i|+|:£1tj|
y2t a20 a21 a22 y2t-l £2t
More simply, VAR in standard form (unstructured VAR:

Y = Ao + Alyt—l t &,

2.3.1. Determination of Lag-Length for VAR model

A critical element in the specification of VAR mdslés the determination of the lag length
of the VAR. Various lag length selection criterige adefined by different authors like,
Akaike’s (1969) final prediction error (FPE), Akaiknformation Criterion (AIC) suggested
by Akaike (1974), Schwarz Criterion (SC) (1978) asahnan-Quinn Information Criterion
(HQ) (1979).

These criteria mainly indicate the goodness obffialternatives (models) so they should be
used as complements to the LR test. The LR tesju@eial modified LR test statistic)

should be used as a primary determinant of how rteagsyto include.

2.3.2. LR test
LR =(T -m)(In |2, |[-In|Z,]) ~ x*(q)

Where,

T = number of usable observations.

m = number of parameters estimated in each equatitre unrestricted

system, including the constant.

In|Z;| = natural logarithm of the determinant of the atarace matrix of residuals of the
restricted system.
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In|Z,| = natural logarithm of the determinant of the atarace matrix of residuals of the
unrestricted system.

To compare the test statistic:
(T-m)(In |Z, |-In|Z,]) toa y*distribution
Where:

q = total number of restrictions in the system (éqaaumber of lags times?hand n is the

number of variables (or equations).

If the LR statistics< critical value, reject the null hypothesis of tlestricted system.

The likelihood ratio test may not be very usefultlire small samples. When the model is
restricted version of the other, the likelihoodigatest is only applicable in situation.
Multivariate generalizations of the AIC and SC tire alternative test criteria.

2.3.3. Information Criteria
AIC =TIn |Z|+2N
SC=TIn|Z|+NInT
HQIC =TIn|[Z|+2NInInT
Where,
|2] = determinant of the variance/covariance matrithefresiduals.

N = total number of parameters estimated in albéqus.

T = number of usable observations.

2.3.4. Stability of the Stationary VAR system

The Pth-order VAR model y, = a, +a,y,, +..+a,y,_, + £ can be written by using
lag operators as:(1-a,L —a,L* —...—a L")y, =a, +¢,

Or more briefly: A(L)y, = a, + ¢,

Where,A (L) is the polynomiall—a,L —a, L?—...- a, L") in the lag operator. The roots
of the polynomial must lie outside the unit circle.

Similarly, in the first-order autoregressive modggk a, + a,y,., + &,, the stability
condition if & | < 1.

So, the necessary and sufficient condition for iBtabof stationary VAR is that all

characteristic roots must lie outside the unitleirc

11



Chapter 3.

Data and Methodology
Data

The data of our thesis consist of three time saidereign exchange rates, namely Swedish
kronor (SEK), GB pound (£) and US dollar ($). Theadis daily which means, we observe
the currency exchange rates five days in a weekn(Mdp to Friday) and for the other two

days (Saturday and Sunday) the values remains Bacagise of no trading.

The data has 181 observations, starting froff RRvember, 2007 to 51May, 2008,

obtained from internehtp://www.exchange-rates.grg

Methodology

Our task is to analyze the data to determine theaiay between SEK and USD (categorized
as SEKUSD), SEK and GBP (categorized as SEKGPBY, famlly USD and GBP
(categorized as USDGBP).

Before analyzing the causal relationship betwearhaxge rates, data has been transformed
to natural logarithms, and then we examine theiplessxistence of unit roots in the data to
ensure that the model constructed later is statyoimaterms of the variables used. If a time
series has a unit root, the first difference ofgbges is stationary and should be used.

The stationarity of each series is investigatecetnploying Augmented Dickey-Fuller unit
root test. The test consists of regress each sendts lagged value and lagged difference
terms. The number of lagged differences includedeiermined by the Schwarz Information
Criterion (SIC). The equation used for conductinggAented Dickey Fuller test has the

following structure:

P
Ay = p+p+ay + ) BAy + e,
i=1
We further proceed with the VAR lag order selectoiteria to choose the best lag length for
the VAR time series model to examine the Grangesal#ty and we perform the pair wise

Granger Causality test for all the series.

To carry out the analysis of the data, we use tdtistical package, E-vieWsersion 6 which

is used mainly for economic and statistical analysi

12



Chapter 4.

Graphical Presentation & Application

This chapter consists of graphical presentatiotatd and applications of unit root test, VAR
lag order selection criteria and pair-wise Grargausality.

The research starts by showing the graphs of the data, which comprises the series
SEKGBP, SEKUSD and USDGBP in order to know how tl@have in their natural
state.The (Fig. 1, Fig. 2 and Fig. 3) are showowel

Figure. 1 (Graph of SEKGBP)
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Figure. 2 (Graph of SEKUSD)
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Figure. 3 (Graph of USDGBP)
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From the above three figures, the impression isttieaseries are not stationary.

Our next step is to make the series linear. We takelogarithms of the original series:
SEKUSD, SEKGBP, and USDGBP and produce their graptisonclude that the series are
stationary or not, we also produce the correlograshsthe three logarithmic series:
LNSEKGBP, LNSEKUSD, and LNUSDGBP (Fig. 4, Fig. 5ddFfig. 6).

Figure. 4 (Graph and Correlogram of LNSEKGBP)
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Figure. 5 (Graph and Correlogram of LNSEKUSD)

Sample: 1 181
Included ohserations: 181

Autocarrelation Fartial Correlation A FPAC G-Stat Prob
LNSEKUSD [ —— | =9 1 o0w@es 0863 17284 0.000
I = =] 2 0849 0456 33040 0.000
1.90 I — == 3 0844 0288 50533 0.000
I T 4 04838 0074 66986 0.000
I — Nk 5 0823 -0.048 83032 0.000
| = K 6 0810 -0.022 927.06 0.000
1.88 4 [ S— g 7 0894 -0110 1139.3 0.000
[ — K g 0880 -0.012 1287.7 0.000
[ = g 5 0865 -0.068 1431.7 0.000
1.86 ) —_— 1l 10 0854 0087 15731 0.000
604 [ =] X 11 0844 0033 17119 0.000
[ — K 12 0831 0.002 18471 0.000
[l — I 13 0818 0033 18783 0.000
1.84 [ =] (=] 14 0803 -0108 2107.2 0.000
[ — K 15 0788 0.002 2231.5 0.000
== g 16 0777 -0.033 23527 0.000
[ — K 17 0763 -0.022 24703 0.000
1.82 [ — o 18 0743 -0101 25826 0.000
[ =] :0 19 0731 0.068 2691.8 0.000
[ — X 20 0718 0.027 27982 0.000
1.80 === (=] 21 0700 -0.107 289595 0.000
: [ — : 22 0B85 0.080 29972 0.000
[ =] o 23 0668 -0118 30809 0.000
[ — g 24 0E48 -0.063 3179.4 0.000
1.784 [ s | N 25 0.630 -0.024 32636 0.000
[ =] K 26 0615 0.010 33443 0.000
= N 27 0595 -0.041 34206 0.000
1.76 [ =] g 28 0573 -0.075 34916 0.000
. L s B B B B Sy s ey [ — [N 29 0.554 0.042 35584 0.000
25 50 75 100 125 150 175 [ =] g 30 0535 -0.068 3621.2 0.000
== g 31 0512 -0.040 36791 0.000
== g 32 0490 -0.049 37324 0.000
== K 33 0471 0007 37822 0.000
LNSEKUSD == g 34 0448 -0.059 3827.4 0.000
= .1 35 0420 0056 386581 0.000
= g 36 0405 -0.087 38066 0.000
Figure. 6 (Graph and Correlogram of LNUSDGBP)
Sample: 1 181
Included ohservations: 181
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From the above graphs, we conclude that all theetberies are not stationary also the above
correlograms do not show stationarity. It is cléam correlograms that the non-decaying
behavior of the sample Autocorrelation Function FAG due to lack of stationarity because
ACFs are suffered from linear decline but tRartial AutocorrelationFunction (PACFSs)
decaying very quickly and there is only one signifit spike of PACFs.

To make the above conclusion more confirm, we perf@a unit root test (Augmented

Dickey-Fuller) to observe whether the series aa@itary or not.
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Table. 1 (Augmented Dickey-Fuller Test on LNSEKGBPLNSEKUSD,
LNUSDGBP)

Null Hypotheses: LNSEKGBP, LNSEKUSD, LNUSDGBP has anit root

Augmented Dickey- t-Statistic Proj *
Fuller test statistic -0.685041  0.846d6ag Length: 0
(Automatic based on
LNSEKGBP | Test critical values | 1% level -3.466786 SIC, MAXLAG = 13)
5% level -2.877453
10% level -2.575332
Augmented Dickey- t-Statistic ~ Prob.*
Fuller test statistic -0.483526  0.8903ag Length: 2
LNSEKUSD (Automatic based on
Test critical values | 1% level -3.467205 SIC, MAXLAG = 13)
5% level -2.877636
10% level -2.575430
Augmented Dickey- t-Statistic ~ Prob.*
Fuller test statistic -2.565420  0.1022ag Length: 2
LNUSDGBP (Automatic based on
Test critical values | 1% level -3.467205 SIC, MAXLAG = 13)
5% level -2.877636
10% level -2.575430

*MacKinnon (1996) one-sided p-values.

Above table is the summary of results of AugmenBidkey-Fuller test. According to

(Table.1), we conclude that there is presence ifraat according to the P-values of all the

three series as the P-values are insignificanteStine values of computed ADF test-statistic

of the three series are greater than the criticdles at 1%, 5% and 10% levels of

significance, respectively with different lag lehgt (based on Schwarz Information

Criterion). So, the null hypotheses cannot be tegethat means all the three series have a

unit root.

From the unit root test, we conclude that the tls&rges are not stationary, so we make these

three non-stationary series, stationary by takimgt fdifference as:

DLNSEKGBP,
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DLNSEKUSD and DLNUSDGBP. Below graphs and corredmgs clearly shows the first

difference of the series.

Figure. 7 (Graph and Correlogram of DLNSEKGBP)
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A first difference of all the three series lookatginary and correlograms also verifies the

same as we see that ACFs tend to zero rather guickl

We apply unit root test with Augmented Dickey-Fulbgter taking the first difference to

check whether the series are now stationary or not.

Table. 2 (Augmented Dickey-Fuller Test on DLNSEKGBPDLNSEKUSD,
DLNUSDGBP)

Null Hypotheses: DLNSEKGBP, DLNSEKUSD, DLNUSDGBP ha a unit root

Augmented Dickey- t-Statistic  roB.*
Fuller test statistic -13.13764 @O0 Lag Length: 0
(Automatic based on
DLNSEKGBP | Test critical values | 1% level -3.466994 SIC, MAXLAG =13)
5% level -2.877544
10% level -2.575381
Augmented Dickey- t-Statistic roB.*
Fuller test statistic -14.18079 @00 Lag Length: 1
DLNSEKUSD (Automatic based on
Test critical values | 1% level -3.467205 SIC, MAXLAG = 13)
5% level -2.877636
10% level -2.575430
Augmented Dickey- t-Statistic roB.* | Lag Length: 1
Fuller test statistic -12.67032 @O0 (Automatic based on
DLNUSDGBP SIC, MAXLAG = 13)
Test critical values | 1% level -3.467205
5% level -2.877636
10% level -2.575430

*MacKinnon (1996) one-sided p-values.

According to the results of Augmented Dickey-Fuliest, above summary (Table. 2), we
conclude that there is absence of unit root acogrth the P-values of all the three series as
the P-values are significant. The values of conp#BF test-statistic of the three series are
smaller than the critical values at 1%, 5%, and 169éls of significance, respectively with
different lag lengths (based on Schwarz Informa@oiterion). Therefore, we reject the null
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hypotheses that mean all the three series do nat &aunit root. We conclude that all the
three series are stationary according to the esifltAugmented Dickey-Fuller (Table. 2).
Finally, we get the stationarity (there is abseoicenit root in ADF test) at different levels of
significance with different lag lengths.

Since the three series are stationary, so we pioe#é the lag order selection criteria for
testing the Granger Causality. Lag length selectateria determines the VARnodel
(Table. 3).We select the best lag lendthr the VAR time series model on which Granger

causality is based.

Table. 3 (VAR Lag Order Selection Criteria)

Endogenous variables: DLNSEKGBP DLNSEKUSD DLNEBP
Exogenous variables: C

Included observations: 175

Lag LR FPE AIC SC HQ
0 NA 4.85e-14 -22.14369 -22.08944 -22.12168
1 38.18044 4.30e-14 -22.26411 -22.04710 -22.17608
2 51.94239 3.50e-14 -22.47043 -22.09066* -22.31689
3 27.38039 3.29e-14 -22.53352 -21.99098 -22.31345
4 20.52528 3.21e-14 -22.55736 -21.85206 -22.27127
5 35.62151* 2.84e-14* -22.678547 -21.81048 -22.3264

* indicates lag order selected by the criterion

According to the results of VAR lag order selectmiteria (Table. 3), we decide to use lag
length 5 for the Granger Causality test. This is ttuthe fact that LR, Akaike and Hannan-
Quinn choose 5 lags but Schwarz choose 2 Mfgsuse the LR test [sequential modified LR
test statistic (each test at 5% level)] as a prynd@terminanbf how many lags to be include.
Also Akaike and Schwarz are complements to thed Retermine the goodness of fit for the
models. As the majority of the information criter®o choose 5 lags so, we reach at this
conclusion that 5 lags are optimal for the data.

With continuation of analysis, we proceed to perfahe pair-wise Granger Causality test for
all the series DLNSEKGBP, DLNSEKUSD and DLNUSDGBRfle. 4) by using the above
selected lag length 5.
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Table. 4 (Pair-wise Granger Causality Tests)

Null hypothesis Lags Obs | Prob. Decision
DLNSEKUSD does not Granger Cause DLNSEKGBH 0.0011 reject
DLNSEKGBP does not Granger Cause DLNSEKUSD 5 175 | 0.0004 reject
DLNUSDGBP does not Granger Cause DLNSEKGBPR 0.0005 reject
DLNSEKGBP does not Granger Cause DLNUSDGBF 5 175 | 0.8233| Do not reject
DLNUSDGBP does not Granger Cause DLNSEKUSD 0.6437| Do not reject
DLNSEKUSD does not Granger Cause DLNUSDGBRF 5 175 | 0.8633| Do not reject

Consider Pair-wise comparison of series, DLNSEKUSD'S DLNSEKGBP:
According to the results of (Table. 4), the P-val@®011) is significant so, we reject the null
hypothesis and we conclude that DLNSEKUSD Grangars€ DLNSEKGBP. The P-value
(0.0004) is also significant so, we reject the nhilpothesis and we conclude that
DLNSEKGBP Granger cause DLNSEKUSD. So, DLNSEKUSE@t DLNSEKGBP and
the converse is also true, it means the Grangesdliauis (bidirectional) between the series,
running from DLNSEKUSD to DLNSEKGBP and the otheayw

Now, Pair-wise comparison of the series, DLNUSDGBWYS DLNSEKGBP:
According to (Table. 4), the P-value (0.0005) gngicant so, we reject the null hypothesis
and we conclude that DLNUSDGBP Granger Cause DLNSER. But the converse is not
true as P-value (0.8233) is insignificant so, wancd reject the null hypothesis and we
conclude that DLNSEKGBP does not Granger Cause D&NGBP. So, DLNUSDGBP
affects DLNSEKGBP but the converse in not truemiéans the Granger Causality is
(unidirectional) between the series, DLNUSDGBP aDdNSEKGBP, running from
DLNUSDGBP to DLNSEKGBP and not the other way.

Finally, Pair-wise comparison of series, DLNUSDGBR/S DLNSEKUSD:
According to (Table. 4), the P-value (0.6437) isigmificant so, we cannot reject the null
hypothesis and we conclude that DLNUSDGBP doesGnahger Cause DLNSEKUSD. The
P-value (0.8633) is also insignificant so, we cdnrgect the null hypothesis and we
conclude that DLNSEKUSD does not Granger Cause D&ENGBP. So, DLNSEKUSD
does not affect DLNUSDGBP, also the converse is,titumeans the Granger Causality is

(non-directional) between the series.
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Chapter 5.

Summary and Conclusions

The main objective of this master thesis is to yweathe causality effect with application to
exchange rates for Swedish kronor (SEK) with GBrab(£) and US dollar ($). We perform
unit root test, VAR lag order selection criteriadapair-wise Granger-Causality test to
establish the relationship which exists betweerthihee currencies of our study.

According to the results of this research with rdata, we find from the unit root test
(Augmented Dickey-Fullerpn logarithmic series that the three series hawritaroot which
means all the series do not show stationarity. rAt&ing first difference of the series, the
results of unit root test show stationarity at lénels of significance: 1%, 5% and 10% with

different lag lengths.

According to the results of pair-wise Granger Cétystests, we find bidirectional causality
between SEKUSD and SEKGBP, which means both saffest each other. We observe
SEKUSD is useful to forecast SEKGBP also the coswés true.

We observe unidirectional causality between USD@B& SEKGBP which means USDGBP
is useful to forecast SEKGBP but the converse igrne.

Finally, we find non-directional causality betwee}$DGBP and SEKUSD which shows
USDGBP cannot be used to forecast SEKUSD, alsodheerse is true.

Moreover, according to the results of Granger-Cltysaf our research, we observe that the
casual relationship which exists between Swedishd, US dollar and GB pound adjust to
reflect changes in the price levels of the threentiwes.The leading role of the US Dollar is

clearly visible throughout the causality tests.
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