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ABSTRACT

This paper examines the interactions among thee teteck markets of the US, Germany and
Turkey by applying Vector Autoregressive Model (VAMBesides causality, impulse response
and variance decomposition analyses are done. Otie onain findings is that between the US
and German stock markets information is transmifeed and they are quite well integrated.
Another result is that, as expected, there is flognce of Turkish index both on the US and
German market; on the other hand, these two argeexms to Turkey. The test results also
indicate that the US market affects Turkey morentd@rman index does. Further, it is found

that German market can also influence the US indesome extent.

Keywords: Financial integration, Vector Autoregressive ModMAR), causality, impulse

response, variance decomposition.



CONTENTS

1. INTRODUCGCTION ... eee et e e e e e e e e e nmmn e e e e e e e 4
1.1 BACKGROUND ... e et e e e 4
1.2 LITERATURE REVIEW ...t e e e e 5
1.3 PURPOSE OF THE STUDY ... ettt ee e e e eeeee 6
1.4 APPROACH ...ttt ettt et e ettt e e e e e e et b ae e e e e e e e eba e e e e eenaanns 6
1.5 CONTRIBUTION ...ttt sttt e e e e ettt e e e e e e s bmmm e e e e e eennan e eeas 7
1.6 OUTLINE ... ettt e e e e ettt e e e e e e e bnma e e e e e e e nba e e e e eeennnnns 7

2. FINANCIAL GLOBALIZATION . ...t eeee et e e e enmnnnes 8

3. OVERVIEW OF STOCK INDEXES ...ttt 9
3.1 DOW JONES INDUSTRIAL AVERAGE ... Q.
3.2 DEUTSCHER AKTIEN-INDEX ... e e 10
3.3 ISE NATIONAL 100 INDEX .....coiiieiiiieeesmmmm e e e ee e e e e eeemmnne e 10

4. DESCRIPTION OF THE DA T A ittt e e e e e aeeeeenes 11
4.1 DEALING WITH THE DATA ON AN HOURLY BASIS ..o 12
4.2 DESCRIPTIVE STATISTICS ...t 14

5. METHODOLOGY ...ttt eem ettt e et e e e e et e e e e e eenmmms e e e e eeennnnns 16
5.1 UNIT ROOT AND STATIONARYTESTS. ...t e 16

5.1.1 Dickey — Fuller (DF) and AugmehiRickey — Fuller Tests (ADE)................ 17
5.1.2 PhillipS-Perron TeSt (PR)......cccceee it eereees s e e e e e e e e e e eeeeeaaaennnens 18
5.1.3 The Kwiatkowski, Phillips, Schmidt, and SKIRSS) TesSt.............cccevvvvvvvennnns 19

5.2 LAG LENGTH SELECTION ..ottt eee e e e e eeees 20

5.3 AUTOCORRELATION LM TEST ... eeeenns 21
5.3.1 Serial Correlation TREOLY........ciiiii e e ettt e e e e e e e e e eeeeaneees 21

5.4 VECTOR AUTOREGRESSIVE MODELS (VARS).....cccttiiiiiiiiiieee e 22
5.4.1 VAR with Exogenous Variables (VARX)......cccooiiiiiieiieiiiieiiieeiiiiieeneenneens 23



5.4.2 Advantages Of VAR ......uu e e e e e e e e e e e e e 23

5.4.3 Disadvantages Of VAR.........ouuiuiiiiiii ettt 24
5.5 THREE MORE DIFFERENT TECHNIQUES ... 25
5.5.1 Block Significance and Causality TeStS.........covvviiiiiiiiiiiiiiii e 25
5.5.2 IMPUISE RESPONSES. .. .ccceeiiiieeeeeeeeiits e eeeeeee s e e e e e e e e e e e e e e e e e aae e e e eeeas 26
5.5.3 Variance DeCOMPOSITIONS......uuiiiiieieeiiieiieieeiiiiiiii e e e e e e e e e e e eeeeeneeens 26
6. EMPIRICAL RESULTS ... e e e s e e e nmmnnn e e e eenes 27
6.1 THE RESULTS OF UNIT ROOT AND STATIONARYESTS ....cooiiiiiiieeeeeiie, 27
6.2 LAG LENGTH SELECTION RESULTS ... 28
6.3 AUTOCORRELATION LMTEST RESULTS ...t e 28
6.4 VAR ESTIMATION ... eeme e e e e emmn e e e ennes 29
6.4.1 Block Significance and Causality Tests ReSult...............ccoeeiiiiiiiiiiiiinnnne 30
6.4.2 Impulse ResSpoNse RESULILS..........cooiiiiiiiiiiiiee e e 30
6.4.3 Variance Decomposition RESUIS.......ccoouiiiiiiiiiii e 32
7. CONCLUSION. ..ttt e e et e e e e e e e e e e et e e mmmn e e e e e ennn e e e e 34
8. FURTHER ANALYSIS ..ottt e e et e e e e 35
ACKNOWLEDGEMENTS . ... e e e e 35
REFERENGCES ...ttt ettt e ettt e e e e e ettt e e e e e e eeeeean e e e e e eennaaaaeas 36

APPENDIX ..o e 39



1. INTRODUCTION

1.1BACKGROUND

Financial integration has been an attractive tgmice it could be observed well after financial
liberalization polices became intense in many coesit As a result of free movement of capital,
all kind of investments across countries, espacidlé ones in capital markets; such as equity

markets, have increased.

The outcome of the studies examining financial grdéon can be useful while making
investment decisions. If they prove integrationwssn any countries, then we cannot diversify
our risks by investing in those countries. As béingmo economicus” people, we should invest

in countries which are not highly correlated.

One of the few studies about Turkey’s integrationirtternational arena is done by Kasman,
Vardar, Okan and Aksoy (2009). They investigatesl $kock markets of Turkey and those of
some developed and emerging countries; such adJihethe US, France, Japan, Germany,
Argentina, Brazil, Korea, Thailand, China, Malaydrussia, Poland and Czech Republic. First,
they analyzed the bivariate case at which one esnwhether Turkey is cointegrated with any
other above-mentioned market and found no longequnlibrium between Turkish market and

any other. Furthermore, with a more advanced metiduch allows structural break in the

cointegrating vector, they showed some evidenc&uokish market’'s integration with the US,

the UK, France, Germany, Japan, Korea, Thailandhaand Brazil. They suggested that this
strong long run relation can be as a result ofitiseeasing amount of foreign capital flows to

Turkey since 1980’s when the financial liberalipatactions started in Turkey.

There have been some results concerning the raleeo)S on the world markets. Early in the
literature, Eun and Shim (1989) stated that theidJthe most exogenous market. What Bessler
and Yang (2003) added to this statement is thatirthevations from the UK, Hong Kong,
France, Switzerland and Germany also affect thend&es, which shows increasing degree of
financial integration. They also found that the enitargest equity indices they investigated
(Australia, Japan, Hong Kong, the US, Canada, Erathe UK, Germany and Switzerland) are

cointegrated.



1.2LITERATURE REVIEW

The integration of equity markets is well documenite the literature. However, the results are
sometimes not consistent with each other. Oneesthdies examining the linkages between the
US and six biggest European stock markets (theFsence, Germany, Switzerland, Netherlands
and Italy) is Kanas’s study (1998). He found nontegration between those markets. His main
finding is that there is even no pairwise cointéigrabetween those European indices and the
US, which indicates that this could be a good diMeation opportunity for investors. However,

Morana and Beltratti (2008) recently concludedhait study that the heterogeneity between the

US and Europe has been less now than it used to be.

Especially the emerging and transition markets @freoncern to researchers. They tried to
examine the correlation among those markets as agethe comovements of them with other
international markets. For example, Chen, Firth Rod(2002) found cointegration among major
emerging countries in Latin America. Moreover, G and McManus (2002) wrote a paper by
using the data of the markets of Czech Republiopgdey and Poland and showed that the
correlation between these three Central Europeahkeatsaand the US is relatively low which can
be considered as a diversification opportunitytfer US investors. They also claimed that there
has been an increasing integration of emerging etsiskith other major markets, such as the US,
over time. Another paper about emerging marketsvigten by Anaruo, Ramchander and
Thiewes (2003). In their analysis they use six ewtiustrialized countries; Hong Kong, India,
Korea, Malaysia, Thailand and Singapore, and faorme linkages among these markets. Their
finding is that the Asian markets react quicklythl® innovations in the US and Singapore
markets. It can be said that the world marketsaegpvell to each other.

In contrast to the evidences of internationallyntegrated markets, Antell (2002) found no
cointegration among international stock marketshef UK, the US, Germany, France, Sweden
and Finland. Moreover, integration is also studigdexamining the volatilities of markets. For
instance, Scheicher (2001) investigated the comewésnof equity markets in Poland, Hungary
and Czech Republic, and showed evidence of bothagland regional influences for returns
while only regional for volatility. Further, the terdependence of markets is analyzed by
observing the pre- and post- crashes. In that petisie, Click and Plummer (2005) aimed to see
whether there has been an integration in ASEAN{3icl stands for Association of Southeast
Asian Nations countries (Indonesia, Malaysia, Spoga, Thailand and Philippines). His finding



is that ASEAN-5 has become integrated in the ecan@®nse after the Asian financial crisis
starting from July 1, 1998 to December 31, 2002.

1.3PURPOSE OF THE STUDY

The purpose of this paper is to investigate theradtions among the stock markets of the US,
Germany and Turkey. In the analysis, thanks torgawiourly data, | could take the necessary
values of the indexes to be included in the sanipteractions can be captured better with high

frequency data than, for example, with monthly wargerly basis data.

In the current study, interactions among the irglice all directions are analyzed. More
specifically, the causality relations among thesek®ats are looked into more in detail. How fast
information can be transmitted between the marketshow much of the variation in one market
can be explained by the shock to the other mankeeegamined. It is also aimed to figure out

whether any of those markets is exogenous to ther®or not.
1.4 APPROACH

In this paper, the interactions among the stockkatarof the countries included in the research
are examined with Vector Autoregressive Model (VAR)is basically a system of equations.

The number of equations is the same as the nuniillke wariables used. In this study, there are
three markets to be analyzed, therefore therehaee tequations. According to VAR, the idea is
that the current values of each variable dependoome different combinations of lagged values
of all variables. However, in this study there acedifferent combinations, since it is unrestricted

VAR, which means lag length for each equation mesa

In order to facilitate the interpretation of VARtiesation, | also apply three more techniques
which are Causality Tests, Impulse Responses andnée Decompositions. First one is to test
whether there is a correlation between the todegfse of one market and the past values of the
other market. However, Causality test does notatgdiut the sign of the relation and the duration
of the effect. For this reason, Impulse Responses Vdariance Decompositions tests are
performed. The former one analyzes the responssgettethe innovations in one market while
the latter examines the proportion of the movemantise dependent variables which are because

of their own shocks or shocks to the other varisble



1.5CONTRIBUTION

The markets to be examined in this study have s@peesentative characteristics. To represent
the US market, Dow Jones Industrial Average is ehasser the other US indexes since DJIA is
the widely followed one. DAX (German Stock Indeg)used on behalf of the European market.
The last index included in the study is ISE Natidi@) Index which is from an emerging market.
While choosing the indexes, such criteria as tfeatively high trading volumes and the type of

companies whose stocks are traded are also tateeadoount.

There have not been many studies regarding finkimtegration that use hourly data. Therefore,
this study is aimed to contribute to the literaturehat perspective. Under these considerations,
by investigating the aforementioned markets, thisgp could provide insight to the topic.

1.6 OUTLINE

The remaining part of the paper is organized in Wey that part 2 discusses financial
globalization while in part 3 some key informatiabout the three indices used is presented. Part
4 describes the data and then underlines the iamgofdoints while getting the data ready to
perform the tests. In this part, descriptive st@Bsresults are also presented. Part 5 discubses t
theory behind the methodology. The method usedAR ¥Epproach which is complemented with
Causality, Impulse Response and Variance Decom@os#nalyses. In order to perform a
prudential VAR, the data needs to be checked fer ékistence of Unit Root and Serial
Correlation. In this part, the tests which servexamine these two issues are outlined with their
theories. Besides, the lag length selection proisessensidered. In Part 6, the empirical results
from the tests mentioned above can be found. Kinalll the findings are concluded in part 7 and
some further research suggestions are providedrirBp

Additionally, after references section, in the Apge, lag length selection results, VAR
estimation outputs, Causality tests results and fitperes from the Impulse Response and

Variance Decomposition analyses are presented.



2. FINANCIAL GLOBALIZATION

Arestis and Basu (2004) defifieancial globalizationas “the process by which financial markets
of various countries of the globe are integratedras’ or maybe as “free movement of finance

across national boundaries without facing any ictgins” !

In the past, some sort of unregulated financiabglization movements were observed through
1870s to 1939. Nonetheless, they were hamperedodie reasons; such as, series of banking
crisis, stock market collapse (in the late 192@s)l Great Depression (1929). Thereatfter, fixed
exchange rate regimes were applied. Furthermoxayriaty of controls used to be in force in
order to ensure that foreign cash flows were fa bienefit of the productivity of domestic
economy. Government interventions, whose aim wastdbilize financial system, directly or
indirectly, appeared. However, countries experiggcithe inefficient results of those
interventions have started to liberalize their fical sectors by switching to flexible exchange
rates (roughly after 1970’s). This results in “fre@vement of capital” which is of vital

importance in financial globalization process.

According to Fowowe (2008Jjnancial liberalizationrefers to the policies aiming to eradicate
the effects of any growth-retarding policies. Hatas$ that “interest rate liberalization, abolition
of directed credit allocation, bank denationaliaafiliberalizing entry into the banking sector,
and strengthening of prudential regulation” are thlications of financial liberalizatioh.

Among them, the primary focus is on the policiegarding the interest rates. Interest rate
deregulation suggests that when the rates are agmoenic growth is boosted through higher

savings and qualified investments.

Literature has revealed that the developments manftial sector have positive impact on
economic growth of countries in the long term adlves the volume and efficiency of
investments. However, the magnitude of this refattaries across countries depending on the
financial policies applied.

! Arestis, P. and Basu, S., 200&jnancial Globalisation and RegulationResearch in
International Business and Finance, 18, 129-14Q,2%g

2 Fowowe, B., 2008 Financial Liberalization Policies and Economic Gribw Panel Data
Evidence from Sub-Saharan Afrjgafrican Development Bank, 549-574, Pg 550.



In literature, it is also documented that in thediam term, financial liberalization increases the
fragility of financial system. On the other hand, the long run it is thought to have some

benefits, not been proven yet, thouigh.

Moreover, advocates of financial liberalizationilahat reserve and liquidity requirements are
considered as taxes for financial intermediarieliclv causes to narrow the financial system.
When these requirements are removed, financiabsedll be deepened. But, as long as they are
used by governments for the original purposesirante productive public investments-, they

still benefit the economic growth and financial depment.

According to Arestis and Basu (2004), financialeldization is a necessary condition for
financial globalization, but not sufficient. Thelsa add that globalization process needs to be
completed by creating a global institution, whicii Wwave a central coordinating role, as well as

by having a single currency all over the world.

Financial integration definition differs from globalization in the sengleat it refers to an
individual country’s linkages to international fim@al markets. However, they are rather related.
Besides, financial liberalization policies and ilmypements in information technology (IT) have

enabled financial integration to increase moreaode.

3. OVERVIEW OF STOCK INDEXES
3.1 DOW JONES INDUSTRIAL AVERAGE

Dow Jones Industrial Average (DJIA) is the olddstk market index in continuous use which
was introduced by Charles H. Dow on May 26, 189& traded on NYSE which is operated by
NYSE Euronext. When it was first founded, it inchad twelve stocks from important US

industries. In 1916, the number increased to twanty finally it ended up with thirty stocks in

1928.

DJIA is the most widely followed stock market indgrce October 1, 1928. However, according
to some critics like Ric Edelman, it is not an aate indicator of the overall US market since it

is only composed of 30 stocks. Another criticisnowttthe index is that not all the components

* Arestis P., Demetriades P., Fattouh B., Mouratili€2002), one of the studies analyzing the
impact of financial policies including financiabgralization, claim that the effects of financial
liberalization on financial development are ambiggio



open at the same time in the morning. Therefor@guthe opening price of DJIA may be
misleading. Additionally, because of the fact tBalA is a price-weighted average and it “gives
relatively higher-priced stocks more influence oubie average than their lower-priced
counterparts, but takes no account of the relasime or market capitalization of the
components”, critics also claim that float-adjustedrket-value weighted S&P 500 is better
representative of the US markKet.

The trading hours of DJIA are between 9:30 am a®i@Q pm. Besides, the trade volume of
DJIA reached almost 673 million and experiencedviry low values like 237 million within the
three months; 13 March — 13 May, 2009.

3.2 DEUTSCHER AKTIEN-INDEX

Deutscher Aktien-Index (DAX), a German Stock Indstgrted with a base value on December
31, 1987. It has been traded on Frankfurt Stockh&mge which is the largest of Germany’s
seven stock exchanges. “DAX measures the perforenahdhe Prime Standard’s - a market
segment of the German Stock Exchange where congamie listed with international

transparency standards - 30 largest German congpemierms of order book volume and market

capitalization.®

Its trading hours start at 9:00 am and end at 1pr80 Regarding its trade volume; maximum
value for DAX was about 288 million while the lowwesas nearly 86 million within the three
months; 13 March — 13 May, 2009.

3.3 ISE NATIONAL 100 INDEX

Istanbul Stock Exchange (ISE) is the only secuekghange corporation in Turkey. ISE National
100 Index is traded on Istanbul Stock Exchange hvknas established at the end of 1985 and
ISE National 100 Index has been calculated siner.tBtock trading commenced on January 3,
1986. After October, 1987 the index started to éleutated on daily basis — heretofore it was

* http://en.wikipedia.org/wiki/Dow_Jones_Industrialvékage#Criticism

®This information obtained from
http://www.bloomberg.com/apps/cbuilder?ticker1=IN®BAIND covers only three months just
to give some rough idea about the trade volumbefridex.

® http://en.wikipedia.org/wiki/DAX

"Same as Footnote itp://www.bloomberg.com/apps/cbuilder?ticker1=DAZAND
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weekly. ISE National 100 Index also includes th& ISational 50 and ISE National 30 Index
companies and it is also used as a main indicétibred\ational Market.

One of the major developments about the IstantdkSExchange is that with a Decree, foreign
investors have been allowed to trade any type otirg#ees in Turkey and to repatriate the

earnings since August 1989. Moreover, in July 12fdly trading hours were extended to four
hours as in two sessions; one between 10:00-1210@ae between 14:00-16:00. Further, short-
selling transactions and margin trading were allbvier all the stocks traded on the ISE’s

markets starting from August 24, 1999. Before thighorized ISE members had right to short-
sell only the stocks included in ISE National 10@dx. Again, the trading hours on the Stock
Market of ISE has been redesigned as 09:00-12:8théfirst session and 14:00-16:30 for the
second session, which is 09:30-12:00 and 14:0001ioday.

The trade volume of ISE National 100 Index was adoat most 1.25 billion and at least 283
million within the three months; 13 March — 13 M2p09°

4. DESCRIPTION OF THE DATA

In the sample, three stock market indices are usbdy are Dow Jones Industrial Average
(DJIA), the Deutscher Aktien-Index (DAX) and IstahtStock Exchange National 100 Index -
hereafter ISE 100. DJIA is a price-weighted averaf80 blue-chip stocks that are usually
leaders in their own industries. DAX is a totaluretindex of 30 major national blue-chip stocks.
Finally, ISE 100 is capitalization-weighted indexrhed by National Market companies except
investment trusts. While ISE 100 is since 1986eh& also ISE 30 which has existed since 1996.
ISE 30 is calculated in the same logic. | calculatee correlation between ISE 30 and ISE 100
and found 0.99 which is rather high. Hence, it seeeasonable to include any of them in the

study. | choose to work with ISE 100 since its esgntative power is higher than ISE 30.

The data is hourly basis and covers the period £8r09.2005 to 06.04.2009. The sample size is
1625. For each day, there are two hourly obsemsatidhe series of the equity market indices are

obtained from the database called Matrix.

8 Same as Footnote 5, http://www.bloomberg.com/appdter?ticker1=XU100%3AIND
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4.1 DEALING WITH THE DATA ON AN HOURLY BASIS

Due to the facts that there are time zones antlaldeng hours of the stock markets are different,

time issue should be examined carefully.

Considering the time zones, for DJIA, the East TohA&merica is used which is five hours later
than Greenwich Mean Time, abbreviated as GMT, (GMDO0). Frankfurt Stock Exchange,

where the stocks of DAX Index are traded, is intthee zone which is one hour ahead of GMT
(GMT +1:00). Turkey’s time zone is two hours aheaGMT (GMT +2:00).

In addition to time zone concern, the trading haanes also taken into account. These hours for
DJIA is between 9:30 am and 16:00 pm while for DAXA{s between 9:00 am and 17:30 pm. The
trading hours of ISE 100 is between 9:30 am an@@pm.Figure 1 below shows the operating

hours of the markets considering the time zonesedls As it can be seen, the period when the
three markets are open contemporaneously is betd®&® pm and 17:00 pm (according to

Turkish time zone, GMT +2:00). The figure also ra@gethe corresponding times at each
countries for the trading hours. The ones in baloress the opening and the closing times of the

markets.

Figure 1 The trading hours of the three stock markés

ISE 100
| | | e |
9:30am10:00am 16:30prtt7:00pm18:30pm 23:00pm
DAX
| | e I
9:00am 15:30am 16:00pmM.7:30pm 22:00pm
DJIA
I I I
9:30am 11:30pm 16:00pm

According to these two pieces of information, thservations to be included in the research are
formed. For each day, there are two hourly obsemst There are two scenarios; therefore there
are two samples that | study with. In both scersati@ first observations are the same. The first

observation of the two samples is in the way tlesttgrday’s closing value of DJIA will match

12



today’s starting values of DAX and ISE 100. Theuition behind is that when DJIA closes, the

time in Germany is 22:00 pm while it is 23:00 pmTiarkey. It means that both markets are
already closed. Therefore, the impact of DJIA’ssoig can be earliest seen in Germany and
Turkey the next day. Briefly, the first observatibelps to see the effect of yesterday’s closing

value of DJIA on today’s opening values of DAX d&d 100.

Further, the second observations differ for the $aenarios. To make it clearer, the trading hours

of the three stock market indices will be expresseturkish time zone from now on.

In the first scenaripthe opening value of DJIA today is expected fedfthe closing of ISE 100
today and the value of DAX today at 17:00 pm acewydo Turkish time zone. To illustrate,
when DJIA starts at 9:30 am, time is 16:30 pm imk&y at which there is only half an hour left
before ISE closes. Since the data is hourly, thréestobservation that can be obtained is at

17:00 pm in Turkey. To sum up for the first sceoatine second observation is:

* DJIA value at 17:00 pm - shows DJIA’s opening value
* DAXvalue at 17:00 pm - shows just the value of DAKen ISE closes,
e ISE 100 value at 17:00 pm - shows ISE 100’s closaige.

The purpose of the first one is that the effectbaih DJIA and DAX on ISE 100’s closing value

may be analyzed better.

In the second scenarighe difference is only about DAX. Instead of takithe DAX value at
17:00 pm, | include the “closing” DAX value. DAX dga at 18:30 pm according to time in
Turkey. Similarly, the closing time of DAX is takers the value at 19:00 pm since the data is
hourly basis and the earliest observation for DA&ttl can have is at 19:00 pm according to

Turkish time.
So, in this case, the second observation is:

* DJIA value at 17:00 pm - shows DJIA’s opening value
* DAX value at 19:00 pm - shows the “closing” valdeDAX,
* ISE 100 value at 17:00 pm — shows ISE 100’s closaige.

The aim in the latter scenario is to be able tb wdwether DAX can also influence DJIA or not.
Briefly, | avoid the implicit assumption that theettion of the influence is always from the US
to Europe or to Turkey.

13



4.2 DESCRIPTIVE STATISTICS

Table 1 Descriptive statistics of the three stock arkets

DAX 1 DAX 2 DJIA ISE 100
Mean -7.12E-05 -6.98E-05 -0.000169 -0.000133
Median 0.000596 0.000669 0.000181 0.0005}77
Maximum 0.102934 0.083760 0.078677 0.098441
Minimum -0.123588 -0.089103 -0.065869 -0.151898
Std. Dev. 0.011765 0.011914 0.010034 0.017014
Skewness -0.589652 -0.324660 0.114430 -0.567267
Kurtosis 21.08493 12.88694 13.66163 11.150p2
Jarque-Bera 22239.16 6647.139 7699.977 4584.756
Probability 0.000000 0.000000 0.000000 0.000000
Sum -0.115715 -0.113395 -0.274862 -0.215314
Sum Sq. Dev. 0.224801 0.230532 0.163516 0.470113
Table 2 Correlation matrix for scenario 1
DAX DJIA ISE 100

DAX 1.000000 0.603510 0.24797b

DJIA 0.603510 1.000000 0.167465

ISE 100 0.247976 0.167465 1.000000

Table 3 Correlation matrix for scenario 2
DAX DJIA ISE 100

DAX 1.000000 0.650212 0.212583

DJIA 0.650212 1.000000 0.167465

ISE 100 0.212583 0.167465 1.000000

In order to get a general idea about the data, sstastical properties of the indexes are
presented in this section. Trable 1, DAX 1 refers to the observations for the firséisario when
DAX 2 stands for the second case. The data isdridy return form. The tabkhows thagll of

the markets have very low negative mean and edlyeDiAX’s mean is rather small. Their low
means might be due to having a long observatiooggP2.09.2005 to 06.04.2009) such that
within the period there have been many major eydmesaking points and so on. When it comes
to volatility, ISE 100 seems more volatile (1.7 #an the other two whose standard deviations

are almost the same (around 1.1 %). This can baukecof the fact that Turkey is an emerging

14



market where there is potential for high return ttuénigh risk. On the other hand, the US and
Germany, being less risky, are more stable ecoreomie

Furthermore, skewness measures the asymmetry digtidution of the series around its mean.
DAX and ISE have negative skewness which implies$ their distributions have a fat tail on the
left. On the contrary, DJIA is positively skeweldat is the fatter part of the distribution is oe th
right. Another property is kurtosis which measuttes peakedness or flatness of the distribution.
Kurtosis for normally distributed series is 3. Aaodiog to the table, all of the markets have a
kurtosis value greater than 3, which indicates tihey all have flat distribution relative to normal

(platykurtic).

Jarque-Bera is a test statistic to check whetherstries is normally distributed. The clear
rejection of the null hypothesis of a normal dlaition at 5 % significance level is observed for

the three markets which is an expected outcomenfiar series.

It can be seen clearly ifable 2and3 that DAX and DJIA are highly correlated in botlesarios
(60 % and 65 %, respectively). The correlationSE 1100 with the other two markets indicates
that ISE 100 is more correlated with DAX than WIAIA.

When the correlation matrixes are analyzed more,réisults may be an evidence of the claim
that the two scenarios make difference. The cdrogldbetween DJIA and DAX is 60 % in the
first scenario while it is 65% in the second onex. the second case, as expected the correlation is
higher; since the influence of DAX on DJIA is as®thio exist. Therefore, the closing value of
DAX is included in the sample to examine the relatin the direction from Europe to the US.
However, it is of course not possible to prove sadkelation in that direction just by looking at
their correlation. Therefore, further tests will lperformed below. Similarly, the linear
relationship between DAX and ISE 100 differs foe #tenarios. In the first one, their correlation
is almost 25% and in the second one 21%. This neagiue to again including DAX’s closing
value in the second scenario. Since, ISE 100 clostse DAX. For this reason, their correlation
might decrease in the second case. Again, morenaddamethods are required to search for the

interactions among them.
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5. METHODOLOGY

In this part of the paper, the methods used inraimeeach the objectives are discussed in the
theoretical perspective. Vector Autoregressive Mod¥ARS) is the one which enables us to
examine the interactions among the three stock etarklowever, to be able to perform VAR,
the time series need to be stationary. Hence,dfratl, unit root and stationary tests to seah f
the existence of stationary are presented. Furikerntag length that is included in VAR and the
test to check for autocorrelation in the residumks mentioned. In addition to VAR, the three
complementary tests which are Block Significancd @ausality Tests, Impulse Responses and
Variance Decompositions are discussed.

5.1 UNIT ROOT AND STATIONARY TESTS

Financial time series are often non-stationary bseaof several reasons such as time trends,
shocks, bubbles and fads. If the mean, variancecanariance of a series do not depend on time,
then it is said to be (weakly or covariance) staiy.

Not all non-stationary series have unit roots. €hare two most used types of non-stationarity.
The first one is callettrend stationary”. Assume a time series which is growing over tiiitas
series is non-stationary since it does not hawenatant mean. It might contain a unit root or not.
If this series get stationary when a time trenddmoved, then it is an example of trend
stationary. On the other hand, if a series need tdifferenced in order to become stationary, it
is called“difference stationary” Since differencing is required, it contains umiot (Kennedy
(2008)).

A difference stationary series is said to be irdeggt of order d, I(d), if it must be differenced d

times before it gets stationary.

According to the efficient markets hypothesis aational expectations together, asset prices
should follow a random walk, which is a common ep#rof non-stationary series, or a random

walk with drift. By this way, their differences am@predictable (Brooks (2008)).

Assume two unrelated series which contain a tremdl therefore non-stationary. When we
regress a non-stationary variable upon a non-st@tyjoone, we get gpurious regressiarin such

a regressiont and DW statistics and measures liké &nnot maintain their traditional
characteristics (Kennedy (2008)). Statisticallye firoblem here is the fact that the disturbance
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term is non-stationary (Verbeek (2008)). The resfila spurious regression is as if there is a
meaningful relation between the variablefoda and Yamamoto (1995) suggested adding an

extra lag to solve this problem.

Being stationary or not affects the behaviour araperties of the series. For instance, shocks,
which is described as the drastic change or anpew&d change in a variable; in other words,
the value of the error term, are one of the factbeg are influenced by being stationary. In
stationary series, shocks have a transitory eff@gich means that they die out as time passes. In

contrast, for a non-stationary series, shocks gtardinitely in the system (Brooks (2008)).

In order to check whether a series is stationaryoby there are unit root and stationary teststo b
applied. The three examples of these tests widXmained below.

5.1.1 Dickey — Fuller and Augmented Dickey — Full@ests (ADF)
Consider a simple AR(1) process:
V= pYr1 + X0 + &, (1)

where X; are optional exogenous variables and they mightdmaposed of a constant, or a

constant and treng. andd are parameters that are estimatedansl assumed to be a stationary

disturbance term.
When we subtract.y from both side of the equation (1), we get:

Ay = ayr1 + X0 + &, (2)
wherea is equal to¢-1). The null hypothesis is that the series costaimt root:

Ho: a =0 (3)
And the alternative hypothesis is:

Hl: a<0 (4)

°*See Hendry (1980), cumulative rainfall explainihg price levels.
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However, there is a problem with thestatistic used. Under the null hypothesis of wadt, t
statistic does not follow the conventional Studentistribution; hence the special critical values

are required (Kennedy (2008)).

These special critical values are derived and &bdlby Fuller (1976) and Dickey and Fuller
(1981), so they are called DF or Dickey-Fuller Best

This simple Dickey-Fuller test is only applicabte AR(1) process. To overcome this problem
and make it also valid for the series correlateith Wwigher order of lags, they enhanced the test as
Augmented Dickey-Fuller Test (ADF). Violating thesumption of white noise disturbances -in
particular, the disturbance terms are not autotaige- is avoided with ADF test; since, in ADF
test, the dependent variable follows an AR(p) psecand p lagged difference terms of the

dependent variable are added to the right handofittee equation (2):

Ay = a1 + X 0 + & + frAYe1 + foAYio + ... + iy AYrp, (5)
The equation above is used to test the hypoth&esd (4) by using agatrstatistic.

In ADF test, the lag length selection is also amontant issue. Since, adding too many lags
increases the coefficients standard errors whitdduding too few cannot help to get rid of the

autocorrelation in the residuals (Brooks (200&8)joimation criteria can be used for deciding on
the lag length. This selection should be done énwthy that the serial correlation in the residuals

is removed.
5.1.2 Phillips-Perron Test (PP)

Phillips-Perron test is an alternative (nonparametvay of modifying DF statistic. The DF
statistic is adjusted before the critical values @snsulted. Thus, it allows autocorrelation in the
residuals (Kennedy (2008)).

For this method, the equation to be tested is #mesas DF, which is presented above in (2).
Similar to ADF test, it has to be determined whetbeanclude a constant, a constant and a linear
time trend, or neither, in the test regression fl@aand Sahu (2004)).

ADF and PP tests almost always give the same sestdiwever, there have been some criticisms
about these tests. The most important one is Heapower of both tests is low if the series is

stationary with a unit root very close to the neatisnary boundary. For instance, in the equation
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(1), if the coefficientp is 0.95, then the null hypothesis of unit roof (Hb = 1) should be
rejected. However, in particular when the sampte 8 small, the tests cannot distinguish clearly
whetherp is equal to 1 or 0.95. To deal with this drawbastgtionary test; such as KPSS
discussed below, can be used (Brooks (2008)).

5.1.3 The Kwiatkowski, Phillips, Schmidt, and Sh{KPSS) Test

KPSS is a stationary test. Its null hypothesigfient from ADF and PP; in that, under the null,
series is stationary. And it is tested againstahernative hypothesis of a unit root. Hence, if
there is little information in the sample, by ddfate series is found to be stationary (Brooks
(2008)).

Compared to unit root test, in KPSS, the dependanible is regressed on the exogenous

variables composed of a constant, or a constantrand*°
Ve = X0+ U, (6)

LM statistic is calculated:

=357, @)

whereé? is an estimator for error variancénd S(t) is a cumulative residual function:

St)=Yt_,1 8)
Table 4 Comparison of the unit root tests ADF and P with the stationary test KPSS
ADF & PP KPSS
Null Hyp. Ho: vt ~ (1) Ho: y: ~ 1(0)
Alternative Hyp. | H:y:~1(0) Ho: v ~ 1(1)

“EViews 5 User’'s Guide
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In Table 4, the null and alternative hypotheses of the tiests are compared. Under the null of
ADF and PP tests, series has unit root while itice versa for KPSS. If a series is stationary,
then ADF and PP tests reject the null while KPSIS fa reject its null.

5.2 LAG LENGTH SELECTION

According to financial theory, there is no certamy to determine the lag length for a VAR
model. This is, in fact, one of the drawbacks ofR/Analysis. There are several approaches for
selecting lag length. The most common ones ares$-equation restrictiofisand “information

criteria”.

VAR models should be as unrestricted as possibla. VAR, if the equations have different lag

lengths, this model is seen as restricted VAR. &isome coefficients are set to zero.

One of the disadvantages of cross-equation rastigtmaybe the most important one- is that the
X? test is valid asymptotically only under the asstiompthat the disturbance terms in each
equations are normally distributed. This case ry geldom applicable to financial data (Brooks
(2008)).

The alternative approach for VAR lag length setwttis to use information criteria. In this

method, there is no such an assumption about gebdition of the disturbance terms.

There are two factors considered in informatiotecia. One of them is the term that is a function
of the residual sum of squares (RSS) and the atheris the penalty for the loss of degrees of
freedom when extra parameters are added. Addirex@ia variable or an additional lag has two
results: While RSS decreases, the value of theltyeileam increases (Brooks (2008)).

The most common ones are Akaike’s (1974) infornmattoiterion (AIC), Schwarz’s (1978)
Bayesian information criterion (SBIC) and the Hamuinn information criterion (HQIC).

Algebraically, the multiple versions of the infortiwe criteria are:

MAIC =log 2] +2k' /T (9)
MSBIC =log |2] + (k' / T)log(T) (10)
MHQIC =log |2] + (2k’ / T)log((log(T)) (11)
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where T is the sample siZ2,is the variance covariance matrix of the distudeasterms andt’ is
the number of explanatory variables in all equatiohhe values of information criteria are
formed up to a pre-specified maximum k lag. The &no choose the number of lags which

minimizes the value of the information criterionr@Bks (2008)).

It cannot be told whether which criterion is thestbene. However, the criteria can be compared
somehow. Among the three, SBIC is the most congisire; but inefficient, while AIC is not
that stable; however usually more efficient. Sin8BJC asymptotically chooses the correct lag

length when AIC chooses on average too large dBlenoks (2008)).
5.3 AUTOCORRELATION LM TEST

One of the diagnostic tools to check the appropmiess of the estimated VAR is residual tests.
The residual test for VAR approach is AutocorrelatiM test. It has a multivariate LM test
statistics under the null hypothesis of no autadation in the residuals and it tests up to a

specified order.
5.3.1 Serial Correlation Theory

If the error terms are correlated with their owrstpaalues, then it is said to be that they are
“autocorrelated or “serial correlated. This situation indicates the violation of onetbé CLRM
(Classical Linear Regression Model) assumptiondchvis “errors are linearly independent of
one another, i.e. cov(w;) = 0"

Ignoring autocorrelation results in inefficient QLS. the coefficient estimates of OLS will not
be BLUE — however still unbiased- anymore evenléoge samples. As a result, the standard

error estimates could be wrong; they are usualtiewstated (Brooks (2008)).

Consider the form below:
Ve =X B+ u (12)
U =217+ e, (13)

wherep andy are vector of parameters,ig vector of explanatory variables known at titna.;
is a vector variables observed at tim#&(including past values of w, or both), y is the

disturbance term whilg is the innovation in the disturbance term.
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W is called tinconditional residual’since it depends on the structural componant;while e;

refers to bne-period ahead forecast erfoor the ‘prediction errof.**

5.4 VECTOR AUTOREGRESSIVE MODELS (VARS)

The general model in Box-Jenkins methodology i&RtMA (p, d, 9 for the series y:
y*t = 91y*t-1 + 0y ot pr*t-p + et 0161+ Opgr2 t .+ 0y (14)

where 6 and 6 are parameters to be estimated @and IID (independently and identically
distributed) with zero mean. In this model, y ipkaned by its own historical values and current
and past errorg represents the order of “autoregressive” (@R{art of the model while
stands for the order of “moving average” (M) dimension of the modetl shows how many

times the y series is differenced to become statiofy ) (Kennedy (2008)).

This Box-Jenkins method is enhanced so that itatartain more than one variable. VAR is a

simple version of this improvement where Mg\part is eliminated from the model.

For time series modelling, in the simultaneous &qona models, economic or financial theory
usually gives information about how the relatiopshibetween the variables should be. However,
theory is sometimes not sufficient. Additionallypee endogenous variables are both side of the

equations, inferences and estimation get morecdiffi

As an alternative, VAR -non-structural method- ¢enused which solves the problems above.
According to Sims (1980), in a general equilibriamalysis, all economic variables can influence
all other ones. It means that all variables areogadous. Further, VAR allows us to examine the

dynamic effect of random disturbances in the system

In VAR equations of system, all the variables amated as endogenous. Each variable is
explained by its own lagged values as well as #gevalues of all the other variables in the
model. In each equation, there are same explanatoigbles.

Consider a simple version of VAR which is a bivegiaase:

Vit = fro+ fiYier + - F Siiek T aarYorr + ... F aaark T U (15)

"EViews 5 User’'s Guide
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Yot = Poo + PatYorr t oo F Padork T 021Y1ea t ...+ 02Y1ek T Uz, (16)

where yis a stationary disturbance term; gnd ¥ are two endogenous variables @nahda are
parameters to be estimated. The errors have zeam ifiw) = 0). Moreover, error terms are
linearly independent of one another (E(u;) = 0) (Brooks (2008)). They are also uncorrelated

with all of the right hand side variables as wslhéth their own lagged valués.

There is no simultaneity problem in VAR approaaticsiall the right hand side variables are the
lagged values of endogenous variables, i.e. thekmown at timé. Hence, OLS can be used for

estimation.
5.4.1 VAR with Exogenous Variables (VARX)

In the VAR representation below, VAR includes exumgs - X variables whose values are

determined outside of the system:
Vi = Ao + Ay + BX + Uy, (17)

where xis a vector of exogenous variables @& the matrix of the coefficients. In the system,
there are no equations where X variables are degmenariables. Hence, this VARX model can
be seen as a restricted version of VAR; since tjuatons for X variables have zero coefficients
on the RHS of the equations. For this reason, VAR)against the logic of VAR where no

restrictions should be applied.
5.4.2 Advantages of VAR

One of the advantages of VAR is that it has a fiexiform and can easily be generated. For
instance, moving average dimension, MA(an be added. Further, the number of variakdes c
be increased. One advanced version of VAR is tludwecfirst difference terms and cointegrating

relationships (a Vector Error Correction Model-VEEM

Furthermore, in the simultaneous equations strattomodels, when theory is not enough to
determine the relationships between variablesgethes identifying restrictions, i.e. the variables
should be named as exogenous or not by researSiveze it is a complicated issue for a
researcher, Sims (1980) terms these identifyingricens as “incredible”. So, in that

perspective, VAR is better than simultaneous eqoatimodels. In VAR analysis, which

EViews 5 User’s Guide
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variables are exogenous or endogenous is not neededspecified. Since all the variables in the

system are endogenous.

Moreover, as it is stated before, in VAR, all trerigbles depend on their own and also on the
other variables’ lagged values or combinations bitevnoise terms. However, univariate ARMA
models are constructed so that series is explaog by their own lagged values and
combinations of stationary disturbance terms. TARSR has a more flexible structure than
univariate ARMA models (Brooks (2008)).

Finally, the lagged values of all the variableshia system are known at tirhd.e. they are fixed.

Hence, there is no endogeneity problem and OL$psexl for each equation in the system.
5.4.3 Disadvantages of VAR

VAR is a-theoretical approach; hence it consuhsaricial theory very little about how to set the

relationships between the variables.

Another controversy about VAR is interpretationtsfresults. According to Kennedy (2008), the
VAR estimation is sensitive to the lag length used also the number of variables included in
the model. He also states that “Since VAR presuilmeisno variables are exogenous, and that all
variables, each with multiple lags, appear in eaghation, it usually faces severe degrees of
freedom problems. This forces modellers to choosmall set of variables:® Further, there is no
perfect method to determine the lag length. Theszesaveral approaches to decide on length and

these methods have their own advantages and disages.

As the number of variables included in the modeteases, the number of parameters, of course,
increases, too. This results in too many coeffisida appear in the system causing difficulty in
interpretation. Consider a system wgflvariables/equations and k is the number of lage&ch
variable. The number of parameters is calculated a&g?) (Brooks (2008)).

Last drawback of VAR method is about stationarlty.VAR analysis, the series have to be
stationary. However, financial data usually corgawmnit root. So, differencing to induce

stationarity is applied in order to perform VAR bis#&s. Some argue that differencing causes
loosing long run information in the data. Instedtgy suggest another method, VECM, which

allows combining levels and the first differencéshe series.

3 Kennedy, P., 2008, 6th Editiody Guide to EconometricBlackwell Publishing, the United
States of America, Pg 306.
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5.5 THREE MORE DIFFERENT TECHNIQUES

The interpretation of VAR becomes more difficult avhthere are many variables involved.
Additionally, in the results, some lags can be ificgmt while some are not. Further, lag
coefficients sometimes can change sign across ape. lin such situations, there are three

complementary methods, discussed below, to fa@litae interpretation of VAR.
5.5.1 Block Significance and Causality Tests

Due to many lags included, it is difficult to sedigh variables have significant influences on
each dependent variable. To deal with this issugoist F-test is constructed where the

coefficients of a given variable can be testedtjpin

Consider again the equations (15) and (16):
Y1t = Bro+ Pryier + .o F fryiek + anaYara + .o F agark + Ug

Yor = Poo + PorYora ..o F Podork T 021Y1e1 + ...+ oY1k T Uz,

The null hypothesis of this F-test, for example,tfte second equation is that “lags efdo not
explain current " with the implied restrictions such thatz;: = 0 and ... andy = 0”. All of the
lags of variable y are restricted to zero. The test examines how nofiche current ¥ can be
explained by its own lagged values and then whetteemodel improves when the past values of

y1: are added to the system.

This test was formed by Granger (1969); therefore called Granger Causality test. It basically
tries to answer the question; “Do the changes;inause changes in?/ If the answer is yes,
then it is said that “y‘Granger’ causes,y, which is a ‘Unidirectional causality. If at the same
time y» Granger causes,yit is called bidirectional causality. If the relation is only from yto

Yo, it is stated thatjyis “strongly exogenousn the equation of y(Brooks (2008)). We can say
that Granger causality test is to examine whetimereradogenous variable can be treated as

exogenous or not.

However, there are two drawbacks of block F-tesie @@ that it does not tell about the direction,
that is, sign of the causality. The other handisapat it cannot show how long these effects will
last. There are two methods; Impulse Responsesd/andnce Decompositions, which can deal
with these drawbacks.

25



5.5.2 Impulse Responses

Shock is defined by Brooks (2008) as “It is usualbed to denote a change or an unexpected
change in a variable or perhaps simply the value¢hef error term during a particular time
period.™ Effect of a shock to one variable in the VAR sgstean be transmitted to all of the

other variables including itself thanks to the dymastructure of VAR.

For simplicity, consider again a bivariate VAR mbd unit shock to y has effects on bothyy
and . Impulse response function is a graph showingeffiect of an innovation over time. In
other words, it traces out the responsiveness tif Japand y; variables to the shock applied to
y1t (Kennedy (2008))In practice, VAR has to be expressed in vector mpwaverage (VMA) to
generate impulse responses where shocks shoudavdiein the system (Brooks (2008)).

When the disturbance terms of each equation aepartient from each other, the interpretation
of impulse response in the way that is explainedvab However, the error terms may be
contemporaneously correlated. If this is the casssformation P to the innovations applied
through EViews to interpret the impulse respori3es.

It is also possible to create the accumulated resgmin EViews. If the series are stationary, the
responses will die away to zero while accumulatesbonses will converge to a non-zero

constant as time goes to infinity.

5.5.3 Variance Decompositions

There is a little difference between this method anpulse response. A variable is affected by
its own innovations as well as the other variablesbvations. Variance decompositions give the
proportions of the movement in one variable, wiaoh because of its own shocks and the shocks
to the other variables. Brooks (2008) defines tle¢themd as: “Variance decompositions determine
how much of the s-step-ahead forecast error vagiasfca given variable is explained by
innovations to each explanatory variable for s 21,”" This forecast error is a result of the
variation in the current and future values of stsodk line with what is expected, most of the

forecast error variance of a variable is usuallplaxed by its “own” innovations. Thanks to

“ Brooks, C., 2nd Edition, 2008 troductory Econometrics for Financ€ambridge University
Press, United Kingdom, Pg 319.
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Y Brooks, C., 2nd Edition 2008ntroductory Econometrics for Financ€ambridge University
Press, United Kingdom, Pg 300.
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variance decompositions, the relative importanceaoparticular variable’s shock on each
endogenous variable can be analyzed.

The order of the variables is important while perfmg both impulse responses and variance
decompositions. The financial theory should givierimation about how the order should be. If it

does not, the sensitivity analysis can be donehayging the order. Ordering makes difference if
the error terms from an estimated equation arestaiad (Brooks (2008)).

6. EMPIRICAL RESULTS

In this section, the empirical results of the tests discussed. All the tests are performed by the

econometrical software programme EViews.
6.1 THE RESULTS OF UNIT ROOT AND STATIONARY TESTS

In order to perform a statistically adequate VARd®lp the variables should be checked for
stationarity. The two unit root tests (ADF and RRY one stationary test (KPSS) are applied to
both the levels of the indices and the first dgferes of them.

As it can be observed ifiable 5 below, we cannot reject the null hypotheses of ADE PP
(series has a unit root) for the levels of DJIA,®And ISE 100 at 1 % significance level. Since
the test statistics of all the series are biggen titne critical values; that is, the test statsséice in
the non-rejection area. The critical values for ARRd PP are given as —-2.863 at 5 %
significance level and —3.434 at 1 % significareeel. However, we reject the null hypothesis of

unit root for both tests when the indexes are @irtfirst differences.

On the other hand, the null hypothesis of KPSS (esties is stationary) is rejected at 1 %
significance level for the levels of the variablége critical values for KPSS are 0.463 at 5 %
and 0.739 at 1 % significance level. When the filifterences of the indexes are formed, we

cannot the reject the null of stationary at 1 %agigance level.

¥ In Table 5 DAX 1 stands for the DAX observations for thesfiscenario while DAX 2 for the
second one.
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Table 5 Unit root and stationary tests results

TEST STATISTICS

ADF PP KPSS
DJIA Level -0,015745 -0,211866 1,139540
DJIA 1st Diff. -23,24975 -36,8461 0,582392
DAX1 Level -0,901797 -0,901695 1,08153
DAX1 1st Diff. -38,02847 -38,02847 0,569364
DAX2 Level -0,826061 -0,908369 1,081404
DAX2 1st Diff. -30,26861 -37,77216 0,578356
ISE 100 Level -1,266814 -1,197623 0,908656
ISE 100 1st Diff. -41,9018  -41,91555 0,282538

The results conclude that the series of DJIA, DAXI &SE 100 have unit root at level form.
Consequently, the first differences of the seriesfarmed to make them stationary; since the
variables have to be stationary for VAR model. Afti@ferencing the series once (by clicking
“1st difference” option in the unit root test in EWs), the three tests are applied again and found

that they do not contain unit root any mote.
6.2 LAG LENGTH SELECTION RESULTS

Information criteria are used to choose the optinbagrength for the VAR model. If there are no
exogenous variables in the VAR, the lag startsreg; @therwise the lag starts at zelro.this

study, there is no exogenous variables, thus thetkats at zero.

SBIC and HQIC consistently offer the same lag lenghich is four for both scenarios. On the

other hand, AIC’s choice differs a lot when the maxm lag length is changed manually in

EViews while testing for sensitivity. As a resutiur lags minimize the values of the information

criteria (SBIC and HQIC); hence four lags of eaehies are determined to be included in the
VAR model for both scenarios. The results can hmdoin Appendix, Figure 1

6.3 AUTOCORRELATION LM TEST RESULTS

Before proceed further for the VAR analysis, theideals have to be jointly tested for any serial

correlation. For this purpose, Autocorrelation Lééttis conducted.

According to the results, we cannot reject the mybothesis of no serial correlation in the
residuals at 5 % significance level until lag eift the first scenario. However, at lag four, we

19When | apply those three tests to lihg returnsof the series, | get almost the same results.
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slightly reject the null. For the second scenaalthough the probability of being wrong when we
reject the null hypothesis at the fourth lag is thatt high, the clear rejection starts again at lag
eight?°

6.4 VAR ESTIMATION

In VAR analysis in this paper, the three varialdlepend on each other in a way such that there is
no restriction on the coefficients. lAppendix, Figure 3 and 4, each column refers to an
equation in the system. There are three stock rhamkieces in this research; hence, there are
three equations. For the lagged values of the bi@sathe estimated coefficient, its standard error
in () and itg statistic in [ ] are reported. Additionally, thembers at the bottom panel reflect the
summary statistics for the VAR system as a whole.

According to the tables, the point observed cle@lyhat in both scenarios we reject the null
hypothesis that the coefficient for a particulaygad value of DAX is zero in the equation where
DJIA is dependent variable. The null is rejected éach individual lag of DAX in DJIA’s

equation. Further, all of these significant coeéfits have positive sign. This could mean that

DAX’s past values up to two days positively cortethwith DJIA’s today’s value.

Among the three markets, the US market is the ohesw historical values best explain its
today’s value. Since the number of the significamgfficients - of the DJIA’s lags values - is the
highest among the three markets. Moreover, as &gbeite past values of Turkish index do not

have any significant effect on neither the US nerr@an market.

Apart from the points discussed above, the othaulte are sort of complicated to interpret. For
instance, as it is seen in the findings regardimg following relations; the effects of the past
values of DJIA on DAX’s today value, of DJIA on ISED0 and finally of DAX on ISE 100,

some coefficients - of the lagged values of theketar- are insignificant. In addition, some of the

significant coefficients even change sign.

* These results may be an evidence of a weak autdaton. This situation can have an
influence on the ordering of the variables whileindo Impulse Response and Variance
Decomposition analyses. Therefore, the variablesldhbe ordered carefully in the way that it is
consistent with the common sense about interndtforencial markets.
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6.4.1 Block Significance and Causality Tests Result

Causality tests are for examining the correlatietwieen the current value of one market with the
historical values of the other markets includedhia study. It does not mean that movement of
one index causes another's movement. It just ifyasts whether the current value of a certain

index can be explained by also the past valuelseobther markets.

In order to search this relation, Granger Causdkists are performed as both jointly and
pairwise. The null hypothesis of the tests is tattfour lags (representing two days) of a
particular index have no explanatory power in agiequation. The results of these tests can be
found in Appendix, Figures 5-8 Both scenarios yield almost the same resultscéehe
interpretations below can be valid for both.

According to the results, it is obviously seen tiinre is a strong bidirectional Granger causality
between the US and German stock markets. We rijeatull of no Granger causality in both

block and pairwise tests at 1 % significance Ideelthe above-mentioned indices. We can say
that the last two days’ values of these two indi@ppear to help in explaining the variations in

both markets.

Moreover, the variation in the movement of Turkistarket can be explained well by the
historical values of both the US and German markEtss relation is in only one direction. As
expected, there is no causality streaming from 18& to the other two indices, since we fail to
reject the null hypothesis of “ISE 100 does notrgexr Cause DJIA/DAX” at 5 % significance
level. Causality test is to check whether we caattran endogenous variable as exogenous.

Therefore, it can be concluded that the US and @emmarkets are highly exogenous to Turkey.

When we look at the block test for more specifialgsis, we see that ISE 100 — DJIA and ISE
100 — DAX jointly have some explanatory power foer@an index and the US index,

respectively.
6.4.2 Impulse Response Results

Impulse response functions examine the reactiona pérticular market to the unanticipated
information in each market included in the resear€hey show how fast information is
transmitted across stock markets Appendix, Figure 9and 10 show the results of the impulse
response analysis for the two scenarios, respégctilre the analysis, there are ten periods to

observe the responses - meaning five days; simcéhd sample there are two observations
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(hourly) for one day. Before presenting the resultsshould be stated that ordering of the
variables makes difference. When theory does tloatteut ordering, sensitivity analysis is done
by changing the order in the “Cholesky Orderingit é&x in EViews. The results presented are
in the order of “DJIA DAX ISE 100" which is thougho best fit the general framework of

international financial markets.

The figures show the time path of impulse resporfesach stock index to a one standard
deviation shock to a particular index. Additionalihe graphs contain the plus/minus two
standard error bands about the impulse responses e variables are stationary in the study,

the responses die away to zero.

When we look at the diagonal graphs in bBitpure 9 and10, we see that DJIA and DAX react
to their own shocks on the day that the informatiaiives around 0.009 while Turkey’s reaction
to its own innovation is relatively higher (0.01&)t = 1. DJIA and ISE 100 seem that they react
to their own innovations in a negative way at sgagods; on the other hand, there is almost no
negative reaction of DAX to itself. For the threeléxes, after period six (3. day), there is nearly

no measurable response to their own shocks.

If we compare the graphs for the response of DAI®AX’s shock for each scenario, in both

scenarios we see that the reaction of the US mé&kagro on the day that the unexpected news
about DAX arrives (t = 1). However, at t = 2, thedated impulse response is 0.003 in the first
case while it is 0.004 in the second one. Afterwatde functions start decreasing and die away

at around t =7.

When we analyze the reaction of DAX to the DJIA sefor scenario 1 we find that the impulse
response of German market to a US shock is 0.0@hwhe information arrives (t = 1) and 0.02
at t = 2. This can be considered as sort of ovetiea and it is corrected with a negative
response, -0.001 at t = 3. The negative reacti@s go until t = 6 (the end of the third day) and
afterwards there seems almost no response. Onthikee lmand, in the second case, the impulse
response of DAX to a one standard deviation DJléckhs 0.008 at t = 1, which is higher than
the first case, and 0 at t = 2. And similarly, thé a negative reaction around -0.001 att = 3,
which continuous until t = 5 (before the third day)d then the impact dies away. Consequently,
it is noted that German market strongly responshedJS on the day of the shock and most of
the adjustments are completed within one day. $ineg response of German market to the US
news can reflect high degree of financial integmatias well as quick transformation of
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information between the two markets due to theircoorent trading. Since, it is a relatively long
period (two hours) when the two indexes are opgheasame time.

Further, an interesting point is that shocks toADdduse large turbulence to DJIA and shocks to
DAX also cause large turbulence to DJIA. So, it barconcluded that DJIA reacts more strongly
to shocks than DAX. The initial shock is, of coyrslee greatest to the market that it hits,
however this conclusion is referred to what happeter the first half day. Another remarkable
finding is that in general, DAX seems to responghocks less dramatically. The response when
the news arrives is high but the effect dies awary quickly. There is much more smooth path to

equilibrium compared to the responsiveness of t8eabdd Turkish markets.

Moreover, it is obvious in the related graphs thatUS and German markets do not react to the

unexpected news and events in Turkish stock méwkéioth scenarios.

Finally, impulse response graphs of Turkey to tifermation about DJIA and DAX provides
similar figures in both scenarios. The first reatis around 0.003 to the shocks of both DJIA
and DAX, then the response becomes almost zero=aB tfor DJIA and at t = 4 for DAX.
Afterwards, there are again positive replies uhtl end of the three days, and no responses since
then. Something interesting about ISE 100 is thatrésponse to its own shock is much smoother
than the response to the shocks in DAX or DJI. @hemot any important difference in the two

scenarios.
In general, most of the responses are completatont three days after the shock occurs.
6.4.3 Variance Decomposition Results

Variance decompositions show how much of the vagaof a particular stock market can be

explained by the shocks to the other markets alsagdly its own shocks. The aim is basically to

separate the variation in one variableAppendix, Figures 11(for the first scenarioand12 (for

the second scenario) represent the variance df stdices for the next s-step period after being

affected by the shocks to each market in the mddile s value is ten which means five days.

Similarly, ordering of the indexes matters. | make same order as in the impulse response
analysis which is “DJIA DAX ISE 100".

As we can see iRigure 11, most of the variation in the US market is duégamwn innovations.
At the time of the shock (t = 1), the variance di®is 100 % and then it declines to nearly 92 %
at t = 3 (two periods after the shock); on the othend, the remaining part (about 7.5 %) of
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DJIA’s variance is explained by DAX’'s shocks. Likew, Figure 12 indicates that DJIA’s
variance function due to itself is again decreasikigwever, in this case, the effect of
unanticipated information about DAX on DJIA increasDAX, now, has the explanatory power
in the variance of DJIA up to 13.5 % over five déiyse period. It can be stated that the effect of
DAX’s shocks in the variance of DJIA is now more time second scenario. Moreover, as
expected, in both scenarios, ISE 100 fails to er@ay variation in DJIA.

Looking at the figures for DAX, we observe thataomations in DJIA have rather high ability to
explain the movements in DAX (approximately 40 %l &7 % for the first and second scenarios,
respectively). When we compdregures 11and12, it is seen that in the first scenario the percent
of DAX variation due to itself is around 60 %. Howee, with the second scenario, this amount
declines to almost 53 % indicating that the efi@cDJIA on DAX is more in the second case.
Further, in both scenarios there is no responsleervariance of German market movements as a

result of the shocks to ISE 100, which is not ssipg.

These two outcomes regarding DJIA and DAX mightuarghat the two scenarios make
difference. To make it clearer, in the second cass, assumed that the interactions can be in
each direction; hence the “closing value” of DAXimgluded in the sample in order to see the
effect of DAX on DJIA. We observe that with the sed scenario, the ability of DAX’s shocks
in explaining the movement of DJIA increases. Gndbantrary, the explanatory power of DJIA’s
shocks in variance of DAX also increases. To sumwg observe that some unexpected news,
events resulting in drastic changes in the US stod&x cause variation in DAX index to some
extent between 40 — 47 %. On the other hand, siodkerman market also explain the variation
in DJIA between 7.5 — 13.5 %. So, this may indidheg there is a bilateral influence between
DJIA and DAX claiming that German index really affethe US market.

Finally, the proportion of the Turkish stock markehovement due to each of the three markets’
shocks is examined. And it is found that the varain ISE 100 due to itself decreases sort of
dramatically after period four; that is two daysrh nearly 90 % to 80 % for both scenarios. For
scenario 1, the remaining part of this varianceasstituted by DJIA (in the way that until two
days around 4 %; after two days 11%) and DAX (adowmntil two days 4 %; after two days 7 %).
In the second case, the remaining variation in 198 after itself are shared among DJIA and
DAX; such that, DJIA forms around until two days98; after two days 10 % and DAX
constitutes nearly until two days 4 %; after twysi8.5 %. Consequently, DJI can explain the

variation in ISE 100 more than DAX can.
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7. CONCLUSION

The findings reveal that there is a strong bidioe@l causality between the US and German

markets. Additionally, these two are rather exogmsro Turkish index.

Furthermore, it is found that German index reagtthe unanticipated news or events of the US
market a lot, especially on the day that the nemises while the reaction of the US to German
market shocks is moderate. The influential powerG#rman index on the US market is
consistent with Bessler and Yang (2003) who clainied the US market is also influenced by
the innovations in Germany, the UK, Switzerlandarfee and Hong Kong. Besides, the news
about the US market can explain the variation inn@& market well. Similarly, DAX also has
some explanatory power in DJIA’'s movement; howetlds influence is relatively less.
Consequently, it can be concluded that the US agmih@n stock markets are well integrated and
the information is transmitted fast between theme b the evidence of financial integration of
the US and Germany, there seems almost no diveasdn opportunity by investigating in these

countries.

On the other hand, the results for Turkey show tifiate is no causality in the direction from ISE
100 to neither DJIA nor DAX as well as nearly nepense of DJIA and DAX to the information
about Turkish market. In addition, ISE 100’s innbeas have no ability to explain the
movements of the other two markets. Turkish indepelatively smaller than the US and German

markets. Therefore, it is not expected to influetiheeothers.

Moreover, the results show that the US has domicamsal effects on both German and Turkish
markets. It has more influence on Turkish markentibAX does. One of the reasons for this
could be that DJIA’s closing value affects ISE H00pening value before DAX opens. Since
DAX opens later than ISE 100. Another reason cdwdddue to the number of American

individual or institutional investors investing Trurkey. For instance, approximately 64 % of the
shares of Turkish index are held by foreign investbHowever, we do not how much of this

ratio belongs to European and the US investors.bdathere are more Americans investing in
the shares of ISE 100 than Europeans. If this esctise, therefore, ISE 100 might reflect the
general attitude of DJIA. Additionally, DAX is ndhe only European index that ISE 100 is
affected by. There are also other big stock mayleetsh as CAC 40 (Paris) and MIBTel (Milan)

that ISE 100 may be exposed to.

21 This information is got on the 2%f May, 2009.
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Further, there is a substantial interaction betw&erkey and the markets of the US and
Germany. Turkey is on her way of integration taerational financial arena. For instance, the
applications which encourage foreign investors @r@dpolicies to get harmony with the world,
such as IFRS, have facilitated Turkey’s integragoocess. International Accounting Standards
Board adopted IFRS (International Financial RepgrtiStandards) in April, 2001 and the
companies listed in Istanbul Stock Exchange hawktbaprepare IFRS reports since 2006. A
similar study to this paper, but, with an old datt of ISE 100 would probably find less

interaction between Turkey and the other two matket

In general, | try to examine the interactions amtrgythree stock markets of the US, Germany
and Turkey. The findings above suggest that these tmarkets are somehow in interactions. It
should also be noted that while some test resuffer dor each scenarios, overall the two

scenarios do not make dramatic differences.

8. FURTHER ANALYSIS

With more frequent data such as minute basis, ritegactions can be captured better, since the
concurrent operations of the three markets do astt Ilong. Or the study could include more
indexes to be able to generalize the conclusionghér, the volatility of the markets can be
examined as well. Some macroeconomic variables asichterest rate, which is one of the most

important factors for financial markets, can alseatodelled in the research.
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APPENDIX

Figure 1 - VAR Lag Order Selection Criteria Results— Scenario 1

Lag LogL LR FPE AlC SC HQ

0 14700.51 NA 2.44e-12 -18.22382 -18.21380 -18.22010
1 14794.01 186.5331 2.20e-12 -18.32859 -18.28852 -18.31372
2 14845.57 102.6679 2.09e-12 -18.38136 -18.31124 -18.35533
3 14880.38 69.20433 2.02e-12 -18.41337 -18.31320 -18.37619
4 14992.06 221.5521 1.78e-12 -18.54068 -18.41046*  -18.49235*
5 14999.97 15.66163 1.78e-12 -18.53933 -18.37906 -18.47984
6 15004.27 8.495069 1.79e-12 -18.53350 -18.34318 -18.46286
7 15014.45 20.07722 1.79e-12 -18.53496 -18.31458 -18.45316
8 15029.76 30.15799 1.78e-12 -18.54279 -18.29237 -18.44984
9 15036.97 14.16506 1.78e-12 -18.54057 -18.26009 -18.43646
10 15049.82 25.20000* 1.77e-12* -18.54534*  -18.23481 -18.43008
11 15053.74 7.680623 1.78e-12 -18.53904 -18.19846 -18.41263
12 15060.43 13.06511 1.79e-12 -18.53618 -18.16554 -18.39860

Figure 2 - VAR Lag Order Selection Criteria Results— Scenario 2

Lag LogL LR FPE AIC sC HQ

0 14743.92 NA 2.32e-12 -18.27764 -18.26763 -18.27393
1 14904.06 319.4820 1.92e-12 -18.46504 -18.42498 -18.45017
2 14955.15 101.7380 1.82e-12 -18.51723 -18.44711 -18.49121
3 15009.68 108.3887 1.72e-12 -18.57369 -18.47352 -18.53651
4 15107.11 193.2876 1.54e-12 -18.68334 -18.55311*  -18.63500*
5 15116.13 17.85801 1.54e-12 -18.68336 -18.52308 -18.62387
6 15119.88 7.419602 1.55e-12 -18.67685 -18.48653 -18.60621
7 15124.65 9.407518 1.56e-12 -18.67161 -18.45123 -18.58981
8 15141.79 33.74296 1.55e-12 -18.68170 -18.43127 -18.58874
9 15147.73 11.67748 1.55e-12 -18.67790 -18.39743 -18.57380
10 15167.04 37.87237 1.53e-12 -18.69068 -18.38016 -18.57542
11 15174.42 14.44634 1.54e-12 -18.68867 -18.34809 -18.56226
12 15188.21 26.95960* 1.53e-12* -18.69462*  -18.32399 -18.55705
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Figure 3 - VAR Estimation Output — Scenario 1

RETDAX1 RETDJI RETISE

RETDAX1(-1) -0.016156 0.279264 0.212661
(0.03257) (0.02678) (0.04451)

[-0.49609] [10.4271] [4.77758]

RETDAX1(-2) -0.073556 0.153348 0.040878
(0.03451) (0.02838) (0.04716)

[-2.13168] [ 5.40365] [0.86671]

RETDAX1(-3) -0.027632 0.065611  -0.081687
(0.03477) (0.02860) (0.04753)

[-0.79468] [ 2.29433] [-1.71872]

RETDAX1(-4) 0.048358 0.077153 0.262535
(0.03344) (0.02750) (0.04571)

[ 1.44610] [ 2.80536] [ 5.74378]

RETDJI(-1) 0.200094  -0.129115  -0.004420
(0.03845) (0.03162) (0.05256)

[ 5.20391] [-4.08298]  [-0.08410]

RETDJI(-2) -0.082931  -0.273888  -0.127909
(0.03963) (0.03259) (0.05417)

[-2.09257]  [-8.40309]  [-2.36124]

RETDJI(-3) 0.024621  -0.075808 0.253681
(0.03958) (0.03255) (0.05409)

[0.62213] [-2.32912] [ 4.68959]

RETDJI(-4) -0.091512  -0.178500 0.298869
(0.03817) (0.03140) (0.05218)

[-2.39718]  [-5.68544] [5.72770]

RETISE(-1) -0.022385  -0.017002  -0.138476
(0.01790) (0.01472) (0.02446)

[1.25067]  [-1.15508]  [-5.66041]

RETISE(-2) 0.023446 0.001670 0.010857
(0.01770) (0.01456) (0.02420)

[ 1.32436] [0.11468] [ 0.44868]

RETISE(-3) 0.001996 0.020027  -0.012953
(0.01770) (0.01456) (0.02419)

[0.11279] [1.37583] [-0.53541]

RETISE(-4) 0.004765  -0.016979  -0.064810
(0.01758) (0.01446) (0.02403)
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[0.27107] [-1.17453] [-2.69759]

C -7.93E-05 -0.000241 -6.77E-05

(0.00029) (0.00024) (0.00039)

[-0.27537] [-1.01805] [-0.17207]

R-squared 0.038783 0.107972 0.143222

Adj. R-squared 0.031610 0.101315 0.136828

Sum sg. resids 0.215569 0.145806 0.402745

S.E. equation 0.011578 0.009522 0.015826

F-statistic 5.406580 16.21946 22.39994

Log likelihood 4933.835 5250.745 4427.254

Akaike AIC -6.071357 -6.462363 -5.446334

Schwarz SC -6.028124 -6.419130 -5.403101

Mean dependent -8.39E-05 -0.000171 -0.000137

S.D. dependent 0.011766 0.010045 0.017034
Determinant resid covariance (dof adj.) 1.72E-12
Determinant resid covariance 1.68E-12
Log likelihood 15073.55
Akaike information criterion -18.54972
Schwarz criterion -18.42002

Figure 4 - VAR Estimation Output — Scenario 2

RETDAX2 RETDJI RETISE

RETDAX2(-1) 0.099806 0.414422 0.279706
(0.03422) (0.02665) (0.04560)
[ 2.91662] [ 15.5529] [ 6.13456]

RETDAX2(-2) -0.022376 0.184050 0.123659
(0.03796) (0.02956) (0.05057)
[-0.58952] [6.22723] [ 2.44511]

RETDAX2(-3) 0.098669 0.129366  -0.131918
(0.03815) (0.02970) (0.05083)
[ 2.58662] [ 4.35530] [-2.59545]

RETDAX2(-4) 0.048580 0.060269 0.246446
(0.03706) (0.02886) (0.04938)
[1.31074] [ 2.08834] [4.99047]

RETDJI(-1) -0.061073  -0.281120  -0.115194
(0.04300) (0.03348) (0.05729)
[1.42041]  [-8.39658]  [-2.01073]

RETDJI(-2) -0.156619  -0.274494  -0.122045
(0.04415) (0.03438) (0.05883)




[-3.54729] [-7.98419] [-2.07458]

RETDJI(-3) -0.107767 -0.097552 0.285177

(0.04394) (0.03421) (0.05854)

[-2.45275] [-2.85136] [4.87127]

RETDJI(-4) -0.068957 -0.145259 0.289251

(0.04083) (0.03179) (0.05440)

[-1.68893] [-4.56900] [ 5.31700]

RETISE(-1) -0.006544 -0.022083 -0.129960

(0.01831) (0.01425) (0.02439)

[-0.35749] [-1.54919] [-5.32807]

RETISE(-2) 0.028418 -0.006520 0.002335

(0.01796) (0.01399) (0.02393)

[ 1.58203] [-0.46616] [ 0.09756]

RETISE(-3) -0.007509 0.006804 -0.017289

(0.01798) (0.01400) (0.02396)

[-0.41754] [ 0.48587] [-0.72150]

RETISE(-4) 0.000294 -0.014350 -0.054442

(0.01778) (0.01385) (0.02370)

[ 0.01656] [-1.03623] [-2.29746]

C -0.000130 -0.000252 -7.53E-05

(0.00029) (0.00023) (0.00039)

[-0.44367] [-1.10161] [-0.19282]

R-squared 0.028027 0.170288 0.155234

Adj. R-squared 0.020774 0.164096 0.148929

Sum sq. resids 0.223675 0.135620 0.397099

S.E. equation 0.011794 0.009184 0.015715

F-statistic 3.863959 27.50180 24.62375

Log likelihood 4903.916 5309.441 4438.697

Akaike AIC -6.034443 -6.534782 -5.460453

Schwarz SC -5.991210 -6.491549 -5.417220

Mean dependent -8.25E-05 -0.000171 -0.000137

S.D. dependent 0.011919 0.010045 0.017034
Determinant resid covariance (dof adj.) 1.49E-12
Determinant resid covariance 1.46E-12
Log likelihood 15188.81
Akaike information criterion -18.69193
Schwarz criterion -18.56223
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Figure 5 - VAR Granger Causality/Block Exogeneity Wld Tests — Scenario 1

Dependent variable: RETDAX1

Excluded Chi-sq df Prob.
RETDJI 43.30804 4 0.0000
RETISE 3.697229 4 0.4485

All 48.02382 8 0.0000
Dependent variable: RETDJI
Excluded Chi-sq df Prob.
RETDAX1 121.8029 4 0.0000
RETISE 4.928412 4 0.2947
All 128.3112 8 0.0000
Dependent variable: RETISE
Excluded Chi-sq df Prob.
RETDAX1 69.18626 4 0.0000
RETDJI 65.93621 4 0.0000
All 257.0194 8 0.0000

Figure 6 - Pairwise Granger Causality Tests — Scena 1

Null Hypothesis: Obs F-Statistic Probability
RETDJI does not Granger Cause RETDAX1 1621 11.0837 7.2E-09
RETDAX1 does not Granger Cause RETDJI 30.8279 9.2E-25
RETISE does not Granger Cause RETDAX1 1621 1.15088 0.33088
RETDAX1 does not Granger Cause RETISE 46.0033 1.2E-36
RETISE does not Granger Cause RETDJI 1621 1.51627 0.19490
RETDJI does not Granger Cause RETISE 45.1332 5.7E-36
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Figure 7 - VAR Granger Causality/Block Exogeneity Wld Tests — Scenario 2

Dependent variable: RETDAX2

Excluded Chi-sq df Prob.
RETDJI 16.02839 4 0.0030
RETISE 3.107800 4 0.5400

All 20.05332 8 0.0101
Dependent variable: RETDJI
Excluded Chi-sq df Prob.
RETDAX2 251.7210 4 0.0000
RETISE 4.001011 4 0.4059
All 258.7181 8 0.0000
Dependent variable: RETISE
Excluded Chi-sq df Prob.
RETDAX2 93.03378 4 0.0000
RETDJI 63.77136 4 0.0000
All 283.5377 8 0.0000

Figure 8 - Pairwise Granger Causality Tests — Scena 2

Null Hypothesis: Obs F-Statistic Probability
RETDJI does not Granger Cause RETDAX2 1621 4.23872 0.00204
RETDAX2 does not Granger Cause RETDJI 63.6792 4.9E-50
RETISE does not Granger Cause RETDAX2 1621 0.99878 0.40700
RETDAX2 does not Granger Cause RETISE 52.9772 5.5E-42
RETISE does not Granger Cause RETDJI 1621 1.51627 0.19490
RETDJI does not Granger Cause RETISE 45,1332 5.7E-36
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Figure 9 - Impulse Responses — Scenario 1
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Figure 10 - Impulse Responses — Scenario 2
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Figure 11 - Variance Decompositions — Scenario 1
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Figure 12 - Variance Decompositions — Scenario 2
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