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Basel II requires Value at Risk (VaR) as a standardized risk measure for calculating market 

risk. However, the validity of the risk measure has been questioned since it neglects the losses 

beyond the VaR level. Expected Shortfall (ES) is a response to this limitation, as it is defined 

as the average of the losses ignored by VaR. This study applies VaR and ES to three 

commodities; gold, oil and corn by using the models historical simulation, age-weighted HS, 

volatility-weighted HS, normal distribution, Student-t distribution, log-normal distribution. 

Also, conditional volatility, structured as a GARCH(1,1) model, is applied to the three 

distributions. These nine models are evaluated by backtesting procedures for each commodity. 

Applying conditional variance improves the models radically and we conclude that the 

models Volatility-weighted HS and Student-t GARCH(1,1) are the most accurate models 

regarding the three commodities. Additionally, estimating ES adds value to this study, even 

though it is almost perfect positively correlated with VaR. 

 

Keywords: Value at Risk, Expected Shortfall, historical simulation, age-weighted HS, 

volatility-weighted HS, normal distribution, Student-t distribution, log-normal distribution, 

GARCH(1,1), backtesting 

  

  



3 
 

)*+$,+$ 

1 Introduction ............................................................................................................................. 5!
1.1 Background ....................................................................................................................... 5!
1.2 Problem discussion ........................................................................................................... 6!
1.3 Purpose ............................................................................................................................. 7!
1.4 Delimitation ...................................................................................................................... 7!
1.5 Reminder .......................................................................................................................... 7!

2 Theoretical background ........................................................................................................... 8!
2.1 Commodity market patterns ............................................................................................. 8!
2.2 Market risk ........................................................................................................................ 9!

2.2.1 Basel II ..................................................................................................................... 10!
2.3 Value at Risk .................................................................................................................. 10!
2.4 Expected Shortfall .......................................................................................................... 11!
2.5 VaR and ES .................................................................................................................... 13!

2.5.1 Parameters for VaR and ES ..................................................................................... 13!
2.5.2 Approaches .............................................................................................................. 14!

2.6 Non-parametric approach ............................................................................................... 15!
2.6.1 Historical simulation ................................................................................................ 15!

2.7 Semi-parametric approach .............................................................................................. 16!
2.7.1 Weighted historical simulation ................................................................................ 16!

2.8 Parametric approach ....................................................................................................... 17!
2.8.1 Normal distribution .................................................................................................. 18!
2.8.2 Student t-distribution ............................................................................................... 19!
2.8.3 Log-normal distribution ........................................................................................... 20!

2.9 Volatility modeling ......................................................................................................... 21!
2.10 Backtesting ................................................................................................................... 21!

2.10.1 Kupiec test ............................................................................................................. 21!
2.10.2 Christoffersen test .................................................................................................. 22!
2.10.3 Joint test of Kupiec and Christoffersen .................................................................. 23!
2.10.4 ES Ratio ................................................................................................................. 23!
2.10.5 MAE and RMSE .................................................................................................... 24!
2.10.6 GMZ ....................................................................................................................... 24!

2.11 Previous research .......................................................................................................... 25!
3 Methodology ......................................................................................................................... 27!

3.1 S&P GSCI ....................................................................................................................... 27!
3.2 Method ............................................................................................................................ 27!

4 Empirical results .................................................................................................................... 29!



4 
 

4.1 Gold ................................................................................................................................ 29!
4.1.1 Gold 95 % ................................................................................................................ 30!
4.1.2 Gold 99 % ................................................................................................................ 30!

4.2 Oil ................................................................................................................................... 31!
4.2.1 Oil 95 % ................................................................................................................... 32!
4.2.2 Oil 99 % ................................................................................................................... 32!

4.3 Corn ................................................................................................................................ 33!
4.3.1 Corn 95 % ................................................................................................................ 34!
4.3.2. Corn 99 % ............................................................................................................... 34!

5 Analysis ................................................................................................................................. 36!
5.1 Gold ................................................................................................................................ 37!

5.1.1 Gold – Value at Risk ................................................................................................ 37!
5.1.2 Gold – Expected Shortfall ........................................................................................ 40!

5.2 Oil ................................................................................................................................... 43!
5.2.1 Oil – Value at Risk ................................................................................................... 43!
5.2.2 Oil – Expected Shortfall ........................................................................................... 45!

5.3 Corn ................................................................................................................................ 46!
5.3.1 Corn – Value at Risk ................................................................................................ 47!
5.3.2 Corn – Expected Shortfall ........................................................................................ 48!

6 Conclusion ............................................................................................................................. 50!
References ................................................................................................................................ 52!
Appendix .................................................................................................................................. 56!
 
 (



5 
 

-(.+$%*/0'$1*+(

 

-2-(3&'45%*0+/(

Basel II, issued by the Basel Committee on Banking Supervision, regulates and makes 

recommendations on banking laws. Basel II requires Value at Risk (VaR) as a standardized 

risk measure which shall capture the market risk of the bank attempting to eliminate the 

probability of default, as well as to hold capital for default risk.1 

Yamai’s and Yoshiba’s article Value-at-Risk versus expected shortfall: A practical 

perspective, written in 2004, highlights the disadvantages of VaR, a risk measure that has 

turned out to be standardized for risk management. According to Yamai and Yoshiba, VaR 

does not capture a complete risk profile, and mean that Expected Shortfall (ES) is broader in 

that sense. The article focuses on market stress applied to a concentrated credit portfolio and 

foreign exchange rates, and concludes that VaR should be complemented with ES to eliminate 

the current limitations of using one standardized financial risk measure.2 

Additionally, Nassim Taleb, famous as the author of the book The Black Swan, 

pinpoints the disadvantage of the standardized risk measure VaR and its simplicity; 

“Proponents of VaR will argue that it has its shortcomings but it’s better than what you had 

before”.3 Taleb’s quote and Yamai’s and Yoshiba’s article therefore raise questions about the 

adequacy of VaR, and thus implicitly of Basel II. 

Büyükahin, Haigh and Robe wrote Commodities and Equities: A “Market of One”? 

in 2008, where they discuss the increased investments in commodities in the past decade and 

weather this has led to changed relations between commodities and traditional financial 

assets. Historically, risk factors that explain cross sectional variations in equity returns have 

had no forecasting power in commodity markets. However, the financial institutions’ 

increased activity in these markets has reduced the extent of cross-market arbitrage 

opportunities. As a result, more closely linked equity and commodity markets have appeared. 

The authors apply dynamic correlation and recursive cointegration techniques to S&P 500 

return and GSCI total return data, and find that the relation between the two asset classes has 

not changed significantly in the last 15 years. They also conclude that commodities have 

continued to offer benefits regarding portfolio diversification.4 

                                                 
1 http://www.bis.org/publ/bcbs140.htm 
2 Yamai and Yoshiba (2005) 
3 Jorion (2001) p. 499 
4 Büyükahin et. al. (2008) 
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In the book The Black Swan, Taleb writes the following sentence, meaning that people tend to 

defend risk measurements as if they were complete:5  

 “The problem with experts is that they do not know what they do not know.” 

 

According to the article The level and quality of Value-at-Risk disclosure by commercial 

banks, written by Pérignon and Smith in 2009, commercial banks most frequently use 

historical simulation when calculating VaR. The second most common used method is Monte 

Carlo simulation. The authors describe two reasons for historical simulations’ popularity. 

First, since banks are exposed to numerous risks, it is complex to estimate parametric VaR. 

Second, banks do not want too volatile day-to-day risk as a foundation of their VaR 

estimation, which is the outcome given by a parametric method relative to non-parametric 

methods, such as historical simulation. The authors express historical simulation as a 

“mechanical disconnection between 1-day VaR and future volatility” and question the 

common use of this model when measuring market risk.6 

Yamai’s and Yoshiba’s article mentioned in the earlier section, as well as Taleb’s 

expressions, made us curious about the qualities of VaR and ES. Previous studies within this 

field have primarily focused on traditional stock indices, such as S&P 500, see section 2.11 

for an example. Referring to the commodity article in section 1.1 above, and the differences 

between the traditional stock indices and commodities, there are incentives for studying 

commodities. Also, ES is less studied and its advantage, compared to VaR, is its consideration 

of observations beyond VaR.  

We have chosen to apply VaR and ES to three commodities; gold, oil and corn based 

on Standard & Poor’s GSCI Spot Index, which are priced in USD. The main reasons for 

choosing commodities are the limited number of studies applied to them within this area, in 

combination with their increasing importance as traded assets, as well as their divergence in 

price patterns compared to traditional asset classes. Gold, oil and corn were chosen to 

represent commodities due to their high liquidity on the commodity market. These 

commodities are of different characteristics, adding a broader perspective to the study. This 

thesis applies VaR and ES to the commodities given non-parametric, semi-parametric and 

parametric approaches with the purpose to evaluate which model that matches each 

commodity best.  
                                                 
5 Taleb (2007) 
6 Pérignon and Smith (2009) 
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The purpose of this thesis is to study Value at Risk and Expected Shortfall for long positions 

on a daily basis, applied to three commodities with non-parametric, semi-parametric and 

parametric approaches, nine models totally. We want to study how the two risk measures 

complement each other and investigate if there is one, or a few, models that correctly estimate 

the market risk for all commodities at the confidence intervals 95 % and 99 %. The evaluation 

of the nine different models is based on numerous backtesting tests. 
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Due to our limited time horizon in the thesis procedure, delimitations are necessary. Including 

more than three commodities would have improved the statistical inference in the report. 

Also, covering other financial markets, stock indices and foreign exchange as examples, 

would have been interesting since it might have been easier to interpret differences in the 

results, if any. Though, the commodities chosen are of different characteristics, adding a 

broader perspective to the study. Since the out-of-sample period is characterized by the recent 

global financial crisis, it would also have been motivated to add an out-of-sample period that 

does not cover this crisis.  

Furthermore, finding the most accurate model requires many approaches and including 

more than nine models would therefore have added value to the report. Also, the same 

argument can be applied to the choice of modeling the conditional volatility. This report only 

covers long positions and it would have been interesting to include short positions in the study 

as well. Due to the advantages and disadvantages of the backtesting procedure, more tests 

would have been motivated. 

 

-2>(?,91+/,%(

In chapter 2, the basic theoretical background is presented and will work as a foundation for 

the remaining part of the study, trying to fulfill the purpose. Chapter 3 describes the 

methodology to reach the results, which are presented in chapter 4. Finally, the results are 

analyzed in chapter 5, to be concluded in chapter 6. 

 

 

 (
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Energy products, metals and agricultural commodities are normally affected by business cycle 

changes that cause disturbance on the commodities’ supply and demand. 7  For instance, 

investors tend to trade more precious metals when the financial markets are turbulent. 8 

Generally, energy commodities are impacted by political changes, and agricultural products 

are sensitive to unanticipated weather. These components have the largest impact on 

commodity prices and many of them can not be foreseen. Furthermore, turbulent political 

issues, such as wars, have proven great effects on commodities. Commodities are also 

affected by decreased storage and seasonality. Additionally, the prices can be imbalanced if 

radical short-term trading speculations are made under a short period of time. These factors 

that impact the prices explain the complexity of the commodity market.9  

Looking beyond the commodities’ exposures presented above, commodity prices are 

positively correlated with inflation, meaning that commodities can affect the overall price 

level in an economy. Rogers, the author of the book Hot Commodities: Anyone Can Invest 

Profitably in the World’s Best market, explains that commodities have had better return, in 

combination with lower risk, than equities and bonds since 1959. Therefore, Rogers concludes 

that commodity investments will increase the diversification of a portfolio containing equities 

and bonds. He also argues that people investing in equities, without good knowledge of the 

commodity market, can not make as large returns as investors that are familiar with this 

market. That is, equities are, to a large extent, impacted by changes in commodity markets.10 

Moreover, it is common that individuals invest directly in commodities instead of indirect 

investments via equities. Since commodities usually are expressed in USD, they also offer 

possible hedges against reduction in USD in relation to other currencies.11 

 (

                                                 
7 Giot and Laurent (2003) 
8 https://www.dnbnor.se 
9 Giot and Laurent (2003) 
10 Rogers (2004) p. 208-214 
11 https://www.dnbnor.se 
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Market risk develops when certain factors in the overall economy changes, such as the level, 

or volatility,12 of market prices.13 An asset class’ market risk is typically a risk based on 

changes in interest rates, in which LIBOR is an example of a reference interest rate that 

generates the market risk. That is, since balance sheet assets’ and liabilities’ values are 

affected by changes in interest rate. Changes within commodities, currencies and equity 

values are other examples of factors that affect the market risk.14 Market risk is normally 

defined as an absolute risk when it is measured in absolute terms of a currency, e.g. USD. 

Otherwise, it is a relative risk and studies deviations from a benchmark index.15 

The concept risk factor is defined as influences on cash flow when any market-

determined asset price, rate or index value, changes. Furthermore, market risk can also be 

described by determining how the risk factors affect the values. To illustrate market risk, the 

Greek letters that describe five different types of market risk will be introduced. Delta is the 

risk based on a change in an underlying risk factor, all else equal, e.g. an interest risk affecting 

a bond price. The risk called Gamma is determined by the size of changes in Delta when the 

underlying risk factor changes. Vega is the risk of volatility changes of the underlying risk 

factor that impact the return of the asset. The risk factor Theta measures the exposures over 

time, in which insurance is an example, since it is bought in case something happens, and is 

useless if no incident occurs. The fifth risk is Rho, which describes changes in interest rates 

and affects net present value calculations of cash flows, since the rate is used as a hurdle 

rate. 16  These Greek letters are often divided into two groups; directional risks and non-

directional risks. Directional risks are influenced on direct financial market changes, e.g. 

changes in stock prices, commodities, interest rates and exchange rates, on which Delta is an 

example. Gamma is an example of a non-directional risk, since it is exposed to second-order 

effects on the market.17 

Additional market risks are correlation risk and basis risk. Correlation risk occurs 

when correlation changes between factors that impact the value of the portfolio. An example 

of basis risk is the difference in spot price of an asset compared to a future contract with the 

                                                 
12 For a deeper discussion on the topics of statistic and econometric, the reader is referred to Gujarati, Damodar 
N. Essentials of Econometrics (2006) and Brooks, Chris. Introductory Econometrics for Finance (2008). 
13 Jorion (2001) p. 15-16 
14 Culp (2001) p. 16-18 
15 Jorion  (2001) p. 15-16 
16 Culp (2001) p. 16-18 
17 Jorion (2001) p. 15-16 
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same underlying asset.18 Other market risk measures are duration, used for measuring interest 

rate risk, as well as Value at Risk and Expected Shortfall.19 
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The Internal Models Approach (IMA) to market risk states regulations on how banks must 

consider their market risk. The Basel Committee on Banking Supervision set the general 

criteria, which each country’s supervision authority revises to fit their exposure. The 

supervision authorities oversee that each bank has an independent risk control suited for its 

business. Banks must continuously backtest their market risk estimates, as well as stress test a 

hypothetical exposure, in relation to the actual movements on the financial market. Their 

evaluations should be modified on a regular basis, to match the current movements of the 

financial markets, and it is of importance that their day-to-day risk estimates fit their risk 

management. Furthermore, the supervision authorities make sure that the board of directors is 

closely involved with the risk management concerning the market risk exposure.20 

According to Basel II, banks can decide which model to attempt when estimating their 

VaR, but mentions historical simulation and Monte Carlo simulation as examples. However, it 

is a necessity to calculate the risk at a confidence interval of 99 % on a daily basis based on an 

in-sample period of at least one year.21 

As of relevance in this study, Basel II requires banks to consider commodity markets 

in which the banks hold substantial positions. A bank with a limited commodity exposure is 

only demanded to specify the exposure by each given risk factor, or by each given risk group, 

in which different types of oil could be grouped as an example. However, if the bank trades 

commodities frequently, the exposure of their derivatives and cash positions should be 

detailed.22 

 

62:(D&80,(&$(?14(

VaR measures the size of an amount at risk of underlying assets or liabilities at a specific 

probability and within a certain time period. In other words, VaR states the exposed amount 

                                                 
18 Culp (2001) p. 16-18 
19 Dowd (2005) p. 5, 27, 35 
20 http://www.bis.org/publ/bcbs148.pdf  
21 Ibid.  
22 Ibid. 
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and how likely it occurs. VaR is specified as follows, where VaR represents the absolute 

amount given its likelihood, ! %:23 
 

"#$% & '()* + , -$%*.% + /

012

34

 $5*6

-$%*768#9:;:<=<>?6@ABC<>?6D%BF><9B6D9#6G6
/7 confidence level e.g. 5 % 
 

When estimating VaR, a time horizon must be stated, in which market-related losses of the 

assets or liabilities might occur. This horizon depends on different circumstances; for instance 

the firm’s tolerance in relation to actual risks, how often the underlying assets or liabilities 

require risk evaluations, and how easily the firm can liquidate or hedge large losses. One day, 

one week or quarterly are time horizons that are commonly used when calculating VaR.24 

Furthermore, a relevant confidence level, !, must be assumed for the underlying assets 

or liabilities, given the probability of a loss. The confidence interval is equivalent to (5(!* %, 

where !6 is the probability of the left tail of a risk distribution, the normal distribution as an 

example. More specific, !6 is called the VaR level or the critical probability, meaning that VaR 

should not be exceeded more than !6 % of the time period. The two most common confidence 

levels are 1 % and 5 %, depending on the probability in which losses occur.25 
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A coherent risk measure )$J* should fulfill the following four axioms:26 

• Translation invariance. For all + L M and all real numbers /, 

 N$+ O / 0 1* + N$+* 2 / 

• Subadditivity. For all +3and all +4 L M5 N$+3 O +4* & N$+3* O N$+4* 

• Positive homogeneity. For all  6 7 8 and all + L M5 N$6+* + 6N$+*6 

• Monotonicity. For all  + and 9 L M with + & 9, N$9* & N$+* 
M76;==6#<CZC6

+76#;B@9;6\;#<;:=A6

17(0&,7%&/:(#+07&7;$(#,7%$(
/7(.2+53&(73;$0&$'(73(,708(-,$$(.00$&(

976#;B@9;6\;#<;:=A6 676F9BC>;B>6C>;><B=6>^A68#989#><9B69D6>^A689#>D9=<96

  

                                                 
23 Culp (2001) p. 342-344 
24 Ibid. 
25 Ibid. 
26 Artzner et. al. (1999)  
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VaR does only fulfill the second axiom, subadditivity, when the returns are elliptically 

distributed. Generally, VaR can not be considered as a coherent risk measure. This second 

axiom says that the risk of a portfolio made up of sub-portfolios is at most the sum of the 

individual sub-portfolios’ risks, which is an effect that arises from diversification. Acerbi and 

Tasche (2001) argue that the axiom of subadditivity should not be violated in any case and the 

risk measure still remains coherent.27  

As a response to the shortcoming of VaR, the coherent risk measure Expected 

Shortfall was introduced by Artzner et. al. (1997) and Delbaen (2002). ES is the expected 

value of the loss given that a VaR violation has occurred and expresses, in the same way as 

VaR, the expected risk in one figure.28 Expected Shortfall can be stated as the average of the 

worst !""# % of losses:29 
 

$%&'( )
!

#
* +,-.

&

&'(

/ 012/

#3/456789:64:/;:<:;=/:>?>/@A/

+,3/BC:/DEFGH6B8;:/IC:J:/. ) #/

 

In the same way as VaR, ES varies with the confidence level and holding period. Except for 

its role as a coherent risk measure, ES has other advantages over VaR. Value at Risk says 

nothing about the size of the loss exceeding the value of the estimated VaR, while ES 

specifies what happens in those bad states. ES is also consistent with expected utility 

maximization if portfolios can be ranked according to second order stochastic dominance, 

whereas VaR requires the more restrictive first order stochastic dominance. 30  Another 

advantage with Expected Shortfall is that the portfolio’s risk surface will be convex implied 

by the subadditivity character of the risk measure. The convexity will make certain that a 

local optimum also is a global optimum, solving the optimization problem, which is not the 

fact with VaR.31  

However, Expected Shortfall is also related to disadvantages. As ES considers the 

losses beyond VaR, the accuracy of the estimated tail of the distribution is especially 

important. With conventional estimation methods, such as Monte Carlo simulation, this 

estimation might be difficult, particularly under extreme market conditions.32 With fat-tailed 

                                                 
27 Acerbi and Tasche (2001) 
28 Angelidis and Degiannakis (2007) 
29 Dowd (2005) p. 35 
30 Dowd (2005) p. 35-36 
31 Acerbi and Tasche ( 2001) 
32 Yamai and Yoshiba (2002) 
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underlying distributions, the estimation error is much larger for ES than for VaR, and 

therefore, the sample size of the simulation should increase.33 Another problem with ES is the 

backtesting of the accuracy of the model, which requires more data than the backtesting of 

VaR.34  
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VaR and ES are based on two parameters, which have to be chosen with respect to the context 

in which the risk measure is used:35 

• Holding period 

• Confidence level 

 

Additionally, when calculating ES and VaR, frequencies of the observations must be set. This 

frequency should be equal to, or lower, than the holding period. As an example, the frequency 

might be one day if the holding period is one week.36 The following equations exemplify 

normal distributed VaR and ES, respectively, over a holding period of C and confidence 

interval (5(!*:37 
 '()$_5 5 2 /* + 2_`2 O a_b2c33d $e*6

 
fg$_5 5 2 /* + 2_`2 O a_b2

h$c33d*

/
 $i*6

 

2.5.1.1 Holding period(

Liquidity is one of four main aspects affecting the choice of holding period. According to this 

factor, the holding period shall be set equal to the time it takes to liquidate the position in that 

market. For example, thin markets can cause time-consuming liquidation and therefore, a 

longer holding period should be more suitable. Trading over the counter is assumed to be 

particularly thin. The second factor comes from a normal approximation which can be more 

justifiable for non-normally distributed asset returns when shorter holding periods are used. 

Using shorter holding periods, more observations will be obtained within a time horizon, 

compared to longer holding periods. VaR typically requires that the composition of a portfolio 

                                                 
33 Yamai and Yoshiba (2005) 
34 Yamai and Yoshiba (2002) 
35 Dowd (1998) p. 50 
36 Culp (2001) p. 342-344 
37 Dowd (2005) p. 155 



14 
 

of assets remains the same over the holding period, which also motivates the use of short 

holding periods. Reliable validations require a large data set. Long holding periods will lead 

to observations collected under a much longer time horizon than for shorter holding periods 

and might include observations that are too old to be meaningful. This reason speaks for the 

use of shorter holding periods.38  

 

<=>=?=<(1+3-7'$3%$(/$;$/(
The choice of confidence level is impacted by the assumed probability distribution and the 

purpose of the risk measure. For example, the process of determining the internal capital 

requirements, and providing inputs for internal risk management, will influence the choice of 

confidence level in different ways. Generally, a high confidence level can be used for 

validation, a medium, or low, level for accounting and comparison purposes, and a low 

confidence level for risk management and capital requirements.39  

 

<=>=?=@().2#/$(
The observations in the in-sample period are used to estimate the models’ risk values, which 

can be evaluated through a comparison to the out-of-sample observations. For instance, with a 

time period of seven years, the first five years can be defined as the in-sample period and used 

to estimate values for the remaining two years, the out-of-sample period. The estimates can be 

tested by comparing them to the out-of-sample observations40, referred to as backtesting.41 

A rolling window includes a constant number of observations, moving through the 

sample as the time passes by. A recursive window keeps the initial starting point and includes 

one more observation for each time sequence.42  

(

62>26(;;%*&'A,(

VaR can be calculated using one of the three approaches:43 

• Non-parametric  

• Parametric  

• Semi-parametric  

                                                 
38 Dowd (1998) p. 51-52 
39 Dowd (1998) p. 52-53 
40 Brooks (2008) p. 245 
41 Dowd (2005) p. 323 
42 Brooks (2008) p. 246 
43 Angelidis and Degiannakis (2007) 
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The non-parametric approach estimates the risk measure without assuming central features of 

the returns’ underlying distribution. The recent empirical distribution of the returns is used 

together with the assumption that the history will repeat itself in the future.44 For assets which 

returns are not normally distributed, or when extreme events are likely to occur more 

frequently than the normal distribution states, the non-parametric approach is well 

performing.45 Other appealing advantages with this method are its independence of parametric 

assumptions and its ability to make improvements and refinements when necessary. However, 

the method has a high dependence on the data set and does not allow possible events that have 

not occurred in the history.46 

 

62I2-(L1$*%1'&8(1908&$1*+(

Historical simulation is a histogram-based method and the most popular within the non-

parametric approach. The future distribution of the returns is assumed to match the historical 

distribution, which can be used to simulate the asset’s VaR and ES.47 By plotting the returns 

in a histogram, Expected Shortfall and Value at Risk can easily be estimated by observing the 

value from the histogram. As an example, a sample of 10,000 observations at a confidence 

level of 99 %, VaR will be the 101st highest loss, and ES will be the average of the 100 

highest losses. 48  This procedure will directly account for fat tails, skewness and other 

properties.49 The approach is, among many things, simple to both implement and explain, it 

can accommodate non-normal features, avoids model risk, accommodates volatilities and 

correlations implicitly, and can be used on all types of instruments. However, the historical 

simulation has disadvantages primarily related to data problems. As it is completely 

dependent on the data set, only events that are represented in the collected historical data will 

have a probability of occurring in the future, and therefore, be covered in the risk measure. 

Another disadvantage is the ghost effect appearing as results of using a rolling window and 

equal weights for all observations in the in-sample. When the window moves, observations 

fall out of the sample and lead to “leaps” in the values of the risk measure. 50  

 

                                                 
44 Dowd (2005) p. 83 
45 Angelidis and Degiannakis (2007) 
46 Dowd (2005) p. 99-100 
47 Dowd (1998) p. 99-104 
48 Dowd (2005) p. 84 
49 Bodoukh et. al. (1998) 
50 Dowd (1998) p. 99-104 
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The semi-parametric approach combines the parametric and non-parametric methods. Two of 

the models included are filtered historical simulation and extreme value theory.51 Weighted 

historical simulation models can also be referred to as semi-parametric approaches.52 

 

62M2-(N,15A$,/(A1$*%1'&8(1908&$1*+(

The traditional historical simulation, discussed above, gives all past observations the same 

weight. An observation will therefore have a constant impact on the risk measure as long as it 

stays within the sample, and when it is too old and falls out of the sample, it has no effect. The 

traditional approach also assumes that the observations are IID (Independent and Identically 

Distributed). This assumption comes from the fact that this method treats the observations as 

if they were equally likely and independent of each other over time. By weighting the 

observations, it is possible to overcome some of the problems with the traditional historical 

simulation.53 

 

<=A=?=<(4+/.&7/7&:BC$7D*&$'(*70&+,7%./(0725/.&7+3(
The observations can be adjusted according to the changes in volatility and the beliefs about 

future volatility in relation to its past. This method will, in contrast to the traditional historical 

approach, not underestimate the future risk in periods of high volatility, or overestimate the 

risk when the volatility is low. The observations can be weighted with the following 

formula:54 
 

KL5j
k + l

bm5j

bn5j
o 1n5j $p*6

bn5j!"#$%&'($)*+",'(-)*%&"',"&#-"(-&.(/%0"1'+*&$+$&2"'/"*%%-&"$",'("3*2"&"4*3-"*&"3*2"&56"

789:!"&#-"4'%&"(-)-/&",'(-)*%&"',"&#-"1'+*&$+$&2"',"*%%-&"$"

1<9:!"&#-"(-&.(/"$/"&#-"3*&*"%-&"

 

By using the modified return (=&9$, observations in periods of lower volatility will have lower 

impact on the risk, and higher impact in periods of higher volatility.55  

                                                 
51 Angelidis and Degiannakis (2007) 
52 Dowd (2005) p. 100 
53 Dowd (2005) p. 92-93 
54 Dowd (2005) p. 94-95 
55 Ibid. 
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The observations can also be adjusted according to their age, and for example, make the 

newer observations more important than older. The weights used in the traditional historical 

simulation, 6>/, is replaced with ?@$A from the following formula:56 
 

B@CA D
E:FG@6 2 EA

6 2 EI
 @JA"

E!"#$%&$'()"(*$"$+,-.$.(/0&"#0($"-%"1$'023"4 5 6 7 8"

/!"(*$"%/=:#$"#$%&$'(/.="(*$"0=$"-%"(*$"-;)$#<0(/-.3"(*$"=-)("#$'$.("-;)$#<0(/-."*0)"<0&:$"8"
.!".:=;$#"-%"-;)$#<0(/-.)"

 

The traditional historical simulation can be expressed with the weight above using zero decay, 

equivalent to a decay factor of one, 6 > 8. By using a value of ? different from one and a 

recursive window, there should no longer be any leaps in the sample as old observations no 

longer falls out. In this way, no information will be thrown away and it is possible to let the 

sample grow to sizes not handled under the traditional historical simulation approach.57  

There is no statistical method for estimating the parameter ?. However, Christoffersen 

(2003) suggests that ? should be set equal to 0.95 and Boudoukh et al. (1998) that 0.97 or 0.99 

should be used.58  
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Under the parametric approach, a probability curve is fitted to the data. As this method makes 

use of the additional information, included in the assumed distribution function, it is more 

powerful than the non-parametric approach. However, the results depend to a large extent on 

the quality of the parameters estimated and assumed. Fitting the distributions conditionally, 

rather than unconditionally, is recommended and will, for example, take volatility clustering 

into account. Another pleasant aspect with this approach is that the formulas provided by the 

different distributions can be used for any confidence level and holding period.59  

The continuously compound rate of return from time (@8 to (, 2(, can be expressed as 

follows:60  
 AB > &."CDB DBE3GH  CIG"

 AB > JB K LB CMG"

                                                 
56 Dowd (2005) p. 93-94 
57 Ibid. 
58 Angelidis and Degiannakis (2007) 
59 Dowd (2005) p. 151, 154 
60 Angelidis and Degiannakis (2007) 
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The conditional mean, >&, and conditional standard deviation, E&, depend on the information 

available at time .MI.61 In this context, it has been shown that a complex arrangement of the 

conditional mean does not add any value in the prediction process.62  

In general, the distribution of the returns will depend on the volatility of the 

unpredictable component N.. Returns can be made both skewed and heavy-tailed by a 

stochastic process, and is therefore important to take into account when using the parametric 

approach. The stochastic volatility process can, for example, be expressed as a GARCH.63  

The one-step-ahead VaR and ES forecasts can under any distributions be computed as 

follows:64 
 OPQR&S(T&

$U)
V >R&S(T& W XY$D&Z [

$&)H \$&))ER&S(T& $I])#

 ^_R&S(T&
$U)

V ^ `Ra&S(T ba&S( c OPQR&S(T&
$U)

de $If)#

Xg$D&Z [
$&)H \$&))+#.L7#P&h#i0="./!7#-:#.L7#=110375#5/1.6/?0./-"H#j/97"#/":-63=./-"#=9=/!=?!7#=.#./37#.#

>R&S(T&+#,-"5/./-"=!#37="#:-67,=1.#=.#./37#.WI#?=175#-"#/":-63=./-"#=9=/!=?!7#=.#./37#.#

ER&S(T&+#,-"5/./-"=!#1.="5=65#579/=./-"#:-67,=1.#=.#./37#.WI#?=175#-"#/":-63=./-"#=9=/!=?!7#=.#./37#.#

 

For ES, no analytical solutions exist for all distributional assumptions, and the risk measure 

can therefore be calculated by taking the average of the VaRs in the tail.65  
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The normal distribution only requires two parameters, the mean and the standard deviation, 

and is in many contexts well motivated by the central limit theorem. As the mean and 

standard deviation typically are unknown, it is necessary to work with their estimates. 

Formulas for VaR and ES are presented below:66 

                                                 
61 Angelidis and Degiannakis (2007) 
62 Angelidis and Degiannakis (2004) 
63 Dowd (2005) p. 152-153 
64 Angelidis and Degiannakis (2007) 
65 Ibid. 
66 Dowd (2005) p. 154-157 
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A drawback with this parametric approach is that most financial returns are not normally 

distributed. They do rather have excess kurtosis.67  
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The Student-t distribution is symmetric around the mean and offers a method to manage the 

excess kurtosis, the fat tails. The symmetry has made authors to dismiss this approach in favor 

for asymmetric distributions that can manage the observed skewness of financial time series.68 

The kurtosis is related to the degrees of freedom, <, in the following manner:69 
 aCb 2 cG Cb 2 [GH  C8dG"

 

A high kurtosis is a result of a low value for <, and vice versa. When the degrees of freedom 

reach a certain point, the Student-t distribution converges to a normal distribution. The 

formula for VaR given this distribution looks as follows:70 
 

UVWC8 2 _G > 2JY K e
b 2 c

b
NYfC3EZG9R @6SA"

T@GFUA9R!"")'/,$3-/)-"$/&-(1*+"&-(49"(-,-(%"&'"*"V&.3-/&5&"3$%&($W.&$'/"

Figure 1. The difference between the tails of normal  
and Student-t distribution.71 

                                                 
67 Dowd (2005) p. 154-157 
68 Angelidis and Degiannakis (2007) 
69 Dowd (2005) p. 160 
70 Dowd (2005) p. 159-160 
71 Dowd (2005) p. 158 



20 
 

62O2:(P*5K+*%9&8(/1$%10$1*+(

Assuming that the geometric returns are normally distributed is the same as assuming that the 

asset prices are log-normally distributed. A log-normal distribution is asymmetric, which 

implies that long and short trading positions do not have identical risk exposure. The loss of a 

long position is tied to the value of the investment, while a short position can lead to much 

greater losses. Another feature, except the asymmetry, is its consistence with a geometric 

Brownian motion process for the underlying assets’ price. The formulas below describe a long 

and short position for VaR, respectively:72  
 UVW > ! M $N.0OP M QPR0&'(22 0!S2/

 TUV ) MW! M $N.XOP Y QPR0&'(2Z[ 0!\2/

 

 
Figure 2. Long and short positions of the log-normal  
distribution.73 

 

 (

                                                 
72 Dowd (2005) p. 161-163 
73 Dowd (2005) p. 163 
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Volatility is measured as the standard deviation of returns and can be estimated by a 

numerous of different models. A Generalised Autoregressive Conditionally Heteroscedastic 

model (GARCH) is one of these models and allows the conditional variance to be dependent 

upon its previous own lags. A GARCH model does not assume constant variance and will 

take volatility clustering into consideration. Following equation presents a GARCH(1,1):74 
 NgBh3SB

i > _j K _3kB
i K lNB

i @XKA"

Y< D ZG [ Z\]\ [ ^<  
&#-"(-%$3.*+"-_.*&$'/!"^< D `<7<""

 

Hansen and Lunde (2005) presented an article of a comparison of 330 volatility models in 

terms of the models ability to forecast the conditional variance on data consisting of one 

exchange rate (DM - $) and one stock price (IBM). Their results show that there is no model 

that outperforms the GARCH(1,1) model when it comes to either the exchange rate or the 

stock price.75 However, studies of volatility models within the area of computing VaR point in 

different directions. Ané suggests that a GARCH(1,1) is sufficient when measuring the 

discussed risk,76 while Billio and Pelizzon are not as convinced about its superiority.77 

 

62-R(3&'4$,$1+5(

When a risk model has been constructed and presented, it should be statistically evaluated. 

One important feature in this context is backtesting, which is a quantitative method of 

determining whether the estimated results of a model are correct given the assumptions of the 

model.78 

VaR forecasts can for example be tested with the Kupiec test and the Christoffersen 

test. However, those tests are not applicable when evaluating ES models. Instead, methods 

such as the Mean Absolute Error (MAE), the Root Mean Squared Error (RMSE), the 

Generalized Mincer-Zarnowitz regression (GMZ) and ES ratio can be used. 

 

62-R2-(S0;1,'($,$(

The Kupiec test, developed by Kupiec (1995), focuses on the property of unconditional 

coverage. The test examines whether the forecasted VaR is violated more or less than 
                                                 
74 Brooks (2008) p. 383-392 
75 Hansen and Lunde (2005) 
76 Ané (2006) 
77 Billio and Pelizzon (2000) 
78 Dowd (2005) p. 321 
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!""# % of the time. The accuracy of the risk model is questioned if the number of violations 

is significantly different from !""# %. That is, if the model systematically underestimates or 

overestimates VaR.79 The Kupiec test is formulated as a ]^0!2 distributed Likelihood Ratio 

(LR) test. The formula is presented below:80 
 

_V`a ) McmnQ
C! M .2bc.bd

0! M e2bcebd
f]^0!2 !"#$%

&'%()*+,-.*+%()/010,2,.3%/4%*5-**+16-*7% 89'%6:;0*)%/4%*5-**+16-*7%

8<'%6:;0*)%/4%6/6=*5-**+16-*7% >'*;(,),-12%4)*?:*6-3%/4%*5-**+16-*7%

 

Two drawbacks are related to tests of unconditional coverage. First, the Kupiec test has 

difficulties detecting VaR measures that systematically underestimate and overestimate the 

risk. Increasing the sample, over which the test is constructed, is one way to reduce the effects 

of this shortcoming. Second, as the focus only lies on the unconditional coverage property, the 

independence property is neglected. This means that the test pays no attention to whether the 

losses that exceed the forecasted VaR appear in clusters. A p-value below the chosen 

significance level indicates that the model can be rejected.81 
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Due to criticism of the Kupiec test, tests that explicitly investigate the independence property 

of VaR series were developed.82 The Christoffersen test (1998) examines the independence 

against an explicit first-order Markov process.83 This test evaluates whether or not a VaR 

violation depends on whether a violation took place the earlier day or not. A correct model 

should imply that the probability of having a violation of VaR is independent of the previous 

day’s outcome.84 Also, the Christoffersen test is formulated as a LR test, presented below:85 
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79 Campbell (2005) 
80 Christoffersen (1998) 
81 Campbell (2005)  
82 Ibid. 
83 Christoffersen (1998) 
84 Campbell (2005) 
85 Christoffersen (1998) 
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The main drawback with independence tests is the specification of the alternative hypothesis 

the independence property is tested against. As there exist numerous ways, in which the 

independence property may be violated, an independence test should describe all of these 

anomalies that the test evaluates. Violations that are not related to the defined anomalies will 

therefore not be detected. As for the Kupiec test, a p-value below the chosen significance 

level indicates that the model can be rejected.86 
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The Joint test combines the Kupiec unconditional coverage with the Christoffersen 

independence into one complete test of conditional coverage. The three tests are related as 

follows:87 
 oWpp > oWqp K oWrstuv

iCcG $qe*6

 

 

This Joint test will detect a VaR model which violates neither the unconditional coverage 

property, nor the independence property. However, a situation where only one of the two 

properties is fulfilled might lead to difficulties for the Joint test to detect the insufficiency of 

the VaR model.88 
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The RiskMetrics Group, a financial services company, presents a way to evaluate the 

forecasted ES values. This measure will in this report be referred to as the ES ratio. The 

process of determining the ES ratio can be explained by the following steps:89 

• Forecast fgn for the quantile probability q and observe the actual return, )n 

• Choose the days which losses are within the q-tail, )n< -'()n, and divide those return 

by the forecasted fgn, )n/fgn 

• Calculate the average value of those quotas, ()n/fgn)/number of VaR violations 

 

A correct model should give an expected value of )n6 equal to the estimated fgn , and 

therefore, this model should have an average quota of one.90 The quota calculated in this 

                                                 
86 Campbell (2005) 
87 Christoffersen (1998) 
88 Campbell (2005) 
89 http://www.riskmetrics.com 
90 Ibid.  
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report is then subtracted by one meaning that a adequate model should have an ES ratio equal 

to zero. Also, as no distribution is stated regarding the test process, we chose to evaluate the 

values in relation to the properties of the adequate model. 
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Following Lopez (1999), the previous discussed backtesting approaches of VaR models can 

come up with more than one adequate risk model, and therefore lead to difficulties in 

choosing one unique way of measuring risk. Lopez suggested a forecast evaluation framework 

that should overcome this shortcoming. However, this framework was criticised by Angelidis 

and Degiannakis in Backtesting VaR Models: An Expected Shortfall Approach, where they 

presented a modification of Lopez’s approach. Instead of evaluating VaR, their suggestion is 

to use MAE and MSE to test ES’s accuracy. The equations are presented below:91 
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The most accurate model will give the lowest values for MAE and MSE, respectively.92 In 

this report, the square root of MSE will be taken in order to simplify comparison between the 

two measures. 

  

62-R2I(UCV(

Another approach when evaluating Expected Shortfall is by using a Generalized Mincer-

Zarnowitz, GMZ, regression. ES is a conditional mean according to the following 

regression:93 
 7>P7H>?;Q 8 7>PM>?;IM>?; R GS&M>?;0Q 12T4!

                                                 
91 Angelidis and Degiannakis (2006) 
92 Ibid. 
93 http://www.kevinsheppard.com 
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Therefore, the GMZ regression can be used to test whether or not this mean is zero. The GMZ 

regression is presented below:94 
 x\]Bh3SBg 2 WBh3yTxYz{|}E~�Yz{|Szgy > �B� @hKA"

ijklmnoFpqklmnglfr
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If the model for forecasting Expected Shortfall is correct, the regression should not have a 

significant intercept, � > K, and the model should not be rejected. If v w K, the VaR violated 

returns differ from the forecasted ES values, and the model can be improved. A p-value below 

the chosen significance level indicates that the model can be rejected.95 
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Acerbi and Tasche wrote Expected Shortfall: a natural coherent alternative to Value at Risk 

in 2001, as a response to VaR’s flaws regarding measuring the risk of portfolios. They argue 

that ES, as a coherent risk measure, captures all advantages of VaR. Moreover, it can be 

applied to any kind of risk and instrument and it considers the different risks that a portfolio is 

exposed to. Additionally, the article means that ES easily can replace the banks’ present risk 

management system based on VaR, because of its simplicity and similarities to VaR.96 

The article Backtesting VaR Models: An Expected Shortfall Approach, written by 

Angelidis and Degiannakis 2006, tests VaR and ES on S&P 500, gold and the exchange rate 

USD/GBP given four different distributions. The study was made at two confidence intervals, 

95 % and 99 %, as well as for long and short trading positions. Angelidis and Degiannakis 

analyzed the data using a SPA model, among others, and found that the equity index, the 

commodity, and the exchange rate all fitted different distributions. However, some similarities 

among the distributions were found; for example, the Student-t and skewed Student-t 

distributions both overestimated the true VaR. The article concludes that different models can 

be chosen to explain the risks of S&P 500, gold and USD/GBP.97 

The study Estimation of tail-related risk measures for heteroscedastic financial time 

series: an extreme value approach, by McNeil and Frey 2000, estimates VaR and other risk 

measures, such as ES, on heteroscedastic financial returns. The article combines pseudo-

maximum-likelihood fitting of GARCH models to approximate volatility and extreme value 
                                                 
94 http://www.kevinsheppard.com 
95 Ibid. 
96 Acerbi and Tasche (2001) 
97 Angelidis and Degiannakis (2006) 
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theory. McNeil and Frey state that their approximation is well suited for one-day estimations, 

since it captures the risks situated in the tails of the distributions. Their method uses multiple-

day time horizons for conditional quantiles of returns and the authors mean that it surpasses 

the method called square-root-of-time scaling. The article concludes that ES is a good risk 

measure in sense of its theoretical properties compared to VaR.98  

Market risk in commodity markets: a VaR approach is an article written by Giot and 

Laurent 2003 that focuses on long and short trading positions for commodity traders with a 

VaR approach. Six commodities are chosen for estimating the market risk, based on a one-day 

time horizon; aluminum, copper, nickel, two types of crude oil and cocoa. These commodities 

are backtested on RiskMetrics, skewed Student-t APARCH and skewed Student-t ARCH 

models, in which Student-t APARCH is best suited for each commodity. However, the 

skewed Student-t ARCH gives good approximations and its characteristics are simple.99 

 

 (

                                                 
98 McNeil and Frey (2000) 
99 Giot and Laurent (2003) 
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The Standard & Poor’s Goldman Sachs Commodity Index (S&P GSCI) is a benchmark for 

investments in the commodity markets. The index is recognized as a leading measure of 

inflation in the world economy and general commodity price movements. The index series 

includes several sub indices, such as those indices comprised of commodity sectors, thematic 

baskets and single components. The physical commodities included in the indices are traded 

on active and liquid futures markets. Three criteria have to be fulfilled for a contract to be 

included in the S&P GSCI:100 

• General eligibility. The contract must be denominated in USD and traded on a trading 

service with the principal business place in a country member of OECD.  

• Volume and weight. The contract must meet both the minimum reference percentage 

dollar weights and the total dollar value traded requirements. 

• Number. Commodities are considered to constitute a single S&P GSCI commodity 

based on factors such as physical characteristics, production, trading, use and pricing. 

 

The S&P GSCI Spot Index is based on price levels of the contracts included in the S&P 

GSCI.101 The commodities studied in this report are presented in the table below:102 

 

"##$%$&'!()*!+,-).!(&/)!
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9:;!<9=>!<)@+!>#+'6!92)/!

            Table 1. S&P GSCI 
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The three commodities’ daily prices are taken from Datastream in the Finance Lab on the 

School of Economics and Management at Lund University. The commodity data is based on 

S&P GSCI, and the returns are calculated as daily log-returns in Excel. The market risk is 

measured in USD, and since the commodities are priced in the same currency, no translation 

                                                 
100 http://www.standardandpoors.com 
101 Ibid. 
102 http://www.goldman-sachs.ch 
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effects occur. The data period covers January 1st 1998 to December 30th 2009, and provides 

the study with 3,130 observations for each commodity. The in-sample period contains ten 

years, January 1st 1998 to December 31st 2007, resulting in an out-of-sample period between 

January 1st 2008 and December 30th 2009. However, the in-sample period varies depending 

on if the evaluated model is based on a rolling or recursive window. The recursive window is 

applied to the models Age-weighted HS and Volatility-weighted HS to avoid the loss of 

observations, whereas the remaining models are calculated with a rolling window. 

Regarding VaR, the percentile function, and other regular formulas, have been used in 

Excel for calculating all VaR models manually, except the Volatility-weighted HS. Volatility-

weighted HS has been calculated with a macro in Excel, which can be viewed in Appendix 1. 

Additionally, the Average VaR, VaR Rate, Kupiec, Christoffersen and Joint tests have been 

calculated in Excel.  

The calculations concerning ES are, just like VaR, generally based on calculations in 

Excel. However, the Volatility-weighted HS model and the Age-weighted HS model are 

calculated with an Excel macro, see Appendix 1. Furthermore, the Average ES, ES Ratio, 

MAE and RMSE tests are calculated manually in Excel. Excel has also been used for 

calculating correlations between VaR and ES for each model and confidence interval.  

EViews has been used for the Jarque-Bera test regarding the normality test of the data 

sample. Also, all plotted commodity returns are outputs from EViews, as well as estimations 

of GARCH(1,1), see Appendix 2. 
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In this chapter, the results are presented in the order gold, oil and corn. Furthermore, the 

results are categorized into each confidence interval. This order has been chosen with respect 

to the layout of the result tables. However, the analysis is more interesting to discuss for each 

commodity and risk measure and therefore another sorting is chosen for the next chapter. 

Note that the GMZ test for ES, in some cases, includes too few observations to give results 

possible for interpretation, stated as NA. It should also be noted that the power of the various 

tests are lower at the 99 % confidence interval than at the 95 % confidence interval for both 

VaR and ES. The results are presented in Table 2 to Table 7, as well as in Appendix 3 to 

Appendix 6. Note that the scales of the plots are different in Appendix 3 to Appendix 5. The 

results for the Log-Normal model are risk measures given long positions. The correlations 

between VaR and ES for all models, respectively, are high and positive, and the majority of 

the models are perfectly positively correlated. The correlations can be viewed in Appendix 7 

to Appendix 9.  

A decay factor of 0.999, when calculating Age-weighted HS, has been chosen. When 

using the recommended 0.95, 0.97 or 0.99, the differences between the observations’ weights 

would have been too large and difficult to motivate for our data. 

 

<2-(U*8/(

The average degrees of freedom used when calculating the Student-t distribution for gold is 

4.945 and the kurtosis varies between 8.190 and 10.413. The daily returns of gold during the 

time period 1998-01-01 to 2009-12-30 can be seen in the figure below. For a more specific 

illustration of the returns during the out-of-sample period, see Figure 6 on page 37. The 

Jarque-Bera test, presented in Appendix 10, shows no normality for the 3,130 observations. 

Figure 3. Gold daily returns during 1998 to 2009. 
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A summary of the results at the 95 % confidence interval for gold are shown in Table 2, more 

extensive results are presented in Appendix 3 and Appendix 6. The table describes a great 

variation of Average VaR values and Average ES values. The VaR Rates all exceed 5 %, 

which is the value expected at the 95 % confidence interval. At the same confidence interval,  
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Table 2. Av. VaR, VaR Rate and Av. ES are stated in percent. Kupiec, Chris. (Christoffersen), Joint and GMZ 
are stated in p-values and are not rejected when the p-values are higher than 0.01. ES Ratio is expressed in 
quota scale and MAE and RMSE are ordinal scales, ranked in ascending order. 
 

the Volatility-weighted HS, Normal GARCH(1,1) and Student-t GARCH(1,1) are the models 

that can not be rejected in the Kupiec test, whereas the Historical Simulation is the only model 

that can be rejected in the Christoffersen test. Since Volatility-weighted HS, Normal 

GARCH(1,1) and Student-t GARCH(1,1) are the only models with p-values higher than 0.01 

in the tests Kupiec and Christoffersen, these are also the single models that can not be rejected 

in the Joint test. 

Regarding the ES Ratio, values close to zero can be found for all models. Furthermore, 

the most preferred MAE and RMSE results are close to zero, stated as a ranking in Table 2. 

The two models Normal and Log-Normal, have p-values below 0.01 in the GMZ test, 

meaning that the models can not be rejected.  
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Compared to the 95 % confidence interval, the Average VaR values are, by definition, higher 

at the 99 % confidence interval, see Table 3. Moreover, the averages show variation. The 

same pattern is stated for Average ES. The results of the Kupiec test explain four models that 

can not be rejected; Volatility-weighted HS, Age-weighted HS, Normal GARCH(1,1) and 
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Student-t GARCH(1,1). As a consequence, these models can not be rejected in the Joint test, 

solely. Regarding the MAE test, the Volatility-weighted HS model presents the value closest 

to zero. Additionally, the Volatility-weighted HS model has the best RMSE result. However, 

the best result in the ES Ratio test is given by Age-weighted HS. The ranking of MAE and 

RMSE tests are shown in Table 3. The GMZ test gives seven models with p-values above 

0.01, indicating that the models can not be rejected. 
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Table 3. Av. VaR, VaR Rate and Av. ES are stated in percent. Kupiec, Chris. (Christoffersen), Joint and GMZ 
are stated in p-values and are not rejected when the p-values are higher than 0.01. ES Ratio is expressed in 
quota scale and MAE and RMSE are ordinal scales, ranked in ascending order.  
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As can be seen in Appendix 11, the Jarque-Bera test for oil illustrates non-normality. The 

Student-t distribution’s average degrees of freedom is 6.050 and the kurtosis interval is 

between 5.486 and 6.417. Figure 4, illustrating the daily returns, demonstrates higher 

movements than the returns of gold. Furthermore, the volatility tends to be higher during the 

study’s out of sample period, which is explicitly presented in Figure 8 on page 43. 

Figure 4. Oil daily returns during 1998 to 2009. 
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Oil’s Average VaR values are higher than the averages of gold at the confidence interval of 

95 %. Moreover, when comparing oil in Table 4 to gold in Table 2, the VaR values for oil are 

even higher than the Average ES figures for gold at this confidence interval. As regards the 

VaR Rate, no models fall below the 5 % level. All models have higher p-values than 0.01 

under the Christoffersen test. However, the Joint test can not be rejected for Volatility-

weighted HS and Normal GARCH(1,1) since these models exclusively have p-values above 

0.01 under the Kupiec test.   
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Table 4. Av. VaR, VaR Rate and Av. ES are stated in percent. Kupiec, Chris. (Christoffersen), Joint and GMZ 
are stated in p-values and are not rejected when the p-values are higher than 0.01. ES Ratio is expressed in 
quota scale and MAE and RMSE are ordinal scales, ranked in ascending order. 
 

The ES Ratios show negative numbers overall and the values, together with the Average ES, 

are presented in Table 4. Similar to the Average VaR values and Average ES values, the 

MAE and RMSE for oil are relatively high compared to gold. Finally, the GMZ states that no 

models can be rejected.  
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The Average ES values cover a large interval; from 5.789 to 9.881, which might entail in a 

variety of interpretations when evaluating the models.  Comparable to the 95 % confidence 

interval of oil, the 99 % interval of ES Ratios are generally negative. The models are ranked 

according to their respectively values of MAE and RMSE, shown in Table 5. Since five 

models have too few observations in the regressions, the GMZ can not be stated. The models 

Normal, Normal GARCH(1,1), Log-Normal and Log-Normal GARCH(1,1) can not be 

rejected in the GMZ.  
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Table 5. Av. VaR, VaR Rate and Av. ES are stated in percent. Kupiec, Chris. (Christoffersen), Joint and GMZ 
are stated in p-values and are not rejected when the p-values are higher than 0.01. ES Ratio is expressed in 
quota scale and MAE and RMSE are ordinal scales, ranked in ascending order. 
 

As has been seen before, few results for oil show Kupiec values above 0.01 and consequently, 

few models in the Joint test can not be rejected. However, all models show p-values higher 

than 0.01 in the Christoffersen test. The Student-t GARCH(1,1) model and Volatility-

weighted HS model have VaR Rates close to 1 %. Exactly as at the 95 % confidence interval 

for oil, the Average VaR values are higher than gold’s Average VaR and ES values at the  

99 % confidence interval. 
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Figure 5 illustrates the movements of corn’s daily returns, which tend to increase the most 

recent years of the sample and are specifically are shown in Figure 9 on page 46. In Appendix 

12, the probability value of the Jarque-Bera test implies that the null hypothesis of normality 

can be rejected. The average degrees of freedom for oil is 7.388 and is used when calculating 

the market risk for the Student-t distribution. The kurtosis lies between 4.403 and 5.228. 

Figure 5. Corn daily returns during 1998 to 2009. 
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The Average VaR results, of the models respectively, are generally lower than their respective 

values for oil and higher than for gold. All VaR Rates are above the confidence level of 5 %, 

in which the Volatility-weighted HS model has the lowest VaR Rate. This model is also the 

single model with a Kupiec result indicating that it can not be rejected. The results of the 

Christoffersen test are low and therefore differ from previous commodities. Since Volatility-

weighted HS is the only model with a p–value above 0.01 in the Kupiec test, but can be 

rejected in the Christoffersen test, the Joint test results are all below 0.01. 

The GMZ shows high values for Student-t and Age-weighted HS, but all models have 

p-values above 0.01, indicating that the models can not be rejected. All models have ES 

Ratios close to zero. MAE and RMSE are ordered according to their size in Table 6, with the 

models Volatility-weighted HS and Student-t GARCH(1,1) firstly and secondly ordered, 

respectively. The average values of ES for corn, at the confidence interval of 95 %, vary 

between 3.236 and 5.123.  
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Table 6. Av. VaR, VaR Rate and Av. ES are stated in percent. Kupiec, Chris. (Christoffersen), Joint and GMZ 
are stated in p-values and are not rejected when the p-values are higher than 0.01. ES Ratio is expressed in 
quota scale and MAE and RMSE are ordinal scales, ranked in ascending order. 
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The Average ES values of Student-t GARCH(1,1) are higher than for Student-t. This relation 

can also be seen between Normal GARCH(1,1) and Normal, as well as for Log-Normal 

GARCH(1,1) and Log-Normal. As regards MAE and RMSE, Student-t GARCH(1,1) and 

Volatility-weighted HS are the best performing models. However, as these models have few 

observations in their respectively regression, no values can be stated for them in the GMZ 
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test, as can be seen in Table 7. Four models have p-values above 0.01 in the GMZ test. The 

ES Ratios are generally close to zero. 
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Table 7. Av. VaR, VaR Rate and Av. ES are stated in percent. Kupiec, Chris. (Christoffersen), Joint and GMZ 
are stated in p-values and are not rejected when the p-values are higher than 0.01. ES Ratio is expressed in 
quota scale and MAE and RMSE are ordinal scales, ranked in ascending order. 
 

At the 99 % confidence interval, corn has three models that can not be rejected in the Kupiec 

test. All models show p-values above 0.01 in the Christoffersen test. However, only two 

models can not be rejected in the Joint test, explained by low Kupiec and Christoffersen 

values for Normal GARCH(1,1). All models have a VaR Rate higher than 1 %. The Average 

VaR varies between 3.658 and 6.108. 

 (
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The analysis will discuss the three commodities individually and evaluate the two confidence 

intervals simultaneously. This chapter focuses on interpreting the empirical results referring to 

the purpose of report; to evaluate if ES complements VaR and to find a model that accurate 

estimates the market risk for each commodity. Following this, the analysis first evaluates VaR 

in detail, as it can be seen as the foundation of measuring market risk, to later analyze ES as 

the complementing measure. With respect to the reader, gold, as the first commodity in order, 

will be discussed in more detail and will serve as reference material for the remaining 

commodities to avoid unnecessary repetition. Appendix 3 to Appendix 12 delivers detailed 

tables and figures of VaR and ES. 

The in-sample period, which covers the years 1998 to 2007, is relatively to the out-of-

sample period, a calm and less volatile period for all three commodities. The out-of-sample 

period is characterized by the recent financial crisis, which has impacted the financial 

markets. The use of rolling window, compared to recursive window, makes the different 

characteristics between the in-sample period and the out-of-sample period less apparent. As 

stated in section 2.1, commodities, such as gold, oil and corn, are typically affected by 

business cycles and consequently, so are their returns. An illustration of the increased 

volatility during the years 2008 and 2009 can be seen in Figure 6, Figure 8 and Figure 9. As 

the in-sample period is used for forecasting values for the out-of-sample period, the 

differences in their characteristic might have impacted the results negatively. However, it is 

possible that a crisis of this caliber will be repeated and therefore, a functioning model should 

also be applicable when the in-sample period differs from the out-of-sample period. 

Consequently, our results should not be neglected. 

Generally, when analyzing the results, it is important to be critical against the outcome 

of the different statistical tests. As mentioned in previous sections, the tests in this study 

should be questioned regarding their advantages and disadvantages, see section 2.10. 

Moreover, the left tail only contains 5 % and 1 % of the data at the 95 % and 99 % confidence 

intervals, respectively. As an example, year 2008 contains 262 trading days in our data, 

meaning that 2.62 observations should, statistically, be found in the normally distributed tail 

at a 1 % confidence level. To enable conclusive ES analyzes, we chose to study two years 

instead of the normalized one year. 

We believe that it will be interesting to analyze the models Normal, Student-t and 

Log-Normal. That is, we are critical against the common use of normal distributions in 
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financial modeling, since it forces the data to fit a distribution which might be incorrect. The 

same critique can be applied to Student-t and Log-Normal. 
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As can be seen in Figure 6, the volatility of gold is lower compared to the other commodities. 

During quarter three 2008 to quarter one in 2009, the volatility increased in relation to the 

other quarters. This pattern might be an evidence for volatility clustering, and therefore, 

motivate better results for models including time varying volatility, Volatility-weighted HS 

and Log-Normal GARCH(1,1) as examples. The plotted VaR and ES can be found in 

Appendix 3. 

 

 
Figure 6. Gold daily returns during 2008 and 2009. 
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All models that do not include time varying volatility tend to lag the returns. They do not 

increase in value at the same speed as the returns increase in volatility. Furthermore, since the 

VaR remains at a high level, they do not follow the reduction in volatility that started in 

quarter two 2009. Though, the parametric models including time varying volatility, and the 

Volatility-weighted HS, share similar shapes and seem to fit the pattern of the returns in 

Figure 6 better. The lag is no longer apparent and the shapes of the curves demonstrate larger 

movements. The models with time varying volatility illustrate risk with time varying values, 

which therefore should capture the volatility clustering better. Overall, they also have higher 

risk estimates than their corresponding non-time varying models. Comparing the three 

GARCH(1,1) models to the non-time varying parametrical models, the former give better 

results, shown in Table 2 and Table 3, suggesting that the returns show volatility clustering. 

Referring to Figure 6, these results are not inconceivable and are in line with the previous 
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discussion regarding the differences of the in-sample and out-of-sample periods. The 

discussion above regarding the improvements of applying time varying volatility models is 

not in line with what banks prefer, stated in section 1.2 Problem discussion. Banks favor non-

parametric methods by reason of too volatile day-to-day risk estimates from parametric 

methods. The question is then; shall this analysis consider what banks prefer due to cost 

reasons, as an example, or shall the most adequate model be suggested? We still believe that 

the latter should be prioritized. 

The criticism of Historical Simulation, the ghost effect mentioned in section 2.6.1, can 

clearly be seen in Appendix 3 as its curve tend to have a “stair” shaped pattern. This pattern 

appears at both confidence intervals. However, it is even more evident for the confidence 

interval of 99 %. This effect also occurs in the Age-weighted HS, but not in the Volatility-

weighted HS. An advantage with Historical Simulation is that it can be applied to any kind of 

financial instruments, which is another argument for the banks common use of non-

parametrical models. We consider this argument acceptable compared to the argument 

brought up in the previous paragraph.   

The Average VaR values are, as ought to be, higher on the 99 % confidence interval. 

Though, the differences between the confidence intervals for the models Log-Normal and the 

Log-Normal GARCH(1,1) are slightly lower than for the rest of the models. At the 95 % 

level, all VaR Rates are above 5 %, which indicates underestimations of the forecasted VaR 

values. On the other hand, the 99 % confidence interval shows VaR Rate values below 1 % 

for the models Volatility-weighted HS and Student-t GARCH(1,1), implying an 

overestimation of the 99 % VaR. As will be discussed later in this section, the cross point 

between the Student-t distribution and the normal distribution explains the results regarding 

the Student-t GARCH(1,1) model. Referring to Figure 5, when analyzing the Volatility-

weighted HS model at the 1 % level, the in-sample period contains large negative returns of 

similar sizes as the out-of-sample period. For instance, the estimated VaR value 2008-01-01 

refers to the 27th lowest observation in the in-sample, which is an outlier of larger, negative 

size compared to what the forecasted VaR should be according to the backtesting. At the 5 % 

level, the estimated VaR 2008-01-01 refers to the 131st lowest observation in the in-sample, 

though this observation is too low relative to the accurate estimation of the VaR. 

 The best models, regarding the VaR Rates, are Volatility-weighted HS, Normal 

GARCH(1,1), Student-t GARCH(1,1) and Log-Normal GARCH(1,1) at both confidence 

intervals. The former three models can not be rejected in the Kupiec test at either confidence 

interval. The Age-weighted HS model only has a p-value above 0.01 in the Kupiec test at the 
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99 % confidence level and an interpretation of this is that the model should be suited after the 

confidence interval. The critique against Kupiec, presented in section 2.10.1, is toned down 

when introducing the Christoffersen test. Regarding this latter test, the results imply that the 

models, almost exclusively, can not be rejected at either confidence interval. However, the 

critique mentioned in 2.10.2 must be considered, since only one relation of dependence has 

been analyzed in this study. Therefore, weekly and monthly effects, as examples, are 

neglected. Since Table 3 separates the values of Kupiec, Christoffersen and Joint, it is 

apparent in which direction the values affect the Joint test. This separation eliminates the 

drawback of this test and makes it clear why only the models that can not be rejected in the 

Kupiec test, mentioned earlier, have higher p-values than 0.01 in the Joint test.  

Considering Historical Simulation as a standard model, and Volatility-weighted HS 

and Age-weighted HS as modifications of this simple model, it is interesting to see how the 

results differ among the three models. The Age-weighted HS model can be rejected in the 

Joint test at the 5 % level, due to a low value in the Kupiec test. Yet, at the 1 % level, the Joint 

p-value is higher than 0.01. With respect to the characteristics of this model, we see two 

possible explanations. First, the majority of the violations are covered within the 5 % of the 

histogram at the 95 % confidence interval, but not within the 1 %. Second, the 5 % level 

contains older observations than the 1 % level of the histogram. Since older observations are 

given lower weight, more of these violations can be included in the interval, which will lower 

the estimated VaR and therefore increase the VaR Rate. 

Concerning the normal distribution, the Jarque-Bera test implies that the gold returns 

are not normally distributed, and therefore, it is interesting to analyze how accurate the 

Normal model is in this context. Regarding all parametrical models, it is of interest to 

interpret the shape of the different distributions. The structure of the log-normal distribution 

implies lower market risk for long positions and higher market risk for short positions, which 

is a result of the high probability of a value closer to the right part of the curve for the former 

position, see Figure 2. The models Log-Normal and Log-Normal GARCH(1,1) have slightly 

lower Average VaR and Average ES values than their corresponding Normal and Normal 

GARCH(1,1) models. Again, regarding the shape of the distribution, these results are not 

surprising. Due to the log-normal distribution’s asymmetry, the market risk in terms of VaR 

was also calculated for a short position to easily understand the characteristic of this 

distribution. At the 95 % confidence interval, the Average VaR for a short position is 1.894 

and 2.670 at the 99 % confidence interval. Due to the divergence between long and short 

positions, we believe that it is important to understand the difference and take it into account 
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in this context. Especially since Angelidis and Degiannakis (2007) demonstrate that this 

asymmetric model manages the skewness of time series, which is observed in financial 

markets. 

Comparing the normal distribution to the Student-t distribution, the latter has fatter 

tails, but will converge to a normal distribution as the degrees of freedom reach infinity, see 

Figure 1. The probabilities of large positive and large negative values are higher with the 

Student-t distribution, as a result of the fat tails mentioned above. Continuously, the Normal 

model shows higher Average VaR values than the Student-t model at the 95 % confidence 

interval. Vice versa, the Student-t model has higher values than the Normal model at the 99 % 

confidence interval. Three parameters explain the Student-t distribution; the mean, the 

standard deviation and the degrees of freedom. Our interpretation is that these parameters, 

estimated from the returns of gold, lead to a shape of the curve, in which the 95 % interval lies 

at a position between the mean and the point where the Student-t and Normal curves cross 

each other. Furthermore, the 99 % interval lies to the left of the point where they cross. This 

interpretation explains the results where the Normal model has higher values at the 95 % 

interval, in contrast to the Student-t model which have higher results at the 99 % interval. This 

discussion is also applicable to their corresponding GARCH(1,1) models. The argumentation 

is valid for oil and corn as well, and will therefore be argued briefly in section 5.2 and 5.3. 

(
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The forecasted values for VaR and ES for the models, except Historical Simulation, Age-

weighted HS, Student-t at both confidence intervals, and Volatility-weighted HS at the 99 % 

confidence interval, are perfectly, positively correlated, see Appendix 7. The lowest 

correlation, estimated for Age-weighted HS 99 %, is 0.923. Student-t is, together with Normal 

and Log-Normal, a parametrical model and an exception among these models which is 

explained by the kurtosis. That is, the additional parameter that explains the Student-t 

distribution. The Student-t distribution is characterized by its leptokurtic feature, the fat tails, 

in which the focus lies when calculating ES. For the 522 observations of gold, the kurtosis 

varies between 8.190 and 10.413. This interval is smaller for both oil and corn. Naturally, the 

fat tails of the Student-t distribution contains more large negative observations than the 

normal distribution and the Student-t model shows higher ES values than the Normal model at 

both confidence intervals. Comparing with the discussion of VaR and the cross point of the 

two distributions, the same obvious pattern can not be found for ES and the explanation lies in 

the calculation of ES. That is, as ES is calculated as the average of all observations beyond 
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VaR, the value will logically be higher for the distribution that contains more large 

observations in the tail. Especially at high confidence intervals, the tail observations have low 

probability and values far from the sample mean. This argument will be discussed for each 

commodity in section 5.2.2 and 5.3.2.  

Focusing on the plotted values in Appendix 3, VaR and ES have nearly identical 

patterns, except for the different scales. Together with the former discussion about the 

correlation, these facts could suggest that ES calculations add no value to the risk measure, 

except for higher market risk estimates. These results could easily be attained by scaling the 

VaR values upwards. As mentioned in the theoretical section, subadditivity is one of the 

criticisms against VaR which is a property VaR only fulfills when the return distribution is 

elliptically distributed. Normal distribution is one of these elliptical distributions. 

Subadditivity encourages portfolio diversification, which is a phenomenon that is widely 

accepted in the financial theory. If the three commodities were studied in a portfolio 

perspective, the ES results would probably have added value to the report. 

The ghost effects of Historical Simulation and Age-weighted HS appear to be a 

problem even for ES. However, the effects of Age-weighted HS are illustrated differently, as 

the movements are sharp, examplified in Figure 7, in comparison to the flatter stair shaped 

movements for Historical Simulation. The sharpness and flatness for the models respectively 

are more obvious at the 99 % interval. The ghost effect should be eliminated by using the 

Age-weighted HS model, which evidently did not occur. We do find one possible explanation 

for this problem. As mentioned in the theory section 2.7, there is no given decay factor to 

apply when calculating the age-weighted simulation, and the suggestions are more likely 

applicable to common stock indices, such as S&P 500. In this study, a factor of 0.999 was 

chosen.  Evaluating commodities, another decay factor could be reasonable, and a possible 

explanation for the non-satisfying modification of Historical Simulation. Additionally, using a 

recursive window, the minimum number of observations in the out-of-sample will be ten 

years. These years have large differences in characteristics leading to a misleading sorting of 

the largest negative returns. That is, these might occur at 

different times within the sample period, giving them 

different weights depending on their age. As exemplified in 

Figure 7, point 1, a new large negative return is given a 

high weight. But as the return gets older it will lose weight 

and the risk measure declines to point 2. At that point, a 
Figure 7. Age-weighted HS 
examplified 

1 

2 

3 
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new observation with a large negative return appears and will once again increase the risk 

measure reaching point 3. Therefore, the returns are given different weights and the sharp 

movements are created. 

According to Figure 6, quarter three 2008 to quarter one in 2009 has high 

volatility in relation to the other quarters. Comparing this figure with the plots of ES in 

Appendix 3, it is obvious that it takes time for the non-time varying volatility models to adapt 

to a higher volatility; they lag the movements in the actual returns. The GARCH(1,1) models 

and the Volatility-weighted HS model immediately capture the volatility and show a 

similarity to the curve of the returns as is illustrated in Figure 6. According to these facts, the 

three time varying volatility parametrical models, as well as the Volatility-weighted model, 

should give better results. The arguments are relevant even for VaR, and due to the high 

correlations, this should not be surprisingly.  

Additionally, comparing the plots of ES with the highest loss that occurred during 

2008-2009, -6.037 %, Volatility-weighted HS model and all GARCH(1,1) models clearly 

estimate larger, negative values than this at the 99 % confidence interval. Since the results 

from the four ES tests are satisfying and the two models have ES Ratios close to zero, they 

seem to fit the returns of gold. This discussion also regards VaR. The average GARCH(1,1) 

ES values are higher than the corresponding non-time varying figures. That is a result of the 

time varying volatility models being less static and immediately update to match the 

movements of the returns better, following the discussion above. At both confidence intervals, 

the Volatility-weighted HS and Student-t GARCH(1,1) show best results regarding MAE and 

RMSE. However, the Age-weighted HS model has an ES Ratio closest to zero, but it should 

be noted that all ES Ratios at both confidence levels are close to zero. GMZ indicates that all 

models, except the models Normal and Log-Normal, perform well at both confidence levels. 

The recommendations from the four ES tests are basically built on the same principles, see the 

equations 24-28 and 30 in section 2.10 and section 2.10.4, which makes us question their 

relevance. 

Similar to VaR, the Log-Normal model and the Log-Normal GARCH(1,1) model have 

lower Average ES values at both confidence intervals than the models Normal and Normal 

GARCH(1,1). As illustrated in Figure 2, the asymmetrical shape of the log-normal 

distribution leads to more observations in the right part of the curve, resulting in a lower 

average of the observations beyond VaR than the case for the normal distribution. That is, the 

explanation for lower Average ES is found in the characteristic of the distribution.  
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The plotted daily returns of oil, illustrated in Figure 8 below, exemplify large movements 

during the years 2008 and 2009. The figure shows increasing volatility during quarter three 

2008 to quarter two 2009. Similar to the plot of gold, the movements are high in the middle of 

the time interval. This plot shows a lowest return of -13.065 % suggesting that the VaR and 

ES should not go below this value, see Appendix 4. Referring to Figure 4 in chapter 4, the in-

sample period contains some exceptional large negative returns implying that the in-sample 

period has potential to forecast values for the out-of-sample period. However, the volatility 

clustering that appears in Figure 8 has not occurred previous years. 

 

 
Figure 8. Oil daily returns during 2008 and 2009. 
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Referring to the discussion regarding the lowest return above, the VaR exceeds the actual loss 

several times, as can be seen for Volatility-weighted HS 99 % in Appendix 4. However, the 

shape of the curve fits the actual returns shown in Figure 8, implying that, except for the 

overestimation, the model should give good results. The 95 % interval does not exceed this 

lowest return. The Volatility-weighted HS model presents the highest Average VaR values at 

both confidence intervals, and is also the best model regarding the VaR Rate and the three 

tests. Despite that the risk in some cases is overestimated at the 99 % confidence interval, the 

model explains the market risk of oil particularly well during this two year period. Similar 

overestimations and corresponding performance are made by the other time varying volatility 

models. Referring back to 2.11 Previous research, Angelidis and Degiannakis found that 

models based on a Student-t distribution overestimated the true VaR in their study. The same 

conclusion can be made by studying the VaR plots for oil at the 99 % confidence interval, see 
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Appendix 4. Yet, the results summarized in Table 5 suggest that Student-t is an accurate 

model in this context. 

Following the recommendations from Kupiec, it is easy to understand the superiority 

of models based on time varying volatility rather than models relying on historical standard 

deviation. As an example, at the 99 % confidence interval, Student-t GARCH(1,1) has a VaR 

Rate of 1.72 % whereas Student-t has a rate of 4.79 %. Basing the model on time varying 

volatility improves the risk measure. This can also be seen comparing their respective plots in 

Appendix 4. The Student-t model does not follow the pattern of the actual returns during 2008 

to 2009, while the Student-t GARCH(1,1) shows this similarity. These two models also pass 

the Christoffersen independence test.  

The Jarque-Bera test indicates no normality, with a value significantly different from 

zero. The Average VaR values for the Normal model underestimates the market risk at both 

confidence intervals and these failures correspond with Jarque-Bera. As regards section 

2.5.1.1 Holding period, it is stated that shorter holding periods entitle normal approximation 

and as VaR is measured on a daily basis, the motivation of using the models based on a 

normal distribution rises. However, modifying the Normal model with time varying volatility, 

Normal GARCH(1,1), the results improve. Concerning both confidence intervals, the VaR 

Rates are low enough to show p-values higher than 0.01 in the Kupiec test.  

The discussion regarding the relationship between Student-t and Normal in section 

5.1.1, evidently appears for oil as well. Student-t is larger than Normal at the 99 % confidence 

interval, whereas the opposite relationship is stated at the 95 % interval. In other words, the 

effect of the fat tails in the Student-t distribution is shown at the 99 % confidence interval. 

Also, this is the interval required by Basel II when measuring market risk, section 2.2.1, 

meaning that the Student-t distribution will give higher estimates than the normal distribution. 

Not surprisingly, the Historical Simulation shows ghost effects, which is a common 

criticism against the simple model. This is an effect that should have been eliminated with the 

Age-weighted HS model, but this is not the case. The decay factor used in this study, 0.999, is 

too close to 1, which is the decay factor used in Historical Simulation. Perhaps, a better result 

would have been attained by choosing a lower factor. Though, the scale for the daily VaR 

values, viewed in Appendix 4, is larger for the Age-weighted HS model than for the Historical 

Simulation. Since the Age-weighted HS model considers recent observations more valuable, 

we expected the model to be more updated to the current market situation, compared to the 

Historical Simulation, which values each observation equally. As discussed, due to the choice 
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of decay factor, this is not the case for oil as the Age-weighted HS model not adapts to the 

more volatile period, during quarter three 2008 to quarter two 2009.  

To summarize, the most interesting models for VaR concerning both oil and gold are 

the Volatility-weighted HS and Student-t GARCH(1,1). Since they share similarity regarding 

their shapes, both within the group and with the daily returns of oil and gold, as well as their 

common feature, time varying volatility, these results are convincible. The results are 

satisfying and convenient in our aim of finding one or a few reliable models to measure the 

market risk of the three commodities.  
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VaR and ES, when analyzing oil at both confidence intervals, are perfectly correlated for the 

models Volatility-weighted, Normal, Normal GARCH(1,1), Log-Normal and Log-Normal 

GARCH(1,1), see Appendix 8. Additionally, the Student-t GARCH(1,1) shows perfect 

correlation at the 95 % confidence interval. The kurtosis for the Student-t model varies 

between 5.486 and 6.417, with an average of 5.968. Therefore, the former discussion in 

section 5.1.2 about the kurtosis and the fact that the ES estimations of the Student-t model 

exceed those estimations of the Normal model is valid even for oil.  

All models, except the models Normal GARCH(1,1), Log-Normal and Log-Normal 

GARCH(1,1), have negative ES Ratios at the 95 % confidence interval, implying that the 

forecasted ES overestimates the risk. Still, these models show results close to zero, indicating 

that the average of the tail is a good measure of the market risk. The best models, mentioned 

in the VaR section for oil above, Volatility-weighted HS and Student-t GARCH(1,1) have the 

highest ES values at both confidence intervals. Following the discussion of the VaR analysis 

for oil, the largest negative return is exceeded by those two models’ ES estimations. The 

highest values of ES are approximately 16 % for both Volatility-weighted HS and Student-t 

GARCH(1,1) at the 95 % confidence interval. Naturally, those corresponding values are 

higher at the 99 % confidence interval. Considering what is preferred in this context, models 

that suggest too high values, due to high risk aversion as an example, to avoid returns 

violating ES frequently, should not be preferred. It should be noted that no correct model 

exists, the future is not predictable. Yet, these two models generally show the highest Average 

ES values, but simultaneous have ES Ratios close to zero as an example, meaning that they 

still can be referred to as accurate models. 

The GMZ test does not show any outcome for five of the nine models at the 99 % 

confidence interval. Since the study contains 522 observations during the years 2008 and 
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2009, only five violations at the 99 % confidence interval should be found, approximately. 

With so few violations, it is not possible to make a regression and therefore, it is not 

surprising that the GMZ can not make conclusions. Once again, when observing the MAE and 

RMSE tests, the models Volatility-weighted HS and Student-t GARCH(1,1), show the best 

results. As mentioned in section 2.4, a drawback with ES is that the backtesting of the models 

require more data than VaR. This is a general problem for all commodities in this study, 

especially at the 99 % confidence interval. 

Again, each model has identical pattern for VaR and ES, with the exception of the size 

of the values regarding the two risk measures. Referring to Appendix 4, the y-axis are the 

only items that differ. Applying GARCH(1,1) models improve the standard models radically 

by matching the risk values to the actual returns during the out-of-sample period. The same 

pattern is shown with the Volatility-weighted model. All standard parametrical models, 

together with the models Historical Simulation and Age-weighted HS, show the same 

increasing shape of the curves. Though, the parametrical models show more smooth curves 

than Historical Simulation and Age-weighted HS, which curves are more stair shaped and 

sharp, respectively.  
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Viewed in Figure 9 below, the daily returns for corn are less volatile than oil, but more 

volatile than gold. Though, the clustering pattern is not identical to the other two 

commodities, as the returns became more volatile quarter three 2008, followed by a less 

volatile period in the beginning of 2009, which thereafter, once again, became volatile. As for 

the other commodities, this phenomenon indicates improved performance using the time 

varying volatility models in relation to the remaining models. Plots of VaR and ES for corn 

are shown in Appendix 5. 

 
Figure 9. Corn daily returns during 2008 and 2009. 
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The volatility clustering mentioned above is clearly captured in the Volatility-weighted HS 

model, as well as for the time varying models Normal GARCH(1,1) and Student-t 

GARCH(1,1), see Appendix 5. Furthermore, the reduced movements in quarter one and two 

2009 are illustrated in the plots of VaR, indicating that the models immediately update to 

current market fluctuations. This pattern can also be seen for the Log-Normal GARCH(1,1) 

model. 

The lowest return during 2008 and 2009 was -8.124 % and observing Student-t 

GARCH(1,1) 99 %, as an example, it forecasts losses larger than this number, meaning that 

this model might overestimate the risk. In Table 7, the Average VaR of Student-t 

GARCH(1,1) is the third highest, although the model shows p-values above 0.01 in all tests. 

As mentioned earlier, a model that constantly overestimates the market risk is not favored, but 

this does not seem to be a problem for Student-t GARCH(1,1), since the margin of error is 

relatively low. Analyzing the 95 % confidence interval, this model does not seem to perform 

as well as for the higher interval, since it only shows p-values above 0.01 for the 

Christoffersen test. The volatility-weighted HS model is the only model that can not be 

rejected in the Kupiec test. However, this model is rejected in the Christoffersen test, and 

therefore, all models fail the Joint test. Corn is the only commodity at the 95 % confidence 

interval in which no model can be recommended. Although the majority of the models have 

Christoffersen p-values above 0.01, they are low compared to the other two commodities. As 

this outcome differs from the other commodities at both confidence intervals, it is difficult to 

make a conclusion of the reason behind this. A reasonable explanation might be the second 

volatile period that corn presents during 2009. That is, Christoffersen measures independence 

in the risk model and corn shows more evidence for volatility clustering than oil and gold, 

meaning that the observations are more dependent for corn. Since this is an obvious difference 

between the commodities in the return pattern, this is the only explanation we can propose. 

Again, we have no foundation to base this hypothesis on. The reason for choosing these three 

commodities was because of their different properties and trading patterns, and the dispersion 

in the results this could lead to. The effect of this choice is illustrated in the situation above.  

The VaR results are generally better on the 99 % confidence interval. The models 

Volatility-weighted HS and Student-t GARCH(1,1) can not be rejected in either of the tests. 

Again, as this interval focuses on the largest negative returns in the 1 % tail, the improvement 

at this interval might depend on a representation in the in-sample period of returns in the size 



48 
 

of the out-of-sample period’s returns, which therefore will estimate risk values in the size of 

the losses during 2008 and 2009.  

As stated before, both Historical Simulation and Age-weighted HS illustrate ghost 

effects and the reason why the latter shows this effect is explained by the decay factor of 

0.999.  Even though the factor is close to 1, which is the decay factor for Historical 

Simulation, the plots of the two models are clearly different. This difference indicates that 

Age-weighted HS has potential to be improved if the decay factor had been adjusted to the 

returns of corn. 

Again, when summarizing, Student-t GARCH(1,1) and Volatility-weighted HS are the 

most preferred models regarding VaR. The shapes of their plots show similarity compared to 

the returns of corn and to each other. As can be seen in section 2.8.1 Normal distribution, the 

financial markets are seldom normally distributed, they more often appear to have excess 

kurtosis. This is one motivation for the frequent good results for the Student-t GARCH(1,1) 

model. 
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Similar to the estimation for VaR, Student-t GARCH(1,1) 99 % overestimates ES, suggesting 

values of 10 % and above several times and should be compared to the lowest return of  

-8.124 %. Despite this, the model delivers ES Ratios close to zero, and is firstly ranked in 

both MAE and RMSE at the 99 % confidence interval. Together with Volatility-weighted HS, 

Normal GARCH(1,1) and Log-Normal GARCH(1,1), the four models have the best ranking. 

The same pattern can be seen in the ranking at the 95 % confidence interval.  

Regarding the shape of the non-time varying volatility models versus the time varying 

volatility models, the differences are easily exemplified in Appendix 5. This discussion was 

brought up in section 5.1.2. As discussed about VaR for corn, the observations in the in-

sample period showed relatively high movements, implying that a model with historical 

standard deviation, as for the Normal model, was expected to perform well, or at least better 

than for the other two commodities. Also for corn, it is obvious that the time varying volatility 

models, the GARCH(1,1) models and the Volatility-weighted HS model, outperform the 

remaining models, since it captures the fluctuations over time. There are different opinions of 

which time varying volatility model that should be preferred in this context, brought up in 

section 2.9. According to Ané, GARCH(1,1) is sufficient but Billio and Pelizzon have another 

belief. We chose to follow the former author, and compared to using unconditional variance, 

the results are radically improved. 
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The kurtosis explains the difference between the Student-t distribution and normal 

distribution, since the tails are fatter for the former distribution. For corn, the kurtosis varies 

between 4.403 and 5.228. The Normal model estimates suggest an Average VaR higher than 

the Student-t model at the 95 % confidence interval, and at the 99 % interval, the opposite 

relation is found. For ES, the Student-t model has higher Average ES at both confidence 

intervals. This is explained by the higher amount of large negative observations in the end of 

the left tail for a Student-t distribution. Therefore, the average value of these observations will 

be higher, leading to higher ES than the case for normal distribution. It should be noted that 

the estimation error is larger for ES than for VaR when fat-tailed distributions are used, which 

is declared in section 2.4 Expected Shortfall. 

As for the previous commodities, the correlations between VaR and ES are almost 

perfect, indicating that ES will not add more than higher values to the risk calculation. As 

stated before, if a portfolio perspective would have been chosen in this study, the difference 

between the two risk measures would probably be larger and present values of other shapes. 
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The correlations between VaR and ES are almost positively perfect for gold, oil and corn, for 

all models and at all confidence intervals. The implication of this is that the movements of the 

two risk measures are almost identical, with the size of the values as the only difference. 

Comparing VaR at the 99 % confidence interval to ES at the 95 % interval, the former gives 

higher results for each commodity. This phenomenon regards both the Average VaR and ES 

values, respectively, and the plotted values viewed in Appendix 3 to Appendix 5. This 

indicates that ES is not a necessary complement to VaR, as ES, at a particular confidence 

interval, can be replaced by VaR at a higher interval. However, this relation is only valid 

when studying each commodity separately. Taking a portfolio perspective, different results 

would most certainly be attained. Still, it is important to be aware of the difference between 

the two confidence levels regarding the observations they refer to; 5 % and 1 % respectively. 

Since the number of observations referred to at the latter level is one fifth of the observations 

included at the former level, too few observations is a disadvantage when evaluating 

statistical results. To conclude the discussion above, ES adds value in this context, even when 

not taking a portfolio perspective. That is, especially when the sample is of a non-satisfying 

size or when the aim is to take outliners into consideration, due to risk aversion as an 

example.  

The two best models for all commodities, at both confidence intervals, are Volatility-

weighted HS and Student-t GARCH(1,1), and if ranking them according to their individual 

performance in the tests, Volatility-weighted HS is the best performer. This regards both VaR 

and ES. These models have had the best results throughout the study and simplify the 

conclusion of choosing one, or two, models that correspond to the three commodities; gold, 

oil and corn. It is pleasant that the two models turned out well for all commodities, although 

their characteristics differ. This report has studied a volatile period, during the recent financial 

crisis in which the prices of gold, oil and corn were affected, and it is therefore not surprising 

that time varying volatility models are the best performers. Our personal criticism against the 

three distributions used in this study has not been fulfilled. When modifying these models 

with time varying volatility, the top ranked models of the study were found. 

Basel II does not give recommendations on which model to use and since our findings 

differ among the nine models when analyzing commodities, we believe that Basel II should 

oversee the flexibility in its regulation. Pérignon’s and Smith’s article, presented in the 

introduction, concludes that the historical simulation is the most used model among banks. 
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Similar to the authors’ doubt, our results imply that the use of this method should be 

questioned. One implication of Taleb’s introducing quote “Proponents of VaR will argue that 

it has its shortcomings but it’s better than what you had before” is that VaR should be treated 

with skepticism. Again, since the future can not be predicted, there are no correct models to 

estimate future market risk and complementing measures should be considered. Our 

suggestion is to complement VaR with ES for a more accurate estimation of the market risk to 

eliminate the limitations of one standard financial risk measure.  

 (
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Sub VWHS() 
Sheet9.Select 
Dim condvol(3131) As Variant 
Dim forcondvol(3131) As Variant 
Dim rstar(3131) As Variant 
Dim i As Integer 
Dim j As Integer 
Dim percentilen As Double 
For i = 1 To 3131 
condvol(i) = Cells(i + 2, 6) 
rstar(i) = Cells(i + 2, 7) 
forcondvol(i) = Cells(i + 3, 6) 
Next i 
For i = 2609 To 3131 
ReDim rr(i - 1) As Variant 
For j = 1 To i - 1 
rr(j) = rstar(j) * forcondvol(i - 1) / condvol(j) 
Next j 
percentilen = Application.WorksheetFunction.Percentile(rr, 0.01) 
Cells(i + 2, 13) = percentilen 
Next i 
End Sub 
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Sub AWHS() 
Blad5.Select 
Application.ScreenUpdating = True 
Dim Ra As Range 
Dim Rb As Range 
Dim R As Range 
Dim WS As Worksheet ' temporary worksheet 
Dim kumsum As Double 
Dim lnum As Integer 
Dim var(1 To 49) As Double 
Dim varlevel As Double 
Dim i As Integer 
Dim j As Integer 
Dim weighta As Variant 
Dim l As Integer 
  
For i = 3 To 3132 
    ReDim data(i) As Variant 
    data(i) = Cells(i + 2, 2) 
Next i 
  
 For i = 2611 To 3132 
     weighta = ((1 - 0.999) / (1 - 0.999 ^ (i - 3))) 
    ReDim data(1 To i - 1) As Variant 
    ReDim Weight(1 To i - 1) As Variant 
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     For j = 1 To i - 3 ' changed from -1 
        data(j) = Cells(j + 2, 2) 
        Weight(j) = weighta * 0.999 ^ (i - j - 3) 
    Next j 
   
        varlevel = 0.01 
        Application.ScreenUpdating = False 
        Set WS = ThisWorkbook.Worksheets.Add 
        Set Ra = WS.Range("A1").Resize(UBound(data) - LBound(data) + 1, 1) 
        Ra = Application.Transpose(data) 
        Set Rb = WS.Range("b1").Resize(UBound(data) - LBound(data) + 1, 1) 
        Rb = Application.Transpose(Weight) 
        Set R = WS.Range("a1").Resize(UBound(data) - LBound(data) + 1, 2) 
       '  sort the range 
        R.Sort key1:=Ra, order1:=xlAscending, MatchCase:=False 
        kumsum = WS.Cells(1, 2) 
        lnum = 1 
        Do While kumsum < varlevel ' 0.01 is the VaR level (or 1 - VaR to be precise) 
            lnum = lnum + 1 
            kumsum = kumsum + WS.Cells(lnum, 2) 
        Loop 
        ReDim rets(1 To lnum) As Double 
       
        For k = 1 To lnum 
            rets(k) = WS.Cells(k, 1) * WS.Cells(k, 2) 
        Next k 
 
        Application.DisplayAlerts = False 
        WS.Delete 
        Application.DisplayAlerts = True 
       Application.ScreenUpdating = True 
    es = Application.WorksheetFunction.Sum(rets) / varlevel 
    Cells(i - 2608, 41) = es 
Next i 
End Sub 
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smpl @all 
scalar noobs=3130 
scalar nw=2609 
matrix(3131,1) garchforecast 
vector(1) forecastresult 
for !i=nw to noobs 
smpl !i-nw+1 !i 
equation garch_n 
garch_n.arch(1,1) gold c 
garch_n.makegarch garchcondvar 
forecastresult(1)=garch_n.@coefs(2)+garch_n.@coefs(3)*resid(!i)+garch_n.@coefs(4)*garchcondvar(!i) 
rowplace(garchforecast,@transpose(forecastresult),!i+1) 
next  
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 Note that the scales in the plots differ. 
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Note that the scales in the plots differ. 
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