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Abstract

Ireland is considered to have been one of the worst affected economies during the latest
financial crisis. As a result, there is continuing uncertainty as to the potential losses that one
could incur on Ireland’s ISEQ 20 stock index. This thesis aims to quantify the expected loss of
the index by using Value at Risk and Expected shortfall models, comparing their performance
and explain the origin of the continuing high volatility on the market. Other indices are used
as a benchmark to set the ISEQ 20 in context. The thesis finds no model passed the stress
tests, however, the GARCH-filtered Age-weighted Historical Simulation is selected on other
merits as the preferred estimation model out of those compared. The thesis highlights the
limits of the application of theory and the benefits of having a margin of error included on
the expected loss estimate.
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Introduction

No country in Europe has managed to escape the stranglehold of the financial crisis. Among
the worst affected has been Ireland, being the first Eurozone country to enter official
recession and its stock market having lost 66.2% of its value in 2008, the worst performing
year since 1793.' The recession has shown some signs of improvement, however, there is
still continuing uncertainty which has manifested itself in considerable volatility. With this
persisting uncertainty, banks and investors are eager to limit potential losses and calculate a

reliable estimate of expected loss.

! Dow has worst year since 1931, Ireland's ISEQ has worst performance since 1793



The aim of this thesis is to estimate the expected loss of the Irish stock market and attempt
to explain the market’s continuing volatility. This is done by comparing Ireland to various
mature European stock markets and the US stock market, which are used as a benchmark
throughout the study. Such estimations will then be used as a means of comparison of the
severity of the financial crisis in Ireland to various developed economies. The final part of the
thesis also aims to explain some of the lIrish financial crisis from a risk perspective by

analysing the potential causes of the volatility.

In order to estimate expected loss, several variations of the Value at Risk model and
Expected Shortfall were chosen, the aim being to test a combination of non-parametric and
parametric methods of estimation. The specific VaR models chosen are: Historical
Simulation, Age-weighted Historical Simulation, Volatility-weighted Historical Simulation,
Parametric Normal, Student t-distributed VaR and Expected Shortfall. There are of course a
myriad of other methods, from which VaR may be calculated. However, this selection gives a
balanced representation of parametric and non-parametric methods as well as methods that
cope better with volatility than others. Two out-of-sample sub-periods, one encompassing
relative calmness after the bursting of the dot com bubble and the other including the
current financial crisis are used to stress test the models in order to determine which
estimate generated is the most reliable. All tests will then be repeated using a GARCH filter

to control for conditional volatility.

As stated above, in order to put the expected loss of the Irish stock index in perspective, it
shall be compared to a variety of other control indices. The US, Eurozone and UK markets
have been chosen since Ireland is a small open economy with strong political and economic
links to these markets and is thus greatly affected by their movements. Spain is included as it
is an open economy that was also heavily affected by the financial crisis and provides an
interesting comparison for this reason. Finally, Denmark is included as it is a small open

economy, which was one of the EU countries least affected by the banking crisis.

Therefore, this thesis has two parts to it. Firstly, it compares different models to determine
which delivers the most reliable estimate for expected loss. Having established this, it moves
on to explain the reasons behind the severity of the expected loss on the Irish stock index.

This is done by firstly attempting to quantify roughly the extent of international influence on



the ISEQ 20 using correlation analysis. It then discusses both internal and external causes
and highlights one of the shortcomings of VaR, the difficulty of making it reflect reality. Its
shortcomings with regards world events and human error are discussed here along with a

possible solution to the problem.

The remainder of the paper is structured as follows. Section 2 presents a review of the
literature on the topic. Section 3 presents the data used in the thesis as well as a motivation
behind the choice of indices and subsamples. Section 4 introduces the theories to be used
and discusses the pros and cons of each theory. Section 5 presents the methodology of the
paper. Section 6 presents the findings of the paper and a discussion of these results follows.
Section 7 presents an outlook for the future of the ISEQ 20, whilst Section 8 concludes.

Finally, Section 9 discusses possibilities for future research.

Literature Review
This section shall now outline some of the previous research in relation to VaR modelling,

backtesting and in particular to applying such models to the ISEQ 20 index.

Value at Risk was first developed in the early 1990s by analysts at JP Morgan, many
variations have arisen and systematically categorising each would be an essay in itself.
However suffice to say due to fierce criticism of this method?, many variations have sprung
up in an attempt to improve its accuracy, which has resulted in many banks developing their
own model. Its convenience at providing a unified risk measure has ensured the model’s
continuing usage by many banks and financial institutions. Its use was further ensured after
the Bank of International Settlements (BIS) published an amendment to the Capital Accord,
which mandated the use of in-house models to predict risk and the model recommended by
them was VaR.> A concise compendium and starting point from which to begin one’s
research on VaR modelling is Kevin Dowd’s Measuring Market Risk. It is a key text relied
upon for this thesis and has been widely quoted in academic papers and theses alike. It
makes reference to keynote papers by authors such as Hull & White, who developed

volatility-weighted Value at Risk. Opponents of VaR have outlined their critiques in several

2> A more detailed discussion of the pros and cons of VaR is presented in the Theory section.
® Frain and Meegan (1996), p.2



papers, among the best known are Beder (1995), Taleb (1997) as well as Grootveld and
Hallerbach (2004).

With regards backtesting VaR procedures, the first seminal paper was published by Kupiec
(1995), establishing a simple but effective method to evaluate models by looking at the
number of empirical exceedances.? This was soon built on by what is perhaps the most
widely used VaR backtesting procedure, namely Christoffersen’s (1998) two-part conditional
coverage test. This built upon Kupiec’s test by incorporating it in a maximum likelihood
format and added a second test of independence to it. Other backtests focus more on the
size of exceedances rather than their frequency using Rosenblatt and/ or Berkowitz

transformations,” however this thesis employs only the Christoffersen test.

There does not exist an extensive literature on the application of VaR to the Irish stock
market. The bulk of papers discuss rather, the application of more specialised VaR models to
the Irish market. Furthermore, many of these papers date back to the 1990s or have a focus

on this time period.

In Bredin and Hyde’s 2004 paper, Ireland is used as an example of a small open economy in
order to compare different VaR models. They focus on pre EMU Ireland for their study
comparing the Historical Simulation, orthogonal GARCH VaR, weighted average and a
standard variance-covariance approach in their study.® Guidolin and Hyde’s 2008 paper uses
a similar approach in comparing markets, albeit for different ends. They use the US and UK
markets as a means of comparison due to Ireland’s strong market correlation with these.”
This paper goes beyond Bredin and Hyde’s by adding other European countries and the

Eurozone as a whole as a means of comparison.

Patrick Honohan provides a more general overview of the role of risk management in

causing the lIrish financial crisis. He points the finger of blame directly at risk managers for

having become over-reliant on “sophisticated but mechanical risk-management models.”®

* Kupiec (1995), pp. 73-84

> Berkowitz (2001), p 468-9

® Bredin & Hyde (2004), p. 1390

’ Guidolin and Hyde (2008), p.294
® Honohan (2008), p.15



According to Honohan, these models failed to allocate sufficient capital to hedge against

asset risks. His analysis, as we see later on, rings true in this thesis.

Therefore, this paper is unique in that it seeks to quantify the expected loss for the ISEQ 20
and compare it to other relevant indices using VaR and ES techniques. This is a topic not
often written about with regards to the Irish market, let alone on the post-Celtic Tiger era.
Honohan'’s paper is significant, yet it is more of a critique of the causes of the Irish recession
rather than an empirical study. However, it should be noted that numerous studies have

been carried out with regards predicting expected loss on other stock exchanges.

Data
This section sets about describing the sources, types of data used and how it was

manipulated to get the data series required to obtain accurate expected loss estimates.

The data used for this thesis was collected from Thomson Datastream. It consists of daily
stock market index returns from 02/01/1998 to 25/03/2010, a period of approximately
twelve years. The raw data was then logged and transformed into daily percentage

differences.

As stated above, the data comprises of six data series representing six different markets. The
starting date represents the first date at which daily returns for the ISEQ 20 stock index
became available. To represent the US market, returns from the S&P 500 were used, for the
UK, the FTSE 100, for Spain the Ibex 50, to represent the Euro zone, the Eurostoxx 50 was

used and for Denmark, the OMX C20 was used.

In order to facilitate backtesting of the chosen models, two subsamples representing out-of-
sample sub-periods were created, one encompassing relative calmness (0S1) and the other
the latest financial crisis (0S2). From this, it would be possible to choose the best-performing
model in order to most accurately quantify expected loss on the respective index. Both 0OS1
and OS2 were set to approximately a year in length, encompassing 260 observations each
(260 being approximately the number of trading days in a year). The exact dates used for

each subsample are set out in Table 1.



Table 1 List of subsamples

_ o o

In Sample 2 (1S1) 02/01/1998 25/03/2009
Out-of-Sample 1 (0S1) 05/01/2005 03/01/2006
Out-of-Sample 2 (0S2) 27/03/2009 25/03/2010

Data for Irish trade levels with other countries was obtained from the Central Statistics

Office.

Theory

The paper shall now set about presenting and discussing the models that shall be tested in
order to find the optimal expected loss model for the ISEQ 20. There will follow a discussion
on the merits and drawbacks of VaR followed by a description of the models, filters and

backtests that will be used.

Value-at-Risk: its Strengths and its Weaknesses

Strengths
Developed in the early 1990s by JP Morgan, VaR is a popular method for calculating

expected loss, given its simplicity and ability to present risk as an aggregate variable. The
model was a great improvement on preceding portfolio theory as it gave more accurate
estimates of market risk, prior to which arbitrary trading limits were often imposed by
banks. JP Morgan’s decision to releasing a version of its Riskmetrics database led to the

adoption by many credit institutions of the VaR method.’

VaR can be summarized as the threshold value that the expected loss of a portfolio exceeds
over a given time horizon. Mathematically, this can be seen in the following way. Supposing
there is a given confidence level, a. Furthermore, p=1-a and q, is defined as the p-quantile of
the portfolio’s profit/ loss distribution over a given horizon, then the portfolio’s VaR over

that horizon at that confidence level may be described as:1°

VaR = -qp (1)

° Dowd (2005),P.11
%bid., p.27



According to Dowd, there are several advantages of VaR over other risk measures. Firstly, it
is a consistent, common measure, which is easily comparable across different risk factors
and positions. It is universally applicable to any kind of portfolio, thus allowing us to have a
universal risk measurement for all investments. Furthermore, as opposed to older
measurements, it takes account of all mitigating risk factors, as opposed to focusing on one
or several of these, thus accounting for always in which risk factors interact with each other.
It is also a probabilistic function, and can give information on the probability of a predicted
loss occurring, something which older models could not.!! Finally, losses incurred beyond

the VaR are in accordance with a specified small probability decided by the individual.'?

Weaknesses
However, VaR has not escaped significant criticism. Researchers such as Taleb criticised the

transfer of scientific models to the real world, claiming it failed to account for social systems
(By which we mean the factoring in of intelligent agents, which evolve to better adapt to their
situation, non-stationarity and interdependence of market processes).> This leads to models
being imprecise, Beder argues that this can even lead to a huge difference in the results
between VaR models.** Another major drawback of VaR is that it is not subadditive, i.e. if p is
a risk measure, then it is deemed to be subadditive when the following relationship is

satisfied:
p(X+Y) < pX)+p(Y) (2)

That is the risk of a portfolio, which is constructed of subportfolios will add up to more (and
sometimes less) than the combined risk of the subportfolios. Misjudging risk using an
inaccurate model can of course lead to disastrous consequences for investors by indicating
that diversification might be a poor tactic to follow.™ Another shortcoming of the model is
that it only indicates the maximum possible loss if a tail event does not occur, however fails
to indicate the extent to which it may actually be exceeded should a tail event occur.®
However, it should be remembered that although the above criticisms are valid for VaR, they

may also be valid for other risk measurement models. Grootveld and Hallerbach note that

" bid., p.12

2 Linsmeier and Pearson (1996), p. 5
B Taleb, (1997)

" Beder (1995), p.12

Dowd (2005),P. 33

Ibid., p. 31
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none of the below models operate under the assumption that the agent is risk-averse,"’
something which given today’s financial crisis may need to be reassessed. The paper shall
now turn to describe the specific models used. Despite these criticisms, Linsmeier and
Pearson raise a valid point that VaR is rarely the sole criterion in determining risk, it is often

used in conjunction with stress tests and scenario analyses among other things.®

Historical Simulation
The historical VaR is the simplest model to calculate, it can be obtained by plotting the

returns series on a histogram, to find VaR at the 95% level, one must simply look at the
number for the upper 5% of the distribution. Hence, it can be summarised it as the negative
quantile of the profit/ loss distribution.'® This method is the simplest to demonstrate that as
the confidence level falls, the more conservative the VaR estimate will be. VaR is also
affected by the number of returns included. The higher the number of return included in the
calculation, the less VaR will react to more recent returns, thus running the risk of less
accurate daily VaRs. Too few returns will see the VaR overreacting to any jumps in volatility,
bearing in mind this phenomenon is generally observed in clusters. However, ultimately this
is an arbitrary parameter, which is best chosen according to the situation. Dowd notes (and
as isproven later), a shorter period is the better-performing choice in backtests.”® However,
in order to obtain a normal distribution, using a larger sample size would be preferable,
therefore, it is necessary to make a trade-off between responsiveness to recent returns and

the normality of the distribution.

This method uses the observed distribution of data as opposed to an assumed theoretical
distribution as employed by parametric models. This leads to the assumption that future

returns will behave in a similar fashion to past returns.”!

Age-weighted Historical Simulation
This method incorporates a decay element into the standard historical simulation described

above. The aim of adding the decay factor is to give more recent observations a heavier

weighting and a steady declining weight to older observations in the series. In this paper, the

"7 Grootveld & Hallerbach (2004), pp. 34-5
' |insmeier and Pearson (1996), p. 5

* Dowd (2005), p. 28

% |bid., p 29

! bid., p. 83
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rate of decay, A, was set to a value of A=0.999. We calculated the first weight using formula
(2).

w(1) =4 3)

This was then plugged into equation (3) in order to rescale the original returns.

r(i) = 2 (4)

1
N

VaR could then be calculated using the rescaled returns. To gain the greatest accuracy, a
Microsoft VBA programme was written for this, thus allowing returns to be updated on a

daily basis (the VBA script may be found in the Appendix).

The advantage of this method is that recent observations influence VaR more than older
ones, thus enabling the VaR to better reflect current market trends. The decay element also
helps to absorb shocks caused by one-off events. Finally, the decay element allows for the
sample size to grow over time so that each new estimate is made with all available

observed.??

However, there are of course some drawbacks, the effective sample size is essentially
reduced by the decay element and may provide inaccurate VaR estimates during periods of

prolonged volatility.?*

Volatility-weighted VaR
It was decided to include this method as it is particularly suited to estimating VaR during

periods of high volatility by producing more conservative estimates that can encompass the
maximum loss in a sample. The key element of volatility weighting is the rescaling of returns,
after which, VaR tests may be carried out on the data. The rescaling of the returns takes the

following form:
* oT,i
Tei = (i)rt,i (5)

The formula states that in order to rescale the returns, one must multiply the daily returns

by the ratio of the standard deviations for the day VaR is being calculated (T) and the

2 |bid., p. 94
2 bid., p. 94
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historical return at time t in the sample.24 Thus providing us with a neat formula for VaR,
which accounts for changes in volatility in the returns. Its simplicity also allows it to be

incorporated with other models, as demonstrated later in the paper.

Hull and White note however, that this method excels more for certain kinds of data than
others. Notably, more accurate results were observed using exchange rate data whilst for

stock index data, the results were more ambiguous.?

Parametric Normal VaR
This method entails using two parameters, namely the mean (up,;) and standard deviation

(op,1). The critical value at a given confidence level is calculated using a normal distribution
curve. Therefore, the assumption of normality must be made when applying this method to

a particular data series. The formula is defined as follows:
VaR = —Wp,, + 0p;12« (6)

Where z is the critical value at a given confidence interval. A downside of this method is
that it does not heed maximum possible losses and as a result may over-estimate the risk

2
level.%®

This VaR uses two assumptions, which if both correct, lead to an easy and accurate expected
loss estimate (which can result in being more accurate than the non-parametric methods).
The first is the assumption of normality, that is, the observations are normally distributed,
thus allowing the use of well-known critical values to calculate expected loss. The second
assumption of serial independence states that the size of a price move on one day will not
affect a price move on another day.?” However, a notable drawback of this method is that
distributions are rarely exactly normal and should thus be limited to well-behaved data

series.

Student t-Distribution VaR
This method is particularly useful when dealing with a series that has a distribution with

excess kurtosis. Instead of using a normal distribution, a t-distribution is used. However, it

*Ibid., P.90

> Hull & White (1998), p. 10
*® Dowd (2005), p.160

" Hendricks (1996), p.42
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should be noted that as the degrees of freedom, v, increases, the t-distribution converges
towards the normal distribution.?® Furthermore, the t-distribution is not stable, that is when

two t-distributed variables are added, the result itself may not be t-distributed.?

The model is stated in equation (5), where VaR is a function of the mean,y, the number of

degrees of freedom, v and the t-distribution for a specified quantile, t, ,,.

t—VaR =pn+(v—2)/vty, (7)

In order to calculate the degrees of freedom, the following formula was used:
V= —— (8)
In equation (6), k stands for kurtosis.

This method, like the parametric model, makes the assumption of a given distribution (albeit
that in this case it is the Student t-distribution) and of serial independence as outlined in the

above section.

Expected Shortfall
Dowd describes the Expected Shortfall (ES) as the weighted average of tail losses, which

allows one to calculate the ES as the average of tail VARs.>° Furthermore, ES is subadditive,
this makes it a coherent risk measure, something which VaR is not. As it calculates the
conditional expectation of loss given that loss is beyond the VaR level, Yamai et al. note that

ES will always provide a more conservative estimate of the expected loss. **

ES can be summarised mathematically in the following way:

¢(Zo<) (9)

1-a

ES = —pp,, + op;

Again, the key parameters are the mean (up,;) and standard deviation (0p/;, ). z« is the

critical value and ¢ (.) is the corresponding value of the standard normal density function.

% Ibid., p.160
* |bid., p.160
* bid., p. 64
*! Yamai et al. (2001), p.4
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GARCH Filtering
In order to filter out volatility clusters, which by looking at the volatility graphs in the

Appendix may be seen to be numerous and significant, General Autoregressive Conditional
Heteroskedastic (GARCH) filters were used. The method used was developed by Tim
Bollerslev and builds upon a model presented in a previous paper by Robert Engle. He
expands Engle’s model by allowing for past conditional variances when calculating the

current figure. For the purposes of this thesis, the GARCH (1,1) process was used:

of = wtx 2| + fo? (10)

This was updated using parameters calculated at six month intervals. Ideally, these would be
updated on a daily basis in order to have the most accuracy, however, further VBA

programming would be required for this.

However, there are also disadvantages to using this method for filtering volatility, most
notably, the leverage effect. This effect states that the “amplitude of relative price
fluctuations of a stock tends to increase when its price drops, an effect first noted in an
article by Black.>? Reinhard and Hansen performed tests on the GARCH (1,1), comparing it to
a large number of variations of the GARCH model. They found that many other models
outperformed the GARCH (1, 1), such as the A-PARCH (2, 2), V-GARCH and the GARCH-in-

mean models*

Cross-Correlation
The cross-correlation formula is used to analyse the correlation between two separate time

series in order to investigate the degree to which the two series move in unison. It may be
used as a sign of interdependence between series and is summarised by the following

formula.

1 N
F(x':V) =_Zx,yw (11)

n-1 Ox0y

If returns of the two series are independent of each other, the top line will be zero (i.e. zero
covariance).>*

*2 Bouchaud et al. (2001) referencing Black, (1976), p. 228701-1
** Hansen & Lunde (2003), p. 305
** Copeland et al. (2005), p.115
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Backtesting
The models discussed all present different estimates of expected loss. Thus the question

arises, which is the most accurate? This section discusses the various backtesting methods
used to find the most reliable models. All tests were performed on the out of sample periods
0S1 and 0S2. The methods with the most consistent backtesting results were taken to be
the most reliable as they were shown to perform consistently over both calm and volatile
periods. Two tests were performed on the respective models, the Kupiec basic frequency
test and the Christoffersen conditional testing backtest. This section shall now proceed to

outline the respective tests.

The study begins with a basic frequency test generally referred to as the Kupiec basic
frequency test. A critical value, e, representing the number of times observations in a tested
series should surpass the VaR estimate is calculated using equation (11) where n is the
number of observations in the series and c is the confidence interval at which the VaR should

perform at.
e =nxcC (11)

Thus for example, to get the expected number of tail losses exceeding VaR to perform
reliably at the 1% confidence level on a series containing 260 observed daily returns, the
critical value would be 2.6. A model with significantly more than 2.6 observations exceeding
VaR would be deemed to be underestimating the risk. If there are too few exceptions, the
model is deemed to be too conservative in its risk estimation. In both cases, the model

would need to be re-specified in order to calculate risk correctly.*

The Christoffersen conditional testing backtest comprises of two key parts. the first part, like
Kupiec’s method, tests for basic frequency (correct unconditional coverage), however, the
calculation is performed as a likelihood ratio. The second part tests for independence

between observations, i.e. whether they are identically and independently distributed (i.i.d.).

The first part is essentially a repetition of Kupiec’s test, whereby the number of times the
VaR is exceeded during a given sample. Equation (12) sets out the null hypothesis for this

test, where r is the continuously compounded daily returns.

** Kupiec (1995), pp.73-84
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Lif repr <VaRpyq

e = {0, if Tear = VaRess 12)

Having established this, the likelihood ratio equation for this part of the test may be set up.
This takes the form of equation (13), where x is the number of exceedances in the sample, p

is the expected probability of exceedances and n is the number of observations.*®
LRy = =2In [(1 = p)"*p*] + 2In [(1 = H**(2)*] (13)

In order to determine whether an expected loss model is reliable the backtesting result must
be compared to the backtest’s critical value, which takes the form of a x*(1) distribution. This
test looks at the coverage of the interval, I;,;, but cannot detect whether the exceedances
are clustered together, therefore, it is necessary to look at the second half of the test, the

test fori.i.d..

This calculation is somewhat lengthier. To start with, one must calculate the various
combinations of nj, the number of observations with value | followed by value j. From this,
we can calculate the ratios of the counts of the appropriate cells. Three were calculated for

the purposes of this thesis:

~ No1 L Mg . Moy + Mqq
Toq M1 =——_ N =
Nqyg +Nyqq Noo + No1 + Nyp + Nq1

- —’
Moo + No1

These probabilities can be interpreted as follows: i, is the probability of observing a return
not exceeding VaR before a return that exceeds VaR. f;;is the probability that a return
exceeding VaR will be observed before a return that also exceeds VaR. Finally, T, is the
absolute probability that an observation exceeding or not exceeding VaR will be followed by
an observation that exceeds it. These probabilities act as parameters to the following

likelihood ratio equation:37

LRing = —2In [(1 - ﬁz)n°°+n1°ﬁ2n°1+nu] + 2In [(1 — fpy)00Rg, 01 (1 — iy )™1078, 1]

(14)

The results of this test are also compared against a critical value distributed as x*(1).

** Dowd (2005), p. 329
*’ Please note that the model presented in Dowd (2005) in fact contains a misprint and the correct version is in
fact that which is presented in Christoffersen (1998).
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The final part of the Christoffersen test ties both stages of the test together, it seeks to
provide a single number, with which to evaluate a VaR test and is simply given by equation

(15):
LR.. = LR, + LRjy4 (15)

The reliability of these test results are compared against a critical value distributed as a )(2(2)
distribution. The advantages, according to Christoffersen, are that two joint tests of

reliability may be performed whilst still retaining the individual hypotheses for each test.*®

Confidence intervals were employed in order to determine the validity of results generated.

They work on the principle that Hg is accepted on a particular significance p=1-a given:
2 b . 2.0 .
x (1—5,1)SLRCCSx &0 (16)

Where i is the order of the particular chi distribution.

Methodology

Having outlined the different models as well as the data used, this section shall now explain
how they are to be used in practice and what information shall be gleaned from each part.

The thesis is divided essentially into two parts, quantifying the expected loss on the ISEQ 20
and looking at additional factors not necessarily picked up by the expected loss calculations

as well as their sources.

Expected Loss Analysis
With the correlations kept in mind, the thesis now proceeds to estimate expected loss in

order to gain an understanding of the overall risk in the Irish market. Once estimated, each
expected loss model is backtested in order to determine the validity and accuracy of each

model tested.

Estimating Expected Loss
The next step involves obtaining VaR and Expected Shortfall estimates from the models

outlined above. All VaR models were estimated over the entire sample period, 0S1 and 0S2.
Each VaR was tested at the 5% and 1% value and again tested using a window of 1000

returns and 260 returns. These estimations were then repeated with the GARCH filter to

%% Christoffersen (1998), pp. 845-6
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control for volatility clustering. Combinations of the most suitable methods will also be tried
in order to find an optimal model for each index. Of course, like with VaR models, there are
many other filters which could have been tested. As stated in the theory section, there are
several variants of the GARCH model which outperformed the GARCH (1, 1) model (used
here). However, due to its simplicity and widespread use it was decided to continue with the
GARCH (1, 1) model. Other types of filters such as the exponentially-weighted moving
average (EWMA) have been shown to be inferior to GARCH models as it is unable to
correctly predict future volatility. Therefore, it was decided to omit them from this study.39
For this thesis the GARCH filter used parameters, which were maximised at six month
intervals (as maximisations were performed manually). The accuracy of these filters could be
improved by maximising parameters on a daily basis, however six month intervals is

sufficient to give accurate estimates.

In order to further improve the accuracy of the models, it was decided to then add a
volatility weighting to the best performing models. Again, when calculating the volatility
weighting it was decided to use a six month gap between the predicted and historical
returns used for reasons of consistency and again, because when looking at the volatility
graphs in the Appendix, this could be deemed a reasonable time period as volatility would

not have changed too significantly over this period.

Backtesting and Stress Testing
Having run estimates for all models, the paper proceeds to test the reliability of the results

generated. Having so many estimates to choose from, it is necessary to choose the best-
performing model or rather, eliminate the worst-performing ones. Here, the Christoffersen
and Kupiec tests come into play. Since the test for correct unconditional coverage is in
essence the Kupiec test rephrased as a likelihood ratio, only the version used to calculate
correct conditional coverage will be presented, as using both versions will add no significant
additional information. Furthermore, an element of stress-testing is introduced by
comparing results between 0OS1 and OS2, looking for the most reliable method in both
subsamples. This is done by simply comparing backtesting results and choosing the most
reliable models from each subsample. The aim here, being to find a model that passes

backtesting in both subsamples thus indicating a model which can remain consistent during

* bowd (2005), p.131
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periods of both low and high volatility. This part of the analysis will focus on analysing the
test statistic for conditional coverage rather than the individual components of the test.
Having done so it becomes possible to conclude which model performs best overall for each
stock index. The aim is not to find one general model to fit all markets. This is neither
possible nor prudent, given that each market chosen has its own unique characteristics and
therefore VaR models that take particular aspects into account will tend to perform better
on some markets than others. Therefore, the aim is to identify the optimal model for the
ISEQ 20 using the other control indices as a contextual frame used to highlight the
differences between the ISEQ20 and other indices and the differing performance of certain
models on certain markets, using them ultimately as benchmarks with which the ISEQ 20

may be compared from a volatility and expected loss perspective.

Correlation
The aim of performing a test for correlation was to gain some insight into just how much the

ISEQ 20 was influenced by international market activity and how much of the movement is
derived from home-country activity. This would then give an indication of how much the
expected loss was dictated by foreign influences. This test for correlation between data
series was performed once for the entire data series. However, the results generated should
be taken with a pinch of salt since when looking at the raw data graphs in the Appendix,
significant changes in the direction of the data series may be observed and further looking at
the volatility graphs also in the Appendix, one may suspect that there may be a break in the
data. For these reasons, it was decided to repeat these tests on the subsamples 0S1 and
0S2. Furthermore, the use of log-differenced data greatly reduces the possibility of non-
stationarity. This gives us an understanding of the extent to which other indices affect the

ISEQ 20's volatility and provides a contextual frame for the ISEQ 20’s expected loss.

Beyond the analysis: additional factors and explanations to be considered
Having considered the results generated, the thesis turns to look at real-world explanations

behind the continuing high volatility on the ISEQ 20. This section aims to highlight the
limitations of expected loss analysis and recommends that additional consideration be given

to events, which may not be necessarily picked up by historical time series.
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Results and Discussion of Empirical findings
The paper now moves on to present the empirical findings calculated. Again, this chapter is

divided into two parts: the first focuses on the expected loss analysis and backtests
performed, the second turns to look at the factors driving the current high levels of expected
loss; both those incorporated in the calculation of expected loss, and those not considered

when performing the calculation.

Analysis of Backtests
As outlined in the methodology section of this thesis, the best-performing VaR for each

market index will be chosen by ranking their performance using backtests. Having done so,
they will then be stress tested by assessing the consistency of results between 0S1 and OS2.
Tables 4 and 5 present the models that passed the backtest at a five percent confidence
level for the particular market on which they were tested for each model in OS1 and OS2
whilst Tables 6 and 7 present the backtest results for VaR models using GARCH filtered data.
Each table presents the results for the LRyc, LRing and LR backtests, x’s indicate backtesting
results, which are deemed acceptable as they are within the confidence interval brackets for
the associated with the respective test. For the purposes of this thesis, the confidence
interval for the backtest results has been set to 5%. X’s highlighted in turquoise have not
only passed the test for conditional coverage but have also passed one of the sub-tests
composing this result. X’s highlighted in green have not only passed the test of correct
conditional coverage but have also passed both subtests which make up the Christoffersen
test. These tables have been compiled using Tables 8 to 11, which may be found in the
appendix (these may also be interpreted using the same system as described above for

interpreting the backtest results).

Backtest Results of unfiltered Models
Turning to Table 4, we see that the best-performing models are the Historical Simulation (for

the Euro Stoxx, IBEX 35 and OMX C20) and the Volatility-weighted Student-t (S&P 500, Euro
Stoxx and IBEX 35) and the Volatility-weighted Expected shortfall models (S&P 500, FTSE
100, Euro Stoxx and IBEX 35). It was found that adding a volatility weighting dramatically
improved results. Expected shortfall was the most notable, passing zero tests at first but
upon having the weighting added to it, passed the unconditional coverage test for 260

observations at the 5% level. It should be noted that this combination was the most
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frequently passed during this out-of-sample period. Therefore, as expected, we see the

majority of tests passed are at the 5% level.

A recurring pattern in the following tables with the Age-weighted Historical Simulation is
that the VaR’s shape is dictated more by the confidence level rather than the number of
observations used (however, this varies in significance depending on the decay rate
selected). In fact, looking at the graphs in the Appendix, one notes that the difference
between using 1000 observations or 260 observations is extremely small. The difference is
usually of a size between 0% and 0.1%, with the estimates generated using 1,000
observations always being the more conservative. This may be explained by the fact that the
VaR at 1,000 observations includes the first 260 observations as well as an additional 740
observations, which due to the rate of decay renders the older observations largely
insignificant. This becomes evident when comparing the lines for VaR at a given confidence
level. Both at the 5% and 1% confidence level, the lines generated using 260 observations
and 1,000 observations are almost identical in both cases. However, it would be imprudent
to go in the other direction and reduce the number of observations used as undoubtedly the
accuracy of the estimate would decrease with every past observation that is excluded and
lead to a less conservative estimate, exposing the investor to a greater number of potential
losses. The question then arises, if the VaRs are the same, why does the backtesting on these
models appear to favour those with a window of 260 observations? A possible explanation is
that the actual number of observed exceedances are the same for both 1,000 and 260
observations. Therefore, if the required number of exceedances to pass the test varies, yet
the empirically observed number of exceedances does not, then it may lead to a biased
result in the backtest, leading one to believe a smaller observation window is more effective,

whilst in reality, the difference is negligible.

Table 2 0S1
e sETUoR>8< Cg’;ll)E(N
500 FTSE IBEX 35
ISEQ 20 (Euro . HAGEN
COMP | “price | 100- | Average | (SP@N - [ oyxc2
osiTE - | ©"REE | PrICE % PRICE 0
FNRE;EE INDEX | price | NPEX [ pRicE
INDEX NDEX
HS LRuc 1000 Obs @ 1% X
HS LRuc 260 Obs @ 5% X X X X X X
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HS Lrind 260 Obs @ 1%
HS Lrind 260 Obs @ 5%
HS Lrcc 1000 Obs @ 1%
HS Lrcc 260 Obs @ 1%
HS Lrcc 260 Obs @ 5%
AWHS LRuc 1000 Obs @ 1%
AWHS Lrcc 1000 Obs @ 1%
Para norm LRuc 1000 Obs @ 1%
Para norm LRuc 1000 Obs @ 5%
Para norm Lrind 260 Obs @ 1%
Para norm Lrind 260 Obs @ 5%
Para norm Lrcc 1000 Obs @ 1%
Para norm Lrcc 1000 Obs @ 5%
StuT LRuc 260 Obs @ 5%
StuT Lrcc 260 Obs @ 5%
ES LRuc 1000 Obs @ 1%
ES Lrcc 260 Obs @ 5%
VW Para LRuc 1000 Obs @ 1%
norm
VW Para LRuc 1000 Obs @ 5%
norm
VW Para LRuc 260 Obs @ 5%
norm
VW Para Lrcc 1000 Obs @ 1%
norm
VW Para Lrcc 260 Obs @ 5%
norm
VW Stu t LRuc 1000 Obs @ 1%
VW Stu t LRuc 1000 Obs @ 5%
VW Stu t LRuc 260 Obs @ 5%
VW Stu t Lrcc 260 Obs @ 1%
VW ES LRuc 1000 Obs @ 1%

23



VW ES LRuc 1000 Obs @ 5% X X

VW ES Lrcc 260 Obs @ 5%

Turning to Table 5, what becomes immediately apparent is that non-parametric models
perform significantly better than parametric models. Out of the models tested, the Age-
weighted Historical Simulation model clearly outperforms all other models passing both
tests at the 1% level using 260 observations. It should be noted that using volatility
weighting on the parametric methods did not significantly improve their performance during
periods of high volatility. Of course infinite combinations of VaR models might have been
tested to find the optimal model. However, another logical possibility in this case would be
to add volatility weighting to the non-parametric models, to see whether performance
would be further improved. From looking at the table, it can be seen that the problem with
increased volatility was that it weakened conditional coverage. A pattern visible throughout
Table 5 is that the test of independence is passed in the vast majority of cases whilst the test
of conditional coverage is not. This says that the observed frequency of exceedances is far
beyond the predicted frequency, indicating the volatility clusters were not properly captured

by the models tested.

Table 3 0S2
R cro [ teex | 8%,
ISEQ FTSE STOXX 35
COMP . HAGEN
OSITE 20 - 100 - (Euro (Spain (OMXC2
B PRICE | PRICE | Average) - ) - 0) -
PRICE NI || IRk :T\IRDIE)E( :T\IRDIICE:)E( PRICEIN
INDEX DEX
HS LRuc 1000 Obs @ 1% X X
HS LRuc 1000 Obs @ 5% X X X X
HS Lrcc 1000 Obs @ 1% X X X X
HS chc 1000 Obs @ 5% -:- "
AWHS LRuc 260 Obs @ 1% X X X X X
AWHS Lrind 1000 Obs @ 1% X X X X
AWHS Lrind 1000 Obs @ 5% X X X X
AWHS Lrind 260 Obs @ 1% X X X X X X
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AWHS Lrind 260 Obs @ 5%
AWHS Lrcc 260 Obs @ 1%
Para norm Lrind 1000 Obs @ 1%
Para norm Lrind 1000 Obs @ 5%
Para norm Lrind 260 Obs @ 1%
Para norm Lrind 260 Obs @ 5%
StuT Lrind 1000 Obs @ 1%
StuT Lrind 1000 Obs @ 5%
StuT Lrind 260 Obs @ 1%
StuT Lrind 260 Obs @ 5%
ES Lrind 1000 Obs @ 1%
ES Lrind 1000 Obs @ 5%
ES Lrind 260 Obs @ 1%
ES Lrind 260 Obs @ 5%

VW Para norm

Lrind 1000 Obs @ 1%

VW Para norm

Lrind 1000 Obs @ 5%

VW Para norm

Lrind 260 Obs @ 1%

VW Para norm

Lrind 260 Obs @ 5%

VW Stu t Lrind 1000 Obs @ 1%
VW Stu t Lrind 1000 Obs @ 5%
VW Stu t Lrcc 1000 Obs @ 5%
VW ES Lrind 1000 Obs @ 1%
VW ES Lrind 1000 Obs @ 5%
VW ES Lrind 260 Obs @ 1%
VW ES Lrind 260 Obs @ 5%
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Backtest Results of GARCH (1, 1) filtered Models
The paper now looks at the same tests performed again, but this time with a GARCH (1, 1)

filter applied to the data.

The first thing to be noted is that adding a GARCH filter significantly improves the
parametric models’ effectiveness, with most parametric models passing the test (or one of
the subtests) for conditional coverage on the S&P 500 and OMX Copenhagen indices. The
general improvement, when comparing the graphs in the Appendix, seems to indicate that
adding a GARCH filter to account for volatility clustering leads to more conservative
expected loss estimates. It may be observed that the models tested are best suited to stable,
mature indices with shorter periods of volatility clustering. This is evident given the number
of models that passed the Christoffersen test on the S&P 500 and OMX Copenhagen, two of
the most stable indices included (this can be deduced by comparing volatility graphs
included in the Appendix).