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Abstract

Numerous studies in the international economic literature suggest that foreign trade has a
large positive effect on growth. From the theoretical aspects there are several reasons to be-
lieve in both export- and import-led productivity growth as well as productivity-led exports.
The empirical results have been mixed, with earlier studies indicating a strong relationship
and more recent studies that question the exogeneity assumption, finding endogenous results
in several directions. In this study | develop a theoretical model, based on Aghion and
Howitt’s (1990) Schumpeterian framework, which explain important parts of the diverging
results by showing that trade can affect the incentives and probabilities for innovations. | also
investigate the relevance of the relationship between aggregated exports, imports and TFP in a
Johansen approach for cointegration with error correction models and short-run Granger cau-
sality tests, for five OECD countries. | conclude that there is some weak support of long-run
relations in all except two cases, and that the strong support for trade induced productivity en-
hancements cannot be found. The results are generally varying between countries and do not
get more conclusive when studying the short-run effects. The heterogeneous results from this
study therefore tend to question the previous assumption that trade, and especially export,

positively affects productivity growth.

Keywords: Export, Import, Productivity, Growth, Cointegration, Johansen approach, ECM,
OECD
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1 Introduction

A body of work in international economics suggests that foreign trade has a large positive
effect on income® and the relationship between export and economic growth has been a sub-
ject of great interest in the growth literature. Many studies have emphasised a direct connec-
tion between the two and assumed the direction of causality from trade to income. This con-
clusion is also reached when import is included in general openness measures. However, de-
velopments in the econometric methods have enabled researches to question the results and
the strong correlation, revealing an endogenous situation, with e.g. both export-led growth
(ELG) and growth-led export (GLE). This contradicts the assumption of exports as an exoge-
nous factor and points to the importance of advanced econometric frameworks as well as
theoretical developments to be able to explain the contradictions.

Previously, most studies have focused on the relation between export and growth. How-
ever, some studies have shown the possible importance of including imports as an endoge-
nous variable. This could otherwise cause an omitted variable problem. The results have sup-
ported the additional hypothesis of import-led growth (ILG). Also, other studies have found
that the correlation between trade and income might come out of other domestic policy factors
that generally have a positive effect on the economy (Rodrik 1994; Frankel - Romer 1999).
Hence, the way in which trade affects growth needs to be properly specified not to capture
these effects in a too extensive way.

There is a theoretical debate whether trade primarily has an effect on economic growth
through an increase in the factor accumulation, as hypostasised by the neoclassical growth
theories, or if the effect is an improvement in productivity. There are strong reasons put forth
in the endogenous growth theories to assume that trade should have an effect on productivity.
Hence, investigating the productivity trade relationship could improve our understanding of
how the relationships work. Studies focusing on labour productivity have found an endoge-
nous relation, primarily between export and productivity. However, examples of recent lit-

erature that also includes imports in a VAR framework is limited on a macro level, while firm

! See section 2 for previous empirical findings and section 3 and 4 for theoretical arguments.
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based studies have found reasons to believe both in a trade caused increase in productivity and
productivity-led trade effects.

In this study | formulate an endogenous theoretical framework that incorporates important
parts of this complex dynamics of both export and import, and use the Johansen approach of
cointegration and vector error correction models, with estimates of the total factor productiv-

ity (TFP) level, to empirically investigate the trade-growth relationship for productivity.

1.1 Statement of Purpose

The main purpose of this thesis is to investigate the endogenous relation between exports, im-
ports, productivity and economic growth on a macroeconomic level. The purpose can be fur-
ther divided into two main aims: (1) to derive an endogenous theoretical growth model, based
on Aghion and Howitt (2009), in order to explain the plausible relationships between trade
and both GDP as well as productivity growth; and (2) to empirically study the key elements of
the theoretical hypothesises through econometric cointegration analysis using the Johansen
approach and Vector autoregressions along with Vector error correction models, in order to

investigate long-run equilibrium relations and short-run Granger causality.
The questions of issue are:

e How can the relationship between trade, productivity and economic growth theoretically
be explained?

e Are there empirical long-run relationships between export, import and productivity?

e If so, does export and/or import positivity affect long-run productivity development?

e or, are there reasons to believe in only short-run effects?

e and, can the relationship be better explained by reversed causality?

By causality | refer to Granger causality, which should not be interpreted as proof of actual
causality relations. The empirical study includes five industrialised OECD countries: Canada,
France, Japan, the United Kingdom and the United States. For statistical estimations E-views

5is used.



1.2 Disposition

The structure of the thesis is as follows. In section 2 there is a discussion of the results from
previous empirical research. In section 3 is the theoretical foundation formed by discussing
the implication on previous theoretical contributions. Section 4 presents the extended theo-
retical model. Section 5 explains the selection of variables made for the empirical study. Sec-
tion 6 includes a description of the econometric methodological framework. In section 7 the
choice of data material is described and discussed. In section 8 the empirical results from the
different tests are presented, both for long- and short-run relations. Finally, section 9 contains
the conclusions. For further information about the mathematical derivation of the theoretical
model and the results from the empirical study, additional equations and tables are presented
in the appendixes.



2 Previous Empirical Research

In this section a description of empirical studies concerning the trade-growth relationship is
presented. The content, conclusions and methods of the studies are discussed and constitute a

basis for the implications used in both the theoretical model and the empirical study.

2.1 Export and Growth

2.1.1 Cross-Country and Simple Times Series Studies

There are numerous examples of studies that have used regular OLS cross-country procedures
to estimate the effects from export. In a survey, studying a great number of reported estimated
effects on growth, Lewer and Van den Berg (2003) state that almost all studies of the quanti-
tative relationship between trade and growth specify trade as real export growth and estimates
this on GDP growth. One example of this is Balassa (1978) who focus on developing coun-
tries and is using pooled estimation of GDP growth and exports. He finds that export contrib-
utes more to growth than domestic and foreign capital or labour. Balassa shows this by in-
cluding exports as an additional factor in the Cobb-Douglas production function. This ap-
proach was later used by e.g. Taylor (1981), Kavoussi (1984) and Ram (1985). Taylor (1981),
Kavoussi (1984) found that the effect from trade were higher for developed than developing
countries.

This approach is criticized by Sheehey (1990) who rather suggests that exports only repre-
sent a production factor when is included in addition to capital and labour, and not necessarily
represents the effect of trade. Hence, spurious regressions are made if the model is not ad-
justed for the fact that exports is a component of GDP and could affects all factor inputs in a
similar way.

Most of the cross-country studies find positive and significant relationships between export
and growth. Lewer and Van den Berg (2003) conclude that there are strong positive quantita-
tive effects from trade and that they are robust to different specifications and estimation types.

Their survey does however exclude studies with a dynamic time series structure and endoge-



nous variables, and focuses rather on those that use OLS cross-country or time series to esti-
mate the magnitude of the effects. But, taking unit roots into account seem to lower the esti-
mated effects from trade.

Studies using OLS and cross-sectional data might be problematic due to some important
assumptions. First, the order of causality is not investigated. Rather it is assumed that export
affects growth and that growth does not affect any of the explanatory variables, i.e. the vari-
ables are exogenous. Second, cross-country studies assume that the regression parameters are
constant for all countries. Those are, as we will see, both questionable assumptions. The sec-
ond problem could easily be circumventing by using time series of individual countries, but
the first one need a more dynamic estimations procedure. Therefore, also studies using single
time series equations, assuming all variables to be exogenous, might not be appropriate. Kwan
et al. (1996) use this method for Taiwan and find a positive relationship between GDP growth
and export growth. However, they also conclude that exogeneity tests show rejection of strong
exogeneity. Hence, cross-country models like those formed in line with Balassa (1978) could
be problematic.

In the light of the problematic assumption of early cross-sectional and time series studies
the need for more complex estimations emerged. So, in order to establish if there is export-led
growth, or just simultaneous correlation, recent studies use more dynamic approaches with

cointegration and Granger causality.

2.1.2 Studies of the Dynamic and Endogenous Structure

As mentioned, more recent studies have assumed that growth and trade variables are endoge-
nous®. If they are, then the strong exogeneity assumption can be rejected by a Granger causal-
ity test. As we will see there are profound reasons to assume the variable of interest not to be
strongly exogenous.

In general, the empirical evidence from dynamic studies is mixed. With some giving sup-
port to the long-run relationship between export and growth, other rejects the hypothesis.
Also, there has been mixed results of the order of causality, as some studies rather support the

opposite direction: growth-led export.

2 Endogeneity in this case refers to the reversed causality problem, i.e. the possibility that the dependent

variable (y) impact the independent variable (x) at the same time as x has an impact on y.
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In a study on export-led growth with Granger causality tests, Sharma et al (1991) looks at five
industrialized countries in a four-variable vector autoregressive model (VAR) with quarterly
data (from 1960.91 to 1987.92) and finds that no countries showed similar results. Germany
and Japan seemed to experience export-led growth while UK and US showed reverse causal-
ity. Also, no relation between growth and factor inputs (capital and labour) were found. But,
export did cause both variables to grow. Awokuse (2003) finds the long-run and short-run ex-
port-led growth hypothesis to be valid in a similar case study of Canada, from year 1960 to
2000, using a Vector error correction model (VECM)?® approach. On the contrary, Richards
(2001) finds no evidence of export-led growth in Paraguay. Rather, he finds that domestic
growth might drain recourses from the exporting sector, hence, lower the growth rate. Oxley
(1993:165) has studied Portugal for a long period of time (1865-1985) in an error correction
model with real GDP level and real export level, but did not find any support for export-led

growth. Instead the Granger causality test showed the reverse causality: growth-led export.

2.2 Import and Growth

As a critique to the single focus of export performance as the trade variable of interest,
Esfahani (1991) uses three-stage cross-country equation systems to show the importance of
including import. Investigating 31 semi-industrialized countries he finds that exports primary
contribution is to finance the import of intermediate products.

In the search for export-led growth Riezman et al. (1996) shows that not adjusting for im-
port growth can give misleading Granger causality test results, as the causal ordering might be
spurious. Given this, they only find support for export-led growth in 30 of 126 investigated
countries and 25 countries that experience growth-led export. Their analysis does not however
directly include the import-led growth hypothesis.

Also, Awokuse (2008) argues that there has been little attention paid to the importance of
imports, but that some recent articles have shown that without controlling for import the cau-
sality between export and growth might be spurious. In an attempt to study this relation he
uses quarterly data for three Latin-American countries from the beginning of the 1990’s to
April 2002. The data consists of real GDP growth, real exports, real imports, gross capital

formation and labour force. Using a vector error correction approach Awokuse shows that in

¥ See section 6.2.3 and 6.2.4 for a technical explanation of VAR and VECM.
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one case the error correction terms are significant for export and import, signalling a long-run
causation for trade to GDP growth. Also, short term Granger effects from imports to growth
are found for all countries, while exports only are significant in one case. He therefore draws
the conclusion that imports seems to be more important than the exports in explaining eco-

nomic growth. He states that:

The exclusion of imports and singular focus of many past studies on just the role of export as the

engine of growth may be misleading or at best incomplete (Awokuse 2008:172).

In a similar article Awokuse (2007) studies the situation for Bulgaria, Czech Republic and
Poland. He then finds a bi-directional short term export- growth relationship for Bulgaria, ex-
port- and import-led growth in Czech Republic and that import-led growth are present in
Poland.

Also, in a re-examination of Oxley (1993), Ramos (2001) uses a three variable VECM-
model and shows that there might be two long-term equilibriums, where real GDP, export and
import are included. Granger causality test also shows a tow-way relationship both between
GDP-export growth and GDP-import growth.

In a study of 39 developing countries Krishna et al. (1998:16) point out that both export
and import need to be included in the VAR, in order to best explain output growth, and that
there are strong reasons also to include investments. The study also finds cointegrating rela-

tionships but they are not of significance for the conclusions.

2.3 Trade and Productivity

Difference between countries growth rates can only partly be explained by increases in the
employment of the basic factors of production: capital and labour. Instead the differences are
mainly due to different rates of increase in productivity of the inputs. And it is possible that
long-run income growth rather might be caused by technological progress (Aghion — Howitt
2009:112). Therefore Kunst & Marin (1989) argue that focus should be on productivity rather
than income. In their study of labour productivity in Austria, with the use of Granger causality
test, they find support for productivity-led export growth.

Just as in the case for GDP studies the studies with productivity mainly includes only export

as an explanatory trade variable (Thangavelu - Rajaguru 2004:1084). For example, Awokuse



(2006) finds a bi-directional short term Granger relationship between labour productivity and
real export for Japan. He also concludes that terms-of-trade and capital should be a part of the
Japanese model. Yamada (1998) also uses labour productivity instead of GDP, concluding
that there is only one case (Italy) where export-led growth can be found when looking at six
OECD countries®. Another study of industrialized countries®, for the period 1960.q1 to
1987.92, was made by Marin (1992) who also uses labour productivity, but for the manufac-
turing sector. By looking at cointegration she finds a long-run relationship between the four
variables: productivity, export, terms-of-trade and OECD output, for all countries except the
United Kingdom. She also finds Granger causality from export to productivity in all four
countries, but with mixed signs of the coefficient sums, and from productivity to export in
Japan.

The number of studies using both productivity and import in a dynamic setting is scares.
One is a study done by Thangavelu and Rajaguru (2004) where they focus on nine Asian
countries® using annual data from 1960 to 1996. In this study the authors use labour
productivity in the manufacturing sector as the productivity measure and the levels of real to-
tal export and real total import. The analysis is done with an error correction model and
Granger causality. The results of the study are mixed but support the notion of the importance
of import-led growth. A long-run bi-directional import-productivity relationship was found in
India, Indonesia, Malaysia and Taiwan. For the Philippines and Singapore import-led produc-
tivity growth is exhibited. Also support for export-led productivity growth was found. How-
ever, no relationships were found for Hong Kong and only productivity-led export for Japan.
This stands in contrast to the results found by Marin (1992) and Awokuse (2006).

2.4 Firm Based Studies on the Productivity Effect
from Trade

Besides the study by Thangavelu and Rajaguru (2004) the main examples of imports impact
on productivity is based on firm level studies. In a study by Halpnern et al. (2006), based on
unique firm data, they study the effect from imported intermediate goods on Hungarian firms.

They find support for a large positive effect both in respect to gain from complementarities

* The United States, Canada, the United Kingdom, Italy, France and Japan
® The United States, the United Kingdom, Germany and Japan

® Hong Kong, India, Indonesia, Japan, Malaysia, Philippines, Singapore, Taiwan and Thailand
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and from new varieties. Kasahara and Lapham (2008) show that, in a static exit and entry set-
ting of Chilean firms, the productivity level was higher in plants that were both participating
in export and import, followed by those that were just involved in one activity and even lower
in firms that were only focused on the domestic market. The studies in the area which in-
cludes imports seem to be rather new, with many papers written in the last ten years. Lately
Vogel and Wagner (2010) reported results for German firms pointing to similar conclusions
as Kasahara and Lapham (2008). However, their results were only in favour for a self-selec-
tion process, and not learning-by importing. If this was a general process it would point to
productive-led import growth rather than import-led productivity growth, hence, adding to the
possible complexity of the problem.

These examples underline the firm level foundation for including import as an important

variable also for studies on the macro level.

2.5 Implications from Previous Research

From the discussion in this section it is clear that the empirical search for distinct connections
between trade and growth needs to be continued. The diverging results from the dynamic
models, finding bi-directional causality in relation to both income and productivity, express
the need for both theory and empirics to take endogeneity into account. Therefore | conclude
that a VAR framework, used in later macroeconomic studies, is an appropriate method. It is
also evident that imports need to be considered as a possible explanatory factor, as it is found
to have both long-run and short-run effects on income as well as productivity. This study
therefore is an attempt to contribute to the previously few studies testing both trade variables
in relation to productivity, with an adjustment for the possible simultaneous policy effect on

capital accumulation.



3 Theoretical Aspects

This section discusses the theoretical arguments that have been emphasised in the literature
concerning the relationship between economic growth, productivity, export and import. It is
intended to give an understanding for the foundations of the derived theoretical model and the

following empirical analysis.

3.1 Two Ways of Thinking about the Effects from
Trade

The subject of whether trade affects growth has been in focus for a large theoretical debate.
On neoclassical grounds trade openness primarily, or only, affects growth through increasing
investments and the aggregate capital stock. The argument is developed in a Heckscher-Ohlin
context and states that trade affects the capital/labour ratio, so that firms export the production
factors that they are relatively abounded in. However, this does not fully correspond to em-
pirical findings and neglect the importance of intra-industry trade. None the less, it does pre-
dict that nations should increase their growth by promoting investments, which is seen in
cross-country studies - e.g. Levine and Renelt (1992) - according to Baldwin and Seghezza
(1996).

In contrast, the new trade and growth theory regard market imperfections and endogenous
productivity growth as the main source of growth. In several of these models, innovation and
the entrepreneur are of great significance and investments contribute to growth as a mean to
enhance the productivity (see: Aghion - Howitt 2009). New theories also incorporate the im-
portant results from industrial organization studies about the need of imperfect market to gen-
erate growth. As seen previously, recent empirical findings give support to the assumption
that trade benefits growth through other means then investments, e.g. by increasing the pro-

ductivity.
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3.2 Export and Growth

A large number of studies have focused on the relation between increased exports and coun-
tries economic growth. Generally, it has been assumed that export brings new opportunities
and positive effects that cause an increase in the growth rate. Even though, this view does not
stand uncriticised, the causal export—led growth hypothesis is theoretically plausible for a
number of reasons.

To begin with, export as a response to increasing demand for a country’s output is ex-
pected to affect growth as a component of aggregated output (Giles - Williams 2000:263).
Leaving out a possible effect on productivity, this implies that export enables growth by in-
creasing the relevant market size. This scale effect from opening up a country is, theoretically,
a way to increase the country size or the relevant population. In addition, Kremer (1993) ar-
gues that historical evidence also shows a consistency between population or labour size and
technological change, which is emphasised in theories by Grossman and Helpman (1991b,c)
as a increase in the relevant labour force that could positively affects the rate of technological
change. Accordingly, scale effects can raise the profitability of the intermediate sector, lead-
ing to a higher production and thereby higher growth rate, as is modelled by Barro and Sala-I-
Martin (1997) and Connolly (2000). Jones (1995) criticise this on empirical grounds, arguing
that there is no proportional relation between the number of researcher and the growth rate.
However, he shows the importance of general population growth for the same purpose. There-
fore, the importance of a larger general population cannot be fully excluded.

Second, increased production enables better utilization of economies of scale, as well as
increasing specialisation (Helpman - Krugman 1985). As a result recourses may transfer from
inefficient domestic production to the export sector, causing a productivity increase (Giles -
Williams 2000:263).

Third, an increased orientation towards the international markets gives access to foreign
technology. It follows that firms might be able to increase their efficiency through the process
learning-by-exporting, including both a scale effect from leaning-by-doing and a diffusion ef-
fect from e.g. learned management practices (Giles - Williams 2000:263). The effect of tech-
nology transfer is shown by Grossman and Helpman (1991b) trough innovation and imitation,
where countries using both strategies can experience a positive growth, if the follower is not

too far behind technologically, so that innovations can spread between countries. However,
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research by Clerides et al. (1996) and Bernard (2004) find little evidence of technological dif-
fusion from exporting activities on domestic firms.

Forth, exports may also affect growth through the foreign exchange constraint, and enables
greater import flows (Cetintas - Barisik 2009:637) and eliminate controls that result in an
overvaluation of the domestic currency (Giles - Williams 2000:263). The increased import, of
e.g. intermediate goods, then raises either the capital formation or stimulates productivity
growth.

Fifth, export competition with foreign firms could increase the need for domestic innova-
tions and effectiveness, hence lead to increased productivity (Thangavelu - Rajaguru 2004).

Finally, increased international access can provide greater opportunities for entrepreneurial
activity as the rewards increases, which in turns increases the rate of innovation and the pro-
ductivity. It is argued that this is the key to extended growth (Giles — Williams, 2000:263),
because there is a need for risk taking in productivity increasing activities. Guerzoni (2010)
models the importance of increased demand for the innovation incentives, and concludes that
an increased market size will increase the number of innovations, as it improves the maximal
profits. He also states that this result is in line with empirical findings. Jones (1995) critique
might therefore be valid if one uses labour as an input in the research process but not as much
for the argument of increased demand.

It is not concluded if these opportunities imply an export-led growth or if exporters self
select into export markets as they become more productive. Several studies have found that
efficient firm’s rather self select into the export markets than benefit from foreign knowledge
(Thangavelu - Rajaguru 2004). Bernard (2004) point out that this self-selection process also
involve reallocation of recourses from less productive to more productive firms. As a result
causality from productivity to export could be expected.

This causal relation from export growth to economic growth is denominated as growth-led
exports. The outcome is explained by the assumption that productive firms export more, e.g.
as a result of lower domestic costs (Thangavelu - Rajaguru 2004), and a general increase in
productivity should therefore precede increased exports. The productivity increase can be
caused by domestic labour productivity increases or diffusion of foreign technology
(Awokuse 2007:390), and not necessarily from increased trade. However, an increased pro-
ductivity from other aspects of trade than export (e.g. imports) could improve the domestic

productivity and cause a growth-led export expansion.
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3.3 Imports and Growth

In addition to export-led growth and growth-led export there might be optional gains from
trade through imports: import-led growth. Thangavelu and Rajaguru (2004:1084) argue that
the theoretical reasons are in favour of possible import- rather the export-led growth.

As mentioned in the last section, increased imports, financed by exports, provides needed
factors of production. The imported (intermediate) goods contribute both to the production in
the domestic and export (Awokuse 2008:162), leading to both increased growth and export.

New growth models have emphasised the role of imports as a channel for foreign technol-
ogy and knowledge to enter the domestic economy. For example, Coe and Helpman (1995)
demonstrate that foreign R&D investments, as well as domestic, are important for growth, and
that the process through which this takes place is either through direct (technological trans-
fers) or indirect (import of productive inputs) effects on the productivity level. They also
points to the relation between research expenditure and innovations as the way to increase the
productivity of traded and non-traded goods.

In the case a country opens up to trade, it can benefit from the existing range of (intermedi-
ate) products from abroad in two ways: trough more varieties (complemetarity mechanism) or
products of better quality (Seater 2005). The importance of intermediate inputs is showed by
Grossman and Helpman (1991c:50), as innovation improves intermediates quality continu-
ously the aggregated productivity in final production increases. In Rivera-Batiz and Romer
(1991), an increased variety of inputs has a level effect directly after opening up to trade, if
the prerequisite for the research sector is not affected by foreign intermediates, in their case
by access to world knowledge. But, given that inventors can use the whole scope of existing
knowledge there will be an increased growth rate, based upon scale effects of knowledge and
incentives for innovation, from trade in goods. Their model displays the effects of free spill-
over, but omits some form of randomness and that also adaptation might requires a cost.
Grossman and Helpman (1991a) show that the inclusion of capital accumulation in these
types of innovation driven models does not alter the results of the research process.

An increased import of intermediate products might be used for explaining technological
diffusion as a scale effect in the use of intermediate products, or through better quality. This
relates to the scale effect in Rivera-Batiz and Romer (1991) but now the mean of improve-

ment goes through imports rather than as a direct effect by opening up to world knowledge.
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The indirect effect from imports can also come from the possibility to buy e.g. machinery at a
lower price, or at the same price but with higher quality (Mazumdar 2001). This emphasis
points to the importance of the relative prices and particularly to the importance of the effec-
tive price, when the quality effect is taken into account. This model builds on Lee (1995) that
stresses the importance of increased capital accumulation by importing cheaper input. 1 will,
however, emphasize that a lower effective price rather increase the incentives to invest in pro-
ductivity increasing R&D than add to the capital stock.

Furthermore imports can affect the transfer of foreign R&D knowledge (Lawrence -
Weinstein 1999; Mazumdar 2001) through learning-by-doing processes. This idea builds on
the observation that countries import new goods prior to making them themselves, and only
finally exports them (Chuang 1998:700). Thereby one might suggest that it takes some do-
mestic innovative process in order to incorporate the new technology and for it to have an ef-
fect on exports. This need for substantial resource costs in assimilating foreign products has

been shown by several researchers. For example Teece concludes that:

The resources required to transfer technology internationally are considerable. Accordingly, it is
quite inappropriate to regard existing technology as something that can be made available to all at
zero social cost. (Teece 1977:259)

Accordingly, the form of free spillover-effects emphasised by Rivera-Batiz and Romer (1991)
do not seem appropriate to use.

It is possible, as Chuang (1998) points out, that adaptation might be able to come out of a
single product. Thus, there is no need for increased trade in order to innovate. But the uncer-
tainty of profits, and the fact that trade flows include information about sale possibilities for
new products, makes it likely that increased trade flows is relevant for adapting foreign prod-
uct into domestic markets or firms.

It follows that import-led productivity growth might not only come from intermediate
goods, such as machinery, but also from imports of final goods, as adaptation and adjustments
of previous foreign innovations might enhance domestic innovation. It is possible that this
process accelerates as the domestic labour productivity increases, as knowledge facilitates the
understanding of foreign technology (Thangavelu - Rajaguru 2004).

Imports could also increase competition and thereby innovation, especially in previous insu-
lated and concentrated markets (MacDonald 1994). In addition increased competition could

also have the negative effect of lowering profits of inefficient firms, hence the resources
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available for research investment. It could also be that foreign firms are so productive that
domestic firms must close down or be bought by foreign capital. This might follow a reallo-
cation process from less to more productive firms similar to that explained by Bernard (2004).

3.4 Different Effects in Different Countries

Some models have provided insight to the fact that trade does not affect all countries in the
same way. Traditionally models that state an increase in growth as a result of research and de-
velopment also include an effect of comparative advantages. Some countries that have an ad-
vantage in research will develop this sector and grow faster than their trade partners. In these
models growth is not directly affected by trade and comparative advantage, but rather indi-
rectly by research. Hence, if no research occurs then growth will be absent (Seater 2005). This
setting builds on a two country or region divided world, which will not be used in the follow-
ing sections. But, it is notable that research still is the driving force behind economic growth.
Another aspect is that developing countries may lack the technology needed to produce
more highly developed products and in addition suffers from a low level of foreign exchange,
which hinder imports of this technologies. Exports of labour intensive might therefore im-
prove the stock of foreign exchange and initiate import and growth increases. (Thangavelu -
Rajaguru 2004) This is one argument of why a relation between the variables might be less
likely to find in an estimation of developed countries. But, given the previous discussion it
seems like there are numerous of reasons why the interactions should be valid also in the in-

dustrialized world.

3.5 To Sum up the Theoretical Arguments

From the discussion it is notable that there are theoretical reasons to believe in both export-
and import-led economic growth. As one aim is to include the results from this discussion into
a model, one must realise that not all factors are possible to take into account. However, from
the preceding argument it seems likely that the innovation processes is a key part of the
growth process and that important effects from trade in the long-run is likely to emerge from
productivity enhancement. Notable is that both exports and import may have an increasing ef-

fects on the incentives to innovate, as both an larger export market and import of foreign
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technology, through imported intermediate inputs, could enhance the returns to research. It
seems likely that self-selection into exports is more important than learning-by-exporting and
that a process where firms invest even harder, if the country is more open to trade, is ex-
pected. If this is the case productivity-led export rather than export-led productivity growth
would be present, as firms invest in productivity increasing development, in order to sell to a
larger market. It is also noted that both innovations and adaptation should include some form

of cost and that imports could bring productivity improvements from high quality products.
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4 The Theoretical Model

The aim of this section is to explain the extended theoretical model, which includes implica-
tions from the previous theoretical discussion. The derivation of the model can be found in
appendix A.

4.1 Basic Assumptions

The derivation of the theoretical model has its origin in Aghion and Howitt’s (2009:92ff;
1990) Schumpeterian model of a three sector economy with multiple innovating sectors, al-
lowing for productivity improvements in several products simultaneously. However, in this
model time is continuous, and production and consumption occurs under an infinitely long
lifetime. Also, trade is included in this model since export in the final goods sector is possible,
as well as import of intermediate goods in the intermediate sector.

In accordance with Aghion and Howitt (2009) the first of the three sectors is a final goods
sector, working under perfect competition. The second is the intermediate sector, producing
inputs for the final goods sector as a monopolist. Thirdly, the research sector produces inno-
vations in intermediate products with entrepreneurs as investors. The Schumpeterian aspect is
expressed in that growth comes out of “creative destruction” of previous technology. The
model incorporates a random draw of productivity increase from technological innovations,
which replaces the existing technology as the driving force of economic growth in combina-
tion with trade.

The total production of final goods (Y; ) can be used for three things: consumption, invest-
ment in research or as input in the intermediate sector. I addition to Aghion and Howitt’s
(2009) closed economy model, the final goods sector can export to a perfectly competitive
international market, with the amount of exports measured in relation to the production for the
domestic market. It is also assumed, in contrast to Aghion and Howitt’s (2009) model, that the

country can import input goods used in the intermediate sector. As the purpose of this study
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not is to investigate the trade effect on or via the balance of payment, trade is assumed to be
balanced and countries are not allowed to lend to each other.

The model will be presented as follows. First, the effects from import of intermediate in-
puts are presented. Second, the results are adjusted for the effects of exports, and finally the

growth rate of consumption and the equilibrium between supply and demand is established.
4.2 The Production of Final Goods

To begin with, the final goods sector is similar to the one used in Aghion and Howitt (2009).
The production in the final sector is determined by three factors: the constant amount of labor
(L), the amount of intermediate products (x;;) and the productivity of the intermediate prod-
ucts (A;;). There is a continuum of intermediate products, for both domestic and foreign prod-
ucts, indexed between [0,1]. All intermediate inputs exhibits full capital depreciation, hence
capital accumulation in intermediate goods is excluded.

First, leaving out exports, the total output of the final goods market in time tis
1
Yj = L1™¢ f AlTx%di (4.1)
0

with one produced good (Y;;) compounded by a continuum of intermediate products. The fi-

nal output from using intermediate product x;; is:
Yiic = (A L) oxg (4.2)
where x;; is the amount of intermediate inputs needed to produce Yi ;.. A; is the productivity

of the intermediate good. The level of A;; is, as we will see, determined by the research sector.

The final goods sector exhibit constant return to scale in L and x;;.
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4.3 The Intermediate Sector and Import

Unlike in Aghion and Howitt (2009), the intermediate goods sector produces x;, by either us-
ing Yy or by importing inputs from abroad. The price of the intermediate goods is set by the

marginal product of x;; in the final goods market.

AT
Pit = d

it

= a(A L) oxi ! (4.3)

The intermediate firms buy inputs from the final producers at a normalized effective prize’ of
1 and from the foreign producers at an effective price of 1/B, where the constant B is deter-
mined by the relative quality of foreign to domestic products. Only foreign inputs with B>1 is
assumed to be imported. The profit in the intermediate goods sector, when the economy is

only open to import, can be described as:

1
I it = PieXit — Xq,it — B kit (4.4)

where xp and xg is domestically respectively foreign produced inputs. Given that the country
is not entirely closed, x¢;; > 0 is assumed. Production of output in the intermediate sector is
categorized by constant return to scale and need to use both types of inputs in the production®.

The expression can be written as®:

1_
Xijt = Xg,itxf,itm (4.5)

" The effective price is the price adjusted for the quality of the product.

® In Aghion and Howitt (2009:86) the production is also be assumed to experience constant return to scale:
x;r = x4 ;. However, the difference in assumptions for the intermediate production makes the two models
directly incomparable.

° In our case B enables the firm to produce with the same amount of inputs but at a lower price, which is similar
to letting B affect to production function (4.5); hence, enable the same production level but with less inputs. The

later would however require a formulation of the substitution effect between the inputs.
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o iIs assumed to be a constant and reflects the relative scale effect in production of x;.. This
implies that for a given production level x;, increased import would decrease the use of

domestic inputs. Using this, the (import) profit function can be described as:

1
— AJ1-apl-o 00  (1-0)a
Mpje = oL7™Ay "XaieXgye — — Xaie ~ pXtie (4.6)

where the first term at the right hand side is total revenue and the second plus third is total
costs. The monopolist chooses x;; as to maximize profits by letting marginal revenue equal
marginal costs. By optimizing IT;; with respect to xq;; and x¢;, respectively we get the opti-

mal input levels:

2 1-otwa (1-w)a (1-w)a

X:l,it = l-aw 1-a (1—(;0) 1-a B 1-«a AitL (4'7)
2 l-wa wa 1-wa

XEit = al-o(1 — w) T« wi-aB1T-a A; L (4.8)

Incorporating this in (4.5) gives the optimal level of output: x;;:

2w (-w) (1-w)
Xi*t = al-awi-a(l — w) I-a B 1-«a A;L (4.9)

Using (4.7), (4.8) and (4.9) in the profit function (4.4) gives the optimal profit of

a(l-w)

i = YB 1« AL (4.10)

a(l-w) aw

where ¢ = (1 — a)oci_z(l — ) -« wi-«, This is the optimal profit for a firm that only im-
ports. As is readily seen in equation (4.10), the profit of the intermediate firm increases in B,
hence imports of more productive inputs increases the profit. There is also a proportional ef-
fect from the effective labour supply (4;:L), as both the demand of x;; and the use of inputs
increases.

The optimal price (p;;) can be derived by inserting (4.9) into (4.3). This results in a price

of:
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1
aw® (1 — w)1-®)B-o)

Pit = (4.11)

4.4 Exports of Final Goods

In addition to extending the model with imports, also exports are introduced. Exports have the
effect of opening up sales to previously closed markets. In the case of only a domestic market,
the total production is equal to Y;. But, if the country is open to trade, assuming a symmetrical
export of N times the production for the domestic market the total production can be ex-

pressed as:

N

Ytrade,t = YI,t + f YI,t = (1 + N)Yl,t (4-12)
0

where N is the size of the utilized export market in relation to the domestic market?, giving a
total export of N * Y;,. Because the final goods market is characterized by constant return to

scale in L and x;, a proportional increase in L and x;; must be implied.

M(L, Ajexie) = FOL, Mjexie)
It follows from an increase of needed intermediate goods, and constant return to scale in its
production, that the output and the input in the intermediate sector is increased by the same
proportion, (1+N).

(1 + N)x;e = (1 + N)[x§ ;%3] (4.13)

This in turn raises the intermediate profit to:

1
Mrage,it = 1+ N)Hl,it =(1+N) [pitxit — Xq,it — ﬁxf,it] (4.14)

191t is assumed that there are no productivity differences between the export and domestic sectors, which is a

simplification according to empirical findings.
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The optimal price remains at (4.11). This implies that the optimal profit increases

proportionally to

a(l1-w)

1_I:rade,it = (1 +N)YB 1-« AyL (4.15)

1+a a(l-w) aw

still with ¢ = (1 — 0)a1-«(1 — w) 1-« wi-«. It can then be seen that the profit of the
intermediate sector is increasing both in exports and imports. Further, the profit is still linear
in the productivity level A;;, which is determined by the research sector. Also, there is a scale

effect, represented by L.
4.5 The Research Sector

The technological level A;; is determined by the production of innovations in the research sec-
tor, as suggested in Aghion and Howitt (2009). In order to gain the monopoly rent an entre-
preneur attempts to make an innovation of the intermediate product with the reward of a
global patent and monopoly if she succeeds. A successful innovation will also result in a pro-
ductivity improvement of y > 0. The entrepreneur spends the amount R;; units of final goods

on research and innovates with the probability

Rit /Xfe\® Rit /Xfe\T ’
= d>< * (—) =AM = (—) 416
e Aj \A¢ Aj \A¢ (4.16)

which is increasing™ in R, and depends inversely on A},. A}, is the productivity level after a

successful innovation, making innovating more difficult when the technology become more
complex and developed, A > 0 is the productivity in the research sector and o is the elasticity,
which lies within [0, 1]. In addition to Aghion and Howitt (2009) the adaptation effect from
import is included. It states that the probability of an successful innovation increases if the
entrepreneur has access to greater inflow if imports with a high technological level, here

measured as xg. But, this is reduced by the effect from A, as a generally higher technology

1 (Rie (%)) = o (L (@Nxe\"\" pi-
¢R‘t<A_;{(A_:))_G)\‘(A_*( ™ t))/Ritc>0

it
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level in the output market makes it more difficult to find suitable information from import, in
order to improve upon existing domestic intermediate products. Also, the entrepreneur’s abil-
ity to derive knowledge from imports (t > 0) is important. It is assumed that the parameters
are of ascale sothat 0 < p, < 1.

As stated, the innovator gains the monopoly profit if the innovation succeeds, but has to
pay Ry, in order to undertake the research. This imply that net present value'? of the expected

profit for the entrepreneur is

Rit /(1 + N)xee\ "\ Mirade i
it (( ) ft) > . tradeit Ry, (4.17)

E[HResearch,it] =¢ (Ax{t A, ¢
The entrepreneur chooses R;; in order to maximize the profit, by letting marginal revenue
equal marginal cost. The discount rate r is assumed to be constant as the marginal productivity
of capital does not change over time, and intermediate goods exhibits full depreciation. This
gives us the research arbitrage condition, stating that the market rate of return equals the rate

of return to research.

Ri ((14+N)xe\\ rageir /(1 + N)xp\
(b’ ( it <( ) ft> ) " tra*de,lt <( ) ft) —r (4.18)
Ajt A¢ Ajt At

By replacing the profit with equation (4.15) and optimal imports with (4.8) we get

a(1-w)

(1—(1 L 1-wa \T
((14—N)8BTTEL) -1 (4.19)

(Rit /(1 + N)xe\"\ W(1 + N)B
¢ <A’{t< A¢ ) > r

2 1-wa [(\]o4
where 9 = a1-«(1 — w) 1-« wi-« and A, = fol A;di. If we solve the expression for R;; it is
readily seen that the amount of research expenditures, and thereby the amount of patents, are

increasing with the profit of the intermediate firm and with an increased amount of import.

12 The net present value is taken for the research profit function as the entrepreneur receives a patent over an
infinite time. This is an extension of Aghion and Howitt (2009) which will come into use in the general

equilibrium derivation.
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1
(1 N)Ba(l—(.o)L 1-o T0
+ 1-a 1-wa \1—¢o
R, = | on¥ ( ) ’A

(1+N)9B T« L . (4.20)

r

In order to know the probability, ., the first order condition of equation (4.16) is taken with

& (1+N)Xft T T - . & (1+N)Xft T
respect to (Ai} (—At ) ) Then this is used in equation (4.19) to solve for (Ai‘t (—At ) )

Finally the result is replaced back into equation (4.16). This gives us a constant probability of:

a(1-w) 1-o0

1 llj(]_ + N)B 1-« L 1-wa \T
p=Al-o|o . (19(1 + N)B 1-« L)

(4.21)

with 0 < p < 1. In the long-run p will be the frequency of innovations, implying on average
more patents per time period with higher values of p. It is readily seen that p increases with
both import and export, as larger values of N and B increases both the expected profit and, as

given in the second parenthesis, the access to foreign technology.
4.6 Levels of GDP and Final Production

The level of GDP; and the total production in the final sector, Y;, is not equal in this model.
This is because some of the production in the final goods market is used as input in the inter-
mediate market, either directly as x4 ., Or as payment for foreign inputs at the effective price
1/B. In order not to count this production twice it is necessary to subtract the value of inputs
in the intermediate market from the resource constraint, so that GDP only reflects the con-

sumption, investment and net export.

1 1 1
GDPirager = (1 +N) <Yt - f Xd,it — f Exf,it) (4.22)
0 0

This shows one clear relation between GDP and trade. If the effect from trade would be to in-
crease the factor inputs it could result in a positive correlation between export and GDP as

well as a negative correlation with imports. Although this does not describe the long-run
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growth relationship or if the causal interpretation between GDP and trade is (partly) mislead-
ing as both are a result of some other factor.

Knowing the relation in eq. (4.22), the levels of GDP per worker and final goods produc-
tion per worker can be derived. First, combining equation (4.2) and (4.9) results in a descrip-

tion of Y, /L that is increasing in A, N and B.

20 (1-0)a _90  (1-e)a
Yitradet = 1+ N)ot-o(1 — o) T-o w-0B T-a" A (4.23)

As stated before N, B and L are taken as constants. Hence any equilibrium change in Y;/L is

determined by the productivity measure A., the aggregated unweighted average of all the indi-

vidual productivity parameters
1
At = f Alt dl
0
Secondly, using also equation (4.7) and (4.8) in (4.22) gives the GDP level of the economy:

(1-0)a _00¢  (1-o)a

gdptradet =(1 +N)(1—0(2)0(1 a(]_ CO) 1= @1-®)B T-a Ay (4.24)

It is readily seen that gdpaqe ¢ IS affected by the same variable as yaqe - Thus, the changes
iN gdpiradet IS determined by the endogenous variable A.. This imply that the growth rate of
the economy is proportional to the growth rate of A;. Also, the expression reflects that in-
creased export will have a level effect trough N and that it is optimal to import more inputs.
Hence, increased production, as an effect of imported foreign technology (B), lowers the ef-

fective price of foreign inputs.

4.7 Technological Change and Growth

The aggregated technological level A, changes according to:

Ar = pyA (4.25)
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On a firm level, a successful innovation lead to an increase in the technological level of y with
the probability i, and an unsuccessful innovation imply A;;, = 0. Hence, the growth for a indi-
vidual firm is random. However, the aggregate growth is not random but average, as bad luck
is offset by good luck. It follows that the growth rate of A, is

gt = ny (4.26)

The constant probability of a successful innovation is given by equation (4.21). Hence, re-

placing p above gives the average growth rate of the economy

a(1-w) 1-o

(
1| y(1+N)B -« L 1—wa \T
gt =Al-o|o . (8(1 + N)B 1-«a L) Y

(4.27)

The function is increasing in N, B, A, v, T and L but decreasing in r. Therefore, exports (N) in-
creases the growth rate, by supplying funds and increasing the demand for intermediate prod-
ucts. Imports (B) also have a positive effect through the intensive aspect of a lower effective
price for imported intermediate inputs. Also a larger productivity increase (y) from successful
innovations and a more productive research sector () increases the growth rate through more
and better innovations. And improved adaptation ability (7) facilitates the innovation process.
In addition, there is a scale effect (L), as increased demands raise the profitability for innova-
tions. The interest rate (r) decreases the growth rate as the choice to invest becomes more

expensive, lowering the future expected profits of the entrepreneur.

4.8 Consumers

The previous sections of the model have been focusing on examining the supply side of the
economy. In order to receive a full picture of the equilibrium conditions the following part
looks into the demand side. Primarily, it is assumed that each country consists of a large num-
ber of identical households (L). Which, as stated earlier, are supplying the economy with one

unit of labour each, for an infinite amount of time. The labour supply does not grow over
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time, thereby leaving out the effect of growing markets from existing trade partners. Also, all

households last forever and experience a utility from consumption in time t of
U= f u(cpet (4.28)
0

where p > 0 is the rate of time preference and c; is consumption in time t, with ¢, > 0. The
consumption is for one good, as only one final good is produced according to eq. (4.1).

Assets exist in two forms: either as loans between households or as profits from research
investment, and is owned by all identical households. The households use their assets for
three things: consumption, investment in research or to buy intermediate inputs. As firms last
for an infinite amount of time there will be future profits for the investors. It is assumed that
the profits from investments in research is owned by all households, e.g. as shares in the
firms. The rate of return of investments and loans is denoted by r, as they are perfect substi-
tutes. Given perfect capital markets, the rate of return is equal for all investments. Hence,
profits from the intermediate sector is included in the existing assets per person a;. Assuming
balanced trade and not allowing for international loans imply that all assets not invested are

consumed. Therefore the change in assets per capita is described as

Eit = I‘at + Wt - Ct (4.29)
and is dependent on the rate of return (r) on previously earned assets (a.), the wage rate from
one unit of labor (w;) less the consumption per person (c;). Consumers maximize their utility
from consumption with respect to their assets as the only objective. Hence, the Hamiltonian
function for optimization? is

H = u(c)e™ +p, * [ra + we — ¢ (4.30)

Given that we have constant elasticity of substitution the Euler equation describing the growth

in consumption is given by:

13 See: appendix A for details of the optimization procedure, and derivation of the Euler equation.

27



_a Lo
et = Ct—e(r p) (4.31)

where 1/6 is the inverse of the elasticity of substitution. The function is increasing in r, and

g. > 0 given thatr > p.
4.9 Equilibrium

In order to find the equilibrium growth rate of the economy we later need to integrate the re-
sults from the firms with the Euler equation for private consumption. However, it needs to be
shown that for equilibrium to exist, all variables must be able to grow at a constant rate and
that the percentage relations between them also are constant.

To begin with, the resource constraint gives that output of the economy equals aggregate

consumption C;, expenditures on intermediates x4 and x¢, and investment in research R.

+N)

1
(1 + N)Y},t = Ct + (I + N)Xd,t + ( Xf,t + Rt (4.32)

It can be shown that all variables are a linear function of A.. For the intermediate products
equations (4.7) and (4.8) shows that x4, and x¢. is linear in A;. Equation (4.23) shows the
relation for Y,. Equation (4.20) gives a function for R,. It follows that also C; is a linear in A,
and from equation (4.24) one can also see that GDP, is a function of A,. In addition, equation
(4.13) show that the same is true for x,. Therefore the growth rates of Y;, GDP,, C, Xq+, Xtt,

Xt, and R, are all equal to the growth rate of A,.

Cc Y. GDPR Xar X X Ry
Ct Yt GDPt Xd,t Xf,t Xt Rt

This also implies that, given a constant N, export (NY;) and production for the domestic mar-
ket (Y;) will grow at the same rate. This shows that we should expect a log run relationship
between the growth rates of exports, imports and GDP. However, this effect is given by the
technological growth as expression (4.33) interprets as the growth of the economy is the
growth rate of A;.
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Therefore, the production side of the economy will follow the growth rate in equation (4.27).
To find the final solution we need to combine this with the growth rate from the demand side.
Previously it has been shown that the growth rate in productivity is decreasing, but that the
consumption is increasing, in ry. Using this, solving for r in eq. (4.31) and replacing into eq.
(4.27), a general equilibrium can be found. The equilibrium growth rate can be seen graphi-
cally in the intersection between the lines below. Given that r # 0 this will be the only
equilibrium for the economy. The curves are given by equations (4.27) and (4.31). The slope

of the consumption growth curve is 1/6 and for the productivity growth it is given by

(¢

dgt o 1 a(l-w) 1-wa \'1i-o 1
B = -2 oy (1 + B L (.9(1 4+ N)B T L) ] y——<0 (4.34)

ri-o

Therefore, the productivity growth will be decreasing towards zero in r, at a decreasing rate.

Figure 4.1: General Equilibrium of Theoretical Growth Rates

g ¢ [(1'7 )
c @ #

From equation (4.27), restated below, one can see that a chock in the parameters A,N, B, L,y

and = will shift the productivity growth curve upwards.

a(1-w) 1-0
1 l_|J(1 + N)B 1-« L 1-wa \*
g, = \-5 o (9(1 +N)BT-« L) Y

r
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One can also see that the effect from the elasticity in the probability function (o) is of signifi-
cance as it raises the likelihood of successful innovations.

In order to find the equilibrium effects from changes in the different parameters the Euler
equation is solved for r, and replaced in the equation above. It is unfeasible to solve the result
for g, so instead the implicit function theorem is used. The result for B is shown below and

one can see that the effect from an increase in B will be strictly positive.

>0 (4.35)

dg:  (|a(l - w) (1 - wa)
ﬁ_q 1—a +lr 1—a

> o 1
1-— c( 0o 1 1)
+=—)B
1-0(6g +p) &t
As expressed in appendix A similar results can be derived for A,N, L, t and vy, while an in-

crease in p will have a direct negative effect on growth. Thus, the graphical illustration repre-

sents a general result and not a specific case.

4,10 Implications from the Theoretical Model

The basic result from the theoretical model is that countries engaged in trade can experience
long-run growth effects both from increased exports and imports and that these are due to im-
provements in the productivity. It also, shown that there are reasons to be careful about the
interpretation of trade-led GDP growth, as growth in these variables might be caused by the
change in technology.

There are reasons to believe that both exports and imports can affect the technological
growth rate by increasing the incentives for innovations and by improving the access to for-
eign technology. Hence, the real growth effect comes from the increase in the production of
innovations made possible by an increased amount of investment in research, funded by in-
creased income for e.g. exports.

The causal effects with exports might have two directions: First, a shock in exports could
increase the possibility to invest in research, resulting in export-led productivity growth. Sec-
ond, the expectations of an increased out in the intermediate sector, due to improvements in
the final good sectors inputs, would pre-increase the investment in research and lead to a pro-

ductivity improvement, causing increased export possibilities for the final goods sector.
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Therefore, the model also predicts a self-selection process aimed at expropriating the
additional expected profits from the increased input demand from the final goods sector.

The inclusion of imported intermediate goods in the intermediate sector also contributes to
the effect on growth. It can be seen from equation (4.27) that a country that imports inputs
with a relatively higher quality will experience a higher growth rate. Also, increases in the
import level gives access to foreign technology, which improves the likelihood of innovating,
and thereby the average growth rate.

In addition there are links between exports and imports as exports increase the demand for
additional imported inputs in the intermediate sector and imports improves the productivity in
final goods production, hence increases exports.

The causal effect is not directly treated in the model and the continuous time makes eve-
rything occur simultaneously. But, this assumption is naturally not empirically plausible as for
examples research and investments requires time to be implemented and successful. Therefore
corresponds to the mixed results of previous research and illustrates the complicated web of
relationships.

The model states that there are theoretical grounds for trade to improve GDP. But that the
economic force behind this is primordially through technological improvements and that in-
vestigating the relation between GDP and trade might give misleading results to the impor-
tance of trade. Hence, focusing on the relation between export, import and productivity is an
area of importance in order to determine whether the export- and/or import-led growth hy-

pothesis is really valid.
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5 Choice of Variables for the Empirical
Model

As shown in previous sections, the study of trade’s effect on growth might be problematic
since both export and import might work through different channels. From the theoretical
model it is readily seen that an increased amount of exports (and imports) should have a direct
level effect on GDP. This is due to the fact that they are bound in via the budget constraint
and any direct correlation might therefore risk capturing only this effect. It has also been
shown that this relation does not contribute to growth in the long-run, since all equilibrium
growth in the model is determined by technological innovations. Therefore, the empirical
study is built on the long-run relationship between technological growth and trade.

According to the theoretical model and discussion in previous sections there are a number
of different variables that are possible to include in the empirical analysis. Looking at the

long-run growth expression in equation (4.27):

a(l—w) -0

1| y(1+N)B I L 100 \T
g =A< |c - 9(1+N)BTa L y

the technological growth is determined by the size of exports (N), the quality of imported in-
termediate inputs (B), both working through an increase in the profits of the entrepreneur and
increasing the spillover effect from the level of imported intermediate goods. The growth rate
will also increase by the ability to adapt foreign technology (t) and the productivity in the re-
search sector (1) and diminish by an increased interest rate (r) - all affecting the probability of
innovations, the investments in R&D and the number of patents. Also the general size of an
innovation (y) is of importance.

Although many specification refinements can be considered in a study of the relationship
between trade and growth the limited number of observations restricts the empirical study to
the use of a simple model that captures the basic relationship of interest. In practice this limi-

tation makes it hard to distinguish between the neoclassical exogenous effects from trade and
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the endogenous new growth theories. As has been seen in section 2 most studies investigate
the direct effect from trade to growth. And, on an aggregated level, the closest to an endoge-
nous study one gets is to look at the effect on productivity instead of GDP.

In this case the number of yearly observations is limited to the period 1960-2007. Hence,
only 47 observations are available for each time series. This has econometric implications as
the calculations of statistical tests used in the estimations requires an sufficient amount of ob-
servations in order both to be reliable and include a satisfactory lag length. The lag length
criteria estimations, later described in section 8.2.1, indicates that four variables might give a
too extensive model. Therefore, 1 choose not to include more than four variables in the dy-
namic estimations. This treatment is in line with the variable selection in studies described in
the previous research section.

As an operationalisation of the technological level the Total factor productivity (TFP)* is

calculated. The derivation builds on a standard output equation of

Y, = AL-9Li-aKE (5.1)

which is identical®®

to the final goods equation (4.1) if one assumes the intermediate goods
used in the production is financed by capital according to x;; = K;;, and the labour force is al-
lowed to change over time. The productivity level is given by A,. The calculation of TFP vari-
able is further described in section 7.1.

Following previous research the real level of export (EXPORT) is included. This treatment
gives no possibility to distinguish between effects related to domestic innovations from re-
search investments and external spillover embodied in the access to export markets. However,
it is reasonable to believe that the size of export signals possibilities to investors. The real
level of import (IMPORT) is included to represent the accumulated effects of import. Also in
this case the separate effects from quality, number of varieties and the price effects are undis-
tinguishable. Nevertheless, this is in line with previous research, and given the choice of
studying the effects related to growth, the time perspective limits the data selection. The
choice to include total imports can also be motivated by the thought that also final goods en-

hance the spillovers of ideas, thus increases the likelihood to adapt foreign technology. This

4 A, is denominated as “labor augmenting productivity” in Aghion and Howitt (2009), I will however use the
term TFP as the conclusions from the empirical analysis only differ in the size of the coefficients as; In TFP, =
(1 —a)=*InA;

1> This is shown in Aghion and Howitt (2009:114f) for a closed economy.
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treatment should be sufficient to investigate if the trade variables are related to productivity,
and if these effects are different for each variable. Also, data availability on intermediate in-
puts are limited for the period of interest™.

The aggregated investment rate (INVEST) is included for several reasons. Numerous
studies has concluded that different sorts of investments has a positive effect on TFP' (Stiroh
2000). Although aggregated investments are most commonly used in studies of labour pro-
ductivity also investments are reasonable to include in studies of TFP. This is because invest-
ments might not only increase the capital stock, but can also be embodied with technological
change. Also, investments is demanded in order to implement this progress. Aghion and
Howitt (2009:116) show that shocks from investments in intermediate goods theoretically
should increase the growth rate through increased profits and research. If investments contrib-
ute to GDP above adding to the capital stock, one would expect a positive effect on TFP.
However, if the major effect is only to increase the factor input, it is possible that investments
has a negative effect on TFP. Investment might also be related to trade. As stated in the theo-
retical background import might primarily affect GDP through capital accumulation. It is also
possible that the effect on productivity from trade goes through increased investments. This
can be seen in the theoretical model, equation (4.20), as trade increases investment in research
and development (R;), which broadly defined represents the necessary investments for both
innovation and adaptation.

Based on the theoretical expectations discussed in the theory sections, the expected signs
of the variables included to determine TFP are

TFP = f(+EXPORT, +IMPORT, +INVEST)

The hypothesis of productivity-led export and import growth also states that TFP could have a
positive effect on both import and export.

As stated in the theoretical model both the number of patents and the research expenditures
are two variables closely related to productivity. These are also emphasised in numerous
studies as approximations for the domestic level of ideas or innovations. However, empiri-

cally there are some concerns with the data which excludes the variable from this study. First,

1 OECD.stat provides data for imported intermediate inputs from 1995 to 2005.
" Vecchi and O’Mahony (2003) show this for investments in Information and communication technology;
DelLong and Summers (1991) use investments in machinery and Equipment (M&E) and argues that these

embodies externalities; finally Bernanke and Gurkaynak (2002) uses the general investment rate.
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annual data of research expenditures are not available for the period of interest’. Second, the
data of patents could be used for long time series, but the consistency of the measure can be
questioned. This could be explained by that the importance of patent registration on a national
level, for e.g. European countries has decreased over time, as international patents are applied
for more frequently at e.g. EU level. At the same time the United States experienced an in-
crease in patent applications. The divergence between the regions, illustrated in figure 5.1, is
not likely to reflect on the number of ideas or the technological level. Also, the importance of
patents is likely to have changed over time as new technology exhibit significantly different
characteristics and an expansion of varieties, rather than new products, might better represent
current increases in trade flows.

In addition variables representing terms-of-trade, research productivity, interest rate or ad-
aptation ability is not included, even though there are empirical or theoretical reasons why

they could affect the productivity level.

Figure 5.1: Patent Statistics, 1960-2008
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Source: WIPQ, Patent grants by patent office (1883-2008), by resident and non-resident,

http://www.wipo.int/ipstats/en/statistics/patents/

8 WDI delivers data for R&D expenditure as percent of GDP from 1996 for OECD countries, and OECD.stat
total R&D expenditures from 1981.
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6 Econometric Method

This section describes and discusses the relevant econometric method and theory. It also pre-
sents the choices made in relation to this method. In addition, it also includes the delimitations

made in the empirical study.

The econometric methodology builds on single country time series estimations. This is in line
with the almost all related previous studies using a dynamic approach. It would have been
possible to pool the countries into a panel, to gain additional observations. However, the unit
root test assume that the countries are not cross-cointegrated (Harris — Sollis 2003:192),
which is unlikely since a major part of world trade is undertaken by the included countries.
Hence, general conclusions may be misleading. Also, the cointegration analysis would imply
a common long-run relationship, which may be problematic since it is possible that the vari-
ables are cointegrated differently in different countries, see for example Thangavelu and
Rajaguru (2004). A single country approach more clearly reveals if there is heterogeneity
between countries. In addition the estimations procedures for estimating a multivariate is not
as developed as for single country estimations, e.g. does E-views 5 or 7 not include any per-
programmed ability to estimate coefficients for a pooled VECM. | have therefore chosen to

use a single country methodology.

6.1 Non-Stationarity

In order to establish the properties of the time series data used in a regression analysis it is of
importance to investigate whether the series are stationary or non-stationary. If a time series
are stationary then it has time invariant mean, variance and autocovariance. That is, over time,
a stationary series tends to return to its mean value and fluctuate around it within a limited
range. A non-stationary series does not have a constant mean over time, since it is affected by
past disturbance terms, and its variance increases with the sample size (Harris - Sollis
2003:27ff). If a time series are stationary after including a deterministic trend, the series is

said to be trend stationary. In order to make a non-stationary series stationary it is possible to
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differentiate the series. If a series need to be differentiated n times in order to be stationary it
is said to be integrated of order n, 1(n).

If a series is non-stationary it may not be appropriate to use it in a regression analysis. This
is because the use of two or more non-stationary series in one regression might lead to mis-
leading inference. This problem is shown in overestimated R?- and t-statistics, whereas the
Durbin-Watson statistic will be low, signalling autocorrelation in the regression (Westerlund
2005:205). A regression with these problems is called a spurious regression, and it shows a
strong relationship between variables that only share correlated time trends. If the series are
not trend-stationary it is not possible to de-trend the data in order to solve the problem.

One solution could be to differentiate 1(1) series one time in order to make them stationary.
However, this transformation implies a loss of information about the long-run relationship
(Davidson et al. 1978). Therefore that is not an appropriate choice for this study.

In models that include non-stationary series shocks have long lasting effect, whereas in
stationary models shocks can only have a temporary effect (Verbeek 2008:282). In an eco-
nomic growth framework it is plausible for variables to adjust to an equilibrium level over

several years. Thus, a model using non-stationary series is suitable.

6.1.1 Test for unit roots (Non-Stationarity)

There are a number of different unit root tests available for evaluating the presence of a unit
root. In this study the Augmented Dickey-Fuller (ADF) test is used*®, and complemented by
the Phillip-Perron (PP) test for robustness.

The ADF test builds on the Dickey-fuller test, but expands the possible lag length of the
series first difference, in order to get white noise residuals in series that has a higher order of
autoregressive process than AR(1). The ADF test assumes a p:th order AR process. The test

equations are given by:

Ay = 8y,_1 + X @Ay + ug (6.1)
Ay = 8y,_1 + X @idy s + 1+ g (6.2)
Ay = 8y, 1 + X @Ay + vt +ug (6.3)

9 This is recommended by Harris and Sollis (2003:42) as a more conservative choice.
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where (6.1) leaves out the deterministic components, (6.2) includes a constant and (6.3) in-
cludes a constant and a time trend. In order for equation (6.1) to be appropriate the series
should be known to have mean value of zero. This is not known in the present case, thus all
tests are based on the later two equations.

The ADF null hypothesis is that § = 0. In that case the series has a unit root and is non-sta-
tionary. The alternative hypothesis is that § < 0, so that the series is stationary (Harris - Sollis
2003:48).

One problem in choosing the appropriate equation is to determine the set of deterministic
components. This is done by a combination of graphical evaluations and the significance of
the components. Also, the true needed number of lags is unknown. If a too large number is
chosen the test will lose power, the risk of not rejecting the null when it is false increases, so
that the series looks more non-stationary than is true.

In this study the prime source for determination of lag length is Schwartz Information cri-
teria (SBC). An additional information criterion, the Akaike Information Criterion (AIC), is
used for robustness.

As a complement to the ADF test, the Phillip-Perron test uses a non-parametric correction
for autocorrelation, and estimates the non-augmented forms of equation 6.1-6.3. The autocor-
relation is accounted for by the difference of the variance between the ‘true’ population (62)

and from the residuals (c2):

0% = limy_o E(T71S2), 02 = limy_ e 204 E(u?) (6.4)
This gives consistent estimators of

SG =T St (uf), Sf =T X (d) +2T " Xy Yt jer Uty (6.5)

where [ is a lag truncation parameter, capturing the autocorrelation in the residuals. The

Phillips Z-test is the given by:

14-1
2

Z(Tu) = (Su/STl)Ty - % (S%l - 55) {STl [TZ Z{=2 (V-1 — }’—1)2 ] } (6.6)
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where 7, is the t-statistic from testing HO: 6 = 0 in equation 6.2. Sy, is the long-run variance
or bandwidth and needs to be selected in advance, e.g. by the use of Newey-West. The same
set of critical values, MacKinnon (1996), is used by E-views 5 for both the ADF test and the
PP test.

6.2 Cointegration

One possible way to both study the long-run correlation with meaningful inference and use
time series that are non-stationary occurs if the series are cointegrated. Two series are said to
be cointegrated if they share the same stochastic trend. This trend is the long-run component
that relates the two series to a long-term equilibrium situation. Hence, the series might deviate
from this equilibrium in the short-run but with time they will return to the common trend.

For non-stationary series to be cointegrated they need to be integrated by the same order,
i.e. they need to be differentiated the same amount of times in order to be stationary. Also, the
error term from an estimation of the two variables should be stationary, e.~I1(0). In a simple

case of two 1(1) variables this can be expressed as:
Ve = Bx¢ + & (6.7)
Yt - BXt = St~l(0) (68)

Cointegration then exists if 8 is such that the residuals are stationary. The parameter f3 is then
called the cointegration parameter. More generally B could be a vector of coefficients and is
then called the cointegration vector. If a long-run relationship is found between y; and x; then,
including an intercept oy, z; = y: — Bx; — o IS the long-run equilibrium error. This measures

the extent to which y, deviates from its “equilibrium value” (Verbeek 2008:329).

6.2.1 Error-Correction Model

It is reasonable to believe that not all economic effects occur instantly. For example might in-
vestments, innovations or learning, from increases in trade, not affect the productivity level at

once, as there are e.g. costs from implementing new technology. Therefore, the current value
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of y, could be affected by past values of x,. In order to model this dynamic, one can include

both lagged values of y; and x., to describe the short-run dynamics.
Vi = 0 + B1X¢ + BoXeo1 + A1Ye1 + & (6.9)

However, this approach is problematic as the regression could suffer from high levels of mul-
ticollinearity. And if the variables are non-stationary it also incorporates the problem men-
tioned previously.

In order to both adjust for these problems, keeping the dynamics of the model and take into
account the long-run relations, it is more suitable to estimate an error-correction model
(ECM). A specification of an ECM has been shown by Engel and Granger (1987) to be an
equivalent to the existence of a cointegrating relationship. An ECM based on equation (6.9) is

expressed as

Ay, = apAxe — (1 — ag)[ye—1 — Bo — B1Xe—1] + ue (6.10)

2_and B, = % The short term reaction of y, to a change in x, if described

1—0(1 -0

where B, =

by a, and the long-run effect is captured by ;. The long-term relationship is given by
[vi—1 — Bo — B1X¢—1]. Hence, if this is equal to zero, then y, is in its long-run equilibrium.
The term (1 — a4) is known as the speed of adjustment and estimates how much of last peri-
ods deviation from the equilibrium that is adjusted in the present period. If (1 — a;) < 0, then
y: Will not converge back to an equilibrium in case of a deviation, thus there is no meaningful
long-run relationship, and therefore no cointegration.

This implies that the ECM only works satisfactory if the variables included in equation
(6.9) are cointegrated. Otherwise the regression will be spurious. However, it is possible to
extend the model both with stationary variables in the short-run regression and with an
augmented number of lags, for a more specific dynamic structure.

The ECM described above has some shortcomings. First, it can only handle two non-sta-
tionary variables. Second, it assumes x; to be treated as given. However, as seen in the theory
section, there are strong reasons to believe that some variables might be simultaneously de-
termined. Hence, a multivariate model is needed in order to treat more than one variable as a

dependent variable.
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6.2.2 Test for Cointegration

If the model only includes two non-stationary variables, that are integrated by the same order,
the most common approach to investigate whether the series are cointegrated is to use the
Engle-Granger approach (Engle - Granger 1987). This test consists of two steps: first, an
OLS-estimation is made in accordance to e.g. equation (6.7); second, the residuals are tested
for stationary. If the error terms are stationary then the series are said to be cointegrated.
Commonly, the residuals are tested using the ADF-test.

This approach is only useful if the system consists of two cointegrating series. If there are
n > 2 different variables the Engle-Granger approach is not applicable. In that case it is possi-
ble to find up to n-1 cointegration vectors that are 1(0). Therefore, it is common to instead use
the procedure developed by Johansen (1988).

6.2.3 Vector Autoregressions

In order to understand the Johansen approach it is useful to start by looking at a simple dy-
namic model with several endogenous variables. A common approach is to consider the

Vector autoregressive (VAR) model. Generally this can be expressed as:

Zy = 8 + Alzt_l + -+ Ath_k + U ut"’IN(O,Z ) (611)

where z, is an (n X 1) vector of dependent variables, & is a (n x 1) vector of constants, each
A; is a (n X n) matrix of coefficients and u, is a (n X 1) vector of error terms, with a zero
mean and a covariance matrix Y. Each individual error term is assumed to be white noise. The
VAR includes a number of k lagged values for all variables in all equations (Verbeek
2008:335f).

The numbers of lags of z; to include in the VAR can be determined by some form of infor-
mation criterion, for example SBC or AIC.

By including all endogenous variables in a system of equations, as a function of the lagged
values of all endogenous variables in the system, the need for predeterminations of the struc-

ture is avoided.
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6.2.4 Vector Error Correction Model

Out of the specification of the VAR in eq. (6.11) it is possible to obtain a vector error correc-

tion model (VECM) in the same way as in the two-variable case in eq. (6.10).

Azt = l"lAZt_l + -+ rk_lAzt_k+1 + Hzt_l + llt (612)

Here [ =—(I—-A; —-—A) with (i=1,.., k—1DDand lI=—-I—-A; —--—Ap). Ina
similar way as in equation (6.10) this specification includes both the short-run and the long-
run effect on z,, by estimations of T} and II. The long-run effect can be seen in I = af’,
where a is the speed of adjustment parameter and B’ consists of long-run coefficients. In an

example with n = 3 variables and one period lags in first difference this could be expressed as

Ay, Ayi_4q 011 Oq2 Og3 B B B Yi-1 Uyt
Ax¢| =T |AXe—q | + |021 Oz  O23 Bll BZl B3ll Xg—1| + | Uxt (6.13)
A€, JAYIY O31 O3z Ozzjl™1z 722 T321)€ 4 Uet

In order for u, to be white noise and stationary all Az,_; terms must be stationary and Iz,_,
must also be stationary.
In addition to the model specified in equation (6.12) it is possible to include deterministic

components as a part of both the short term VAR and the long-term cointegration relationship.

B
u1] Zi_1+ oy + a6t + u (6.14)
8,

Azt = FlAzt—l + -+ rk_lAZt_k_l_l +

where Z'._; = (z't_1, 1,t). Normally p, is included since the level data seldom has a zero
mean. Hence, a model (M1) without any deterministic components is not of interest. There are
three other models that are more applicable. First, (M2) if the level data does not have a time
trend then 6; = &, = u, = 0. The intercept is then only included in the long-run model. Sec-
ond, (M3) if there is a linear trend in the level data, a intercept is included in the short-run
model so that §; = §, = 0. Third, (M4) if there are some not included long-run growth a lin-
ear time trend (8,) is included in the cointegration vector. In addition a model (M5) with all

components can be used. However, this would imply an ever increasing growth rate and is not
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theoretically reasonable (Harris — Sollis 2003:132f). Therefore, | only use model M2, M3 and
M4.

For a full specification of the VECM it is important to choose both the set of deterministic
components and the lag length of the short-run terms. The former is done as a part of the
Johansen approach and the latter can be selected by the use of information criterion or by the
significance of the different lag orders. Also it is important to include sufficient lags for the
VECM residuals to be white noise.

6.2.5 Johansen Approach

The Johansen approach is based on the specification of the VECM in equation (6.14). The test
is used to determine the number of cointegration relationships between n > 2 endogenous
variables, as there can be up to (n — 1) relationships. This is important in order to find a
relation where the residuals u; are white noise.

There are three different situations where u.~I(0) and white noise: First, if there are no
cointegration at all, but the variables are 1(1), then there might still be short-run relations and
a VAR in first difference should be estimated. Second, if all variables are stationary. But this
should not be the case in this study. Third, if there exists up to (n — 1) cointegration relation-
ships. This is tested by finding the number of linearly independent columns (r) in the IT ma-
trix, i.e. the number cointegration vectors. Then there must be r < (n — 1) cointegration vec-
tors in B. If this is true the VECM is said to have reduced rank (Harris - Sollis 2003:111, 122).

To find the rank of IT the Johansen approach is to use two tests: the trace test and the maxi-
mum eigenvalue test. The trace test takes the null hypothesis of Hy:r < r, against Hy:ry <
r < n, where r, is tested and r is the true number of existing relationships. The test uses the

statistic:

Mrace(r) = =T > log (1= (615)

j=r0+1

where (ro =1,..,n—1), T is the sample size and X,- are the estimated eigenvalues. The

maximum eigenvalue test uses Hy: r < ry and Hy: r = ry + 1 and the statistic:

}\max(ro) = Tlog(l - j:7'0+1) (616)
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6.3 Causality Tests

The approach of using a VECM makes two forms of causality tests possible. First, the matrix
IT contains information about the long-run relationship. Second, Granger causality tests could
be performed by testing the joint significance of the coefficient of lagged variables in first dif-
ference. This will give support to conclusions about the short-run structure.

The long-run test is done by looking at the significance of the one period lagged error cor-
rections term (ECT). If it is significant the hypothesis of weak exogeneity can be rejected for
that variable (Harris — Sollis 2003:135f). Also, it in interpreted as being possibly caused by
any significant variable in the description long-run relationship.

The short-run test uses the x? (Wald) statistics for the joint coefficients of the lagged vari-
ables in first difference. The null hypothesis is that variable X does not Granger cause variable
Y. An advantage of using Granger-causality tests in a VECM is that the pairwise effect is
calculated given past information from all variables. This approach is used by e.g. Thangavelu
and Rajaguru (2004) and Awokuse (2008).
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7 Data Material

In this section the data material used in the empirical study is explained. A list of data sources
can be found in appendix B and a technical description of the capital stock series calculations

can be found in appendix E.

All data is collected from either World Development Indicators (WDI) or Penn Worlds Tables
6.3 (PWT). Hence, all series are freely available. A list of measures and sources is located in
appendix B. All series are yearly and are estimated from 1960 to 2007. Some data series, un-
derlying the calculations of TFP, are however collected from 1950. It is recognised that long
series are needed in time series analysis. However, Hakkio and Rush (1991) and Campbell
and Perron (1991) suggest that additional observations from a higher frequency makes little
difference. Also, a long time period is of importance when studying long-run growth rela-
tions.

All data are in constant dollars for comparability and uses year 2000 as base year. The se-
ries from PWT are deflated from year 2005 to year 2000, by the use of the difference between
nominal and real GDP per capita series presented in the dataset, before any further calcula-
tions were undertaken.

All variables are in levels and natural logarithms. Hence, the coefficients give the elastic-
ity. This follows previous studies, is in accordance with the calculation of TFP levels and is
reasonable from looking at the data series, as some series show an exponential development.
Also, linear long-run equilibriums in levels are interpreted as finding a common growth rate.
The choice to express the series in levels and not growth rates is suitable since the VECM
needs the series to be non-stationary. And a use of a VAR setup is needed in order to account
for the endogeneity between the variables. The use of growth rates would then limit the VAR
to only account for the short-run effect. Because we are interested in the long-run relations,
this would limit the analysis fundamentally.

In order to investigate the relation six countries were selected: Canada, France, Italy,
Japan, the United Kingdom and the United States. The selection was based on comparability
with previous studies. And that there are, to my knowledge, no study investigating the trade
growth relationship including both imports, exports and TFP in a VAR framework. The se-
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lection includes the major economies in OECD. Germany is left out because of data limita-

tions since PWT’s series began in year 1970.

7.1 Total Factor Productivity

As data for calculated TFP levels are not available, all series are calculated from the Penn
World Table 6.3 dataset. The dataset contains yearly aggregated data series from 1950 to
2007. TFP is calculated as a residual of a standard Cobb-Douglas production function, in ac-
cordance with growth accounting.

Y, = Al-e[l-ek@ (7.1)

Taking the natural logarithms of the variables and solving for A, give level series of TFP in
In-form. This requires level series of capita and labour, as well as assumptions about the
capital shares («). | have chosen to use a general standard of 0.32 as the capital share. This is
in line with estimates of the OECD average from 1960 to 2007 (Aghion - Howitt 2009:109).
The labour force is calculated by the use of Real GDP per capita, Population and Real GDP
per worker. The calculations of the capital stock adopt the perpetual inventory method with
steady-state initial capital stock and follow a procedure described in Limam and Miller
(2004:10ff), who uses the PWT 5.6 dataset. Their estimates are in line with studies of
Benhabib and Spiegle (1994) and the reported capital stocks in PTW 5.6. For a technical de-
scription of the capital stock calculation see appendix E. The capital stock is assumed to de-
preciate 7-percent per year and the initial capital stock is calculated for 1950. The significance
of the assumptions underlying the initial capital stock is reduced since the first observation
used in the analysis is from 1960. This is appropriate since the results otherwise might be con-
siderably affected by these assumptions. The time series from PWT 6.3 used in the calcula-
tions are: Real GDP per capita, Investment share of real GDP per capita, Population and Real
GDP per capita growth. Also the assumption of the average world GDP per capita growth of
0.04 during the time period was controlled using WDI series for aggregated real GDP growth

rates.
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7.2 Export and Import

The total levels of export and import were obtained from World Development Indicators®.
The variables include the value of merchandise, freight, insurance, transport, travel, royalties,
license fees, and other services, such as communication, construction, financial, information,
business, personal, and government services. They exclude compensation of employees and
investment income and transfer payments. The data is expressed in constant $2000.

The choice to use total export and import is based on both theoretical and empirical argu-
ments. As stated in the theoretical equation underlying the analysis both the flow of export
and import are theoretically important in determining productivity. Some studies use a less
aggregated measure of imports, as it is primarily intermediate goods that are assumed to ac-
count for the growth enhancing effects. However, there are no reason to believe that this is the
only effect, rather it is possible that also imports of final goods is important as a transmitter of
ideas and technology, much in line with the theoretical model. Also, data on imports of inter-
mediate goods are not available for the period of choice. Moreover, this selection of variables
follows the general choice of previous studies, for example Thangavelu and Rajaguru (2004).

7.3 Investments

The following underlying series of investments were collected from PWT 6.3: Investment
share of real GDP per capita, Real GDP per capita and Population. The investment shares are
based on the resource constraint and include all national expenditures on investment. The fi-
nal series are the level of total gross investments, expressed in $2000 and is the sum of private

and public investments.

% OECD.STAT does not provide data for total export or import for the period of interest. However, WDI data is

based on OECD national accounts data and World Bank national accounts data.
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8 Empiric Results

This section presents the results of the estimations made in the Unit root tests, Johansen coin-
tegration test and the final estimations of the VAR and ECM-models for the long- and short-

run relations. Extended tables for results and diagnostic tests are to be found in appendix C.
8.1 Order of Integration

To begin with, all time series need to be tested for the order of integration, as this is essential
for determining the time characteristics. However, economic studies must also take theory
into consideration in order to make conclusions about the long-run properties. Therefore, |
have chosen not to test the series for a quadratic trend, as this would imply an acceptation of
ever increasing or decreasing growth in the series. The results from the Augmented Dickey
Fuller test and the Phillip-Perron test is presented in table 8.1 for all variables. The results are
presented with a constant and trend for the level series and with a constant for the differenti-
ated series. The lag structure (p) in the ADF-test has been determined with a maximum lag
order of p=12 and the use of Schwartz Information Criterion. For the Phillip-Perron estima-
tions the Newey-West bandwidth (b) was automatically selected and the Bartlett kernel
method was used. In both cases the critical values are MacKinnon (1996) one-sided critical
values.

The expectation of the test is that all series should be integrated of order one, I(1). This is
since the level series of choice normally are found to be non-stationary, and it is not theoreti-
cally likely that any series exhibit an everlasting exponential development. However, since
this is only a small sample, graphical illustrations show not only steady increasing trends in
the series but also in some cases a tendency for the rate to be decreasing. This could result in a

preferred quadratic trend.
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Table 8.1: Unit root test results

HO: Variable has a unit root

Canada France
ADF PP ADF PP

DF- PP- DF- PP-
Level statt. Prob. p stat. Prob. b stat. Prob. p stat. Prob. b
TFP -3.15 011 1 -238 0.38 1 -3.46 0.06** 1 -3.46 0.06** 2
EXPORT |-2.38 0.39 1 -162 0.77 0 -094 094 0 -121 090 3
IMPORT |[-2.01 0.58 0 -216 050 1 -226 045 0 -226 045 1
INVEST 271 024 0 -275 022 1 -285 019 0 -285 019 1
1:st diff
TFP -488 0.00* 0 -491 0.0+ 2 -5.07 0.00* 0 -5.03 0.00* 2
EXPORT |-463 0.00* 0O -456 0.00+ 4 -469 0.00* 0 -4.75 0.00* 3
IMPORT |[-579 0.00* 0 -5.76 0.00*+ 5 -6.22 0.00* 0 -6.26  0.00* 3
INVEST -7.14  0.00* 0 -720 0.00* 4 -5.81 0.00* 0 -5.81  0.00* 0

Japan United Kingdom

DF- PP- DF- PP-
Level stat. Prob. p stat. Prob. b stat. Prob. p stat. Prob. b
TFP -270 024 4 -319 0.10** 3 -242 037 1 -210 053 2
EXPORT |-2.21 0.47 0 -221 047 0 -191 063 O -209 054 3
IMPORT [-1.93 0.62 1 -247 0.34 0 -1.75 071 0 -188 065 3
INVEST -2.35 0.40 4 -247 034 3 -1.88 065 0 -201 058 2
1:st diff
TFP -2.73 0.08** 3 -438 0.00r+ 3 -5.45 0.00* 0 -5.34 0.00* 7
EXPORT |-535 0.00* O -558 0.00~ 4 -5.95 0.00* 0 -591 0.00* 2
IMPORT |-4.06 0.00* 1 -557 0.00* 2 -5.40 0.00* 0 -5.25 0.00* 8
INVEST -1.66 044 4 -418 0.00* 3 -6.20 0.00* 1 -5.73 0.00* 8

United States

DF- PP-
Level stat. Prob. p stat. Prob. b
TFP -3.60 004* 1 -278 0.21 3
EXPORT |-3.15 0.11 1 -2.08 0.54 0
IMPORT [-2.70 0.24 1 -240 0.38 2
INVEST -411 001* 1 -3.00 0.14 6
1:st diff
TFP -542 0.00* 0O -528 0.00~ 6
EXPORT |-480 0.00* O -461 0.00* 5
IMPORT |[-563 0.00* 0 -5.61 0.00*+ 9
INVEST -6.25 0.00* 0 -6.84 0.00* 2

*significant at 5%, ** significant at 10%
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The results of the unit root tests are almost in line with the expectation in all cases. There are
however some series that exhibit a different pattern.

For France neither ADF nor the Phillip-Perron test can reject the null hypothesis for TFP in
levels at a five percent level. But at 10 percent this is rejected in both cases. The Akaike
Information Criterion does however point to an inclusion of three lags, which also makes the
series insignificant. Taken together, and noting that it is less harmful to assume the series to
be wrongly non-stationary, | assume the series to have a unit root in levels. Also looking at
the graphical illustration indicates that there is some sort of non-stationarity. The result might

occur because the series is concave in logarithms.

Figure 8.1: Total Factor Productivity in Levels for France
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The Japanese TFP series in the Phillip-Perron test also signals stationarity in levels at 10 per-
cent. The ADF-statistic does however clearly show that the null cannot be rejected. Hence, |
assume the series to be non-stationary. Also, the ADF can’t reject the null in first difference
for INVEST. But, with the same reasoning | conclude that the variable is integrated of order
I(1).

In two cases does the ADF reject the null in levels for the United States: TFP and INVEST.
The Phillip-Perron test does not however support this and | assume the series to be I(1).

The results from the unit-root tests are robust to lag selection by AIC. The recommended
lag structure increased in some cases but did not change the conclusions. The result is also ro-
bust to the selection of deterministic components. The significance of trends in the level esti-
mations indicates that a constant should be present in the short-run part of the cointegration

equation, assuming a linear trend in the data generation process.
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To conclude, all series are found to be integrated of order 1(1). This enables a straightforward

estimation of the number of cointegration relationships, using the Johansen approach.

8.2 Cointegration Structure

In the same way as with the unit root test economic theory has to be applied to the conclu-
sions of the long-run relationships. Also, it is not likely for single lagged years of the inde-
pendent variables to have a significant impact of the present productivity further back than 12
years. As stated above, the relationships are not expected to follow a long-run concave or
convex trend. In addition, it is important for the results to be reliable that the presence of se-
rial correlation and non-normality are dealt with, as the tests are sensitive to these aspects
(Johansen & Juselius, 1990). The results are generally also sensitive to the selection of deter-
ministic components.

8.2.1 Selection of the Lag Order

In order to select the number of lags in the VAR different information criteria could be used.
The Johansen procedure requires a specification of the common number of first difference
lags in order to test for reduced ranks. Therefore, | estimated a VAR in first difference and
performed a Lag Order Selection Criteria test for each country. The results are given in table
8.2.

Table 8.2: Lag Order Selection
FPE AIC SBC HQ

Canada 0 8 0O O
France 0 8 0O O
Japan 1 8 0O 8
United Kingdom 0 8 0O 8
United States 1 8 1 8

FPE: Final prediction error
AIC: Akaike information criterion
SBC: Schwarz information criterion

HQ: Hannan-Quinn information criterion
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The test is limited by the number of observations to include eight lags. This should be enough
to capture any expected lag order. The results do not however express any clear recommenda-
tion. The large divergence between the criterions points to a potentially too large model, in
relation to the number of observations®. This motivates the choice not to use any further
feasible explanatory variable, and draws attention to a possible limitation of previous studies
as well as indicating a conceivable need for a large lag length. The AIC does however not cor-
rect for the increase in R? achieved simply by adding more lags. Therefore I chose to start

searching for an appropriate model by using the number of lags recommended by SBC.

8.3 Estimation Procedure

In order to find a model with white noise residuals | evaluate the residuals from the VAR or
VECM. If the residuals show signs of serial correlation or non-normality | re-estimate an
equation including an additional lag. Since the procedure is sensitive to the selection of the
lag order it is plausible that the rank order and deterministic components, recommended by
the Johansen test for reduced rank, change with increased lags. If this happens | prefer to use
the new set of lags and deterministic components in the specification of the VECM. Given
that an additional lag does not solve the problem, the procedure is repeated.

To know the rank order and the recommended deterministic components, the Johansen ap-
proach, described in section 6.2.5, is performed.

8.4 Johansen Test for the Number of Cointegration
Relationships

In addition to the lag length, also the set of deterministic components must be chosen in order
to test for the number of reduced ranks. This can be done in several ways: by using economic
theory, the significance of the coefficients, different information criterion or the Pantula prin-
ciple?® recommended by Johansen (1992). The three out of five optional models plausible to

theory and practice are described in section 6.2.4. By estimating them and applying the

2! See Harris and Sollis (2003:117) for an example with a similar conclusion. Also, limiting the test to fewer lags
then eight does give more similar results.

%2 See Harris and Sollis (2003:134f) for an explanation and an applied example of the principle.
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Pantula principle as well as studying the cointegration graphs for potential improvements |
form the conclusions of the test. A summary of the Johansen test results for each country is
given in table 8.3. Tables including the full results can be found in appendix C.

The table shows the first rank where the tests fail to reject the null hypothesis, i.e. the
found number of cointegration relationships. The critical values used are the 5 percent level
Osterwald-Lenum (1992) critical values, provided by E-views 5.

Following the Pantula principle | base my conclusions on the trace statistic. As can be seen
from the table, the test results depend on the number of lags included and differs between the
countries. The final model of choice must however take into account the diagnostics of the re-
siduals. Therefore I conducted both a LM autocorrelation test and normality test for each
further step in the decision procedure. When possible, given the number of lags, I also per-
formed a heteroskedasticiy test. Diagnostic tables underlying the conclusions can be found in
appendix C.

As stated previously, when the Johansen test results in » = 0 long-run relationships a VAR
in first difference should be used to test for the short-run dynamics. If the test indicates re-
duced ranks a VECM is instead estimated.

First, for Canada serial correlation is found in the first lag when using the recommended
lag length of SBC of zero lags. Following the procedure an inclusion of three lags seems nec-
essary to avoid all serial correlation. At this lag length the tests can not reject the hypothesis
of no serial correlation, normality or homoskedaticity. The cointegration test on this level
gives a result of no long-run relationships. Therefore | conclude that a VAR in first difference
with a constant, including three lags, should be used.

Second, a model including both a constant and a trend in the cointegration vector is rec-
ommended at the first step of zero lags for France. But, the residuals suffer from serial corre-
lation and a skewness problem in the first component. Three lags need to be included for not
rejecting the null hypothesis of no serial correlation at a 10 percent level and lose the skew-
ness problem. The test result shows problems with the kurtosis but this is overlooked since the
Johansen approach is not particularly sensitive to this problem (Johansen - Juselius 1990). So
for France a VECM including a constant in both the short- and long-run part (M3) with three

lags and one cointegration vector will be estimated.
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Table 8.3: Summary of Result from the Johansen Test for Reduced Ranks

Canada France
Lag order Test statistic M2 M3 M4 Lag order  Test statistic M2 M3 M4
0 Trace 3 0* 0 0 Trace 3 3 2%
Max 3 1 1 Max 3 1 1
1 Trace 3 0* 0 1 Trace 2 2 1*
Max 2 0 0 Max 2 2 1
2 Trace 1 0* 0 2 Trace 1* 1 1
Max 0 0 0 Max 1 0 1
3 Trace 3 0* 0 3 Trace 3 1* 2
Max 0 0 0 Max 1 1 0
4 Trace 4 1* 1 4 Trace 2% 2 2
Max 2 1 1 Max 1 1 1
5 Trace 3* 4 3 5 Trace 2% 2 3
Max 3 2 3 Max 2 2 3
6 Trace 3* 4 3 6 Trace 4* 4 4
Max 3 4 3 Max 4 4 4
Japan United Kingdom
Lag order Test statistic M2 M3 M4 Lag order  Test statistic M2 M3 M4
0 Trace 3 2% 2 0 Trace 1 o* 0
Max 3 3 1 Max 1 0 0
1 Trace 3 2% 2 1 Trace 1 0* 0
Max 3 3 1 Max 1 0 0
2 Trace 1* 1 1 2 Trace 1 0* 0
Max 1 1 1 Max 1 0 0
3 Trace 2* 2 2 3 Trace 2 1* 1
Max 0 0 0 Max 1 0 0
4 Trace 1* 1 2 4 Trace 1* 1 1
Max 1 1 1 Max 1 1 1
5 Trace 2* 2 3 5 Trace 1* 1 2
Max 1 1 1 Max 1 1 2
6 Trace 4 2% 2 6 Trace 2% 2 3
Max 2 2 2 Max 2 2 3
United States
Lag order  Test statistic M2 M3 M4 Lag order  Test statistic M2 M3 M4
0 Trace 1 0* 1 4 Trace 3 1* 2
Max 1 0 1 Max 3 2 2
1 Trace 2 1* 1 5 Trace 3 1* 3
Max 2 1 1 Max 3 2 3
2 Trace 2 1* 1 6 Trace 3 2% 3
Max 2 1 1 Max 3 2 3
3 Trace 3 1* 2 Note: Numbers are significant cointegration vectors ()
Max 0 0 1 * Preferred model using the Pantula principle
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Third, for Japan moving to a situation with three lags the Pantula principle indicates that M2
should be used with r = 2. By looking at the cointegration graph, it is readily seen that a
constant in the short-run relationship should improve the results. This is confirmed by the sig-
nificance. However, there are signs of serial correlation and using the same procedure for the
forth lag solves that problem. As the residuals test indicates white noise | conclude that a
VECM using M3 and four lags and r = 1 is appropriate. The inclusion of a fourth lag is sup-
ported by a lag exclusion test.

Forth, following the estimation procedure six lags are needed for the United Kingdom. The
Pantula principle indicates that M2 should be used with » = 2, however it was clearly seen
from the cointegration graphs that the significance of a constant in the long-run relationships
should be tested. This show the M3 is more suitable. Hence, | use a VECM with two cointe-
gration relationships, six lags and a constant in both parts of the equation.

Finally, the SBC in table 8.2 recommend that one lag should be included for the United
States. And the the Pantula principle gives us a recommendation of » = 1. There are however
problems with serial correlation in the first four steps. But with five lags, using the recom-
mended rank of one by the trance statistic, the problems disappear. A lag exclusion test sup-
port the inclusion of a fifth lag and changing into two cointegration relationships (because the
trace statistic is very close to rejecting one) give worse residuals. Also the inclusion of six
lags is not supported by a lag exclusion test. Hence | conclude that a VECM with one long-
run relationship, five lags and using M3, is advisable.

8.5 Results for the Long-run Relationships

Cointegration relationships were found for all countries except Canada. Hence, Canada will
only be included in the analysis of the short-run effects. For the United Kingdom two cointe-
gration relationships were found, which is theoretically problematic since it implies that there
are two different growth paths present. But similar result has been found in previous studies,
e.g. Thangavelu and Rajaguru (2004). This implies that the long-run matrix IT = af’ is gener-

ally expresses for the United Kingdom as:

11 Up2 P11 P12
az1 A2 / P21 B2z

o= = 8.1
a31 Q32 B P31 P32 81)
@41 A4 Ps1 Paz
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and for the others as:

o171 P11

_ | %21 .| B2a

o= Qa3q B = Bs1 (8.2)
®41 Ba1

where each row includes the results for a given variable and each column is a separate cointe-
gration relationship. If the variables are  structured according  to
B = (TFP,EXPORT, IMPORT, INVEST), the normalized® results sets ;; = 1 in the single
case, and in the case of the United Kingdom: $;; =1, f12, = 0,8,; = 0 and S5, = 1. The re-
sults for the cointegration vectors and the error correction terms (ECT) are as presented be-
low.

The inference is based on a two sided t-test with the approximated five percent significance
of 2 and 10 percent significance of 1.67. It can be clearly seen from the table that all coeffi-
cients of the one period lagged variable in levels, in the cointegration vector (), are signifi-

cant at a five percent level. The long-run cointegration relationship and is given by:
(B1;TFP;_1 + B2jEXPORT,_; + B3 jIMPORT,_; + B4;INVEST,_,) (8.3)

Here, B;; shows the effect on the cointegration relationship from a shock in variable i and
cointegration vector j, or if the variable deviate from the common growth rate. This is given in
the rows marked with £ in table 8.4.

For France this implies that an increase in EXPORT and INVEST raises the cointegration
relationship above the growth path and IMPORT reduces it. The same is given for the United
States. For Japan the opposite is shown, so that increased exports and investments lowers the
relationship.

The first relationship of the United Kingdom, normalised for TFP, shows that both
IMPORT and INVEST decreases the level. And for the second cointegration relationship

IMPORT still decreases the cointegration relationship below the growth path while increased

% Normalizations do not chance the interpretation of the long-run relationships as it does not affect the

significance of the variables, it does however affect the magnitude of the coefficients.
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investments seems to have an increasing effect. The interactions between the cointegration
relationships are unfortunately difficult to determine.

This implies that there is some long-run relation found in the data between exports, imports
and productivity for all countries except Canada, and that all variables should be a part of
these cointegration relationships. There are however some mixed signs of the coefficients.

The question of whether trade improves productivity is however not revealed in the cointe-
gration description, as all variables are possible dependent variables. The Granger causality
can however be seen in the reaction when the economy moves out of equilibrium, and in order
for the system to hold there needs to be some dynamics explaining what will occur when the

economy is not in steady-state.

Table 8.4: Long-run Results from the VECM-estimates

France Japan
TFP EXPORT IMPORT INVEST TFP EXPORT IMPORT  INVEST
B 1 3.8030 -5.8019 2.8044 B 1 -0.3179 0.5546 -0.8185
(1.0424)  (1.4666) (0.8329) (0.0918) (0.0807) (0.1454)
[3.6482]* [-3.9561]* [3.3671]* [-3.4618]* [6.8712]*  [-5.6306]*
ECT -0.0261 -0.0512 -0.0812 -0.1971 ECT 0.0563 0.6739 0.3388 -0.0932
(0.0532) (0.0801)  (0.1099) (0.1249) (0.1849) (0.3052) (0.3291) (0.2763)
[-0.4905] [-0.6400]  [-0.7384] [-1.5781] [0.3047]  [2.2082]* [1.0293] [-0.3373]
United Kingdom United States
TFP EXPORT IMPORT INVEST TFP EXPORT IMPORT INVEST
L1 1 0 -0.3285 -0.0942 B 1 0.2845 -0.6297 0.2403
(0.0185) (0.0345) (0.0299) (0.0581) (0.0844)
[-17.777]* [-2.7210]* [9.5216]* [-10.846]* [2.8476]*
B2 0 1 -1.2692 0.6857 ECT -0.2687 -1.0805 0.8409 -0.1924
(0.1528) (0.2852) (0.5158) (0.6137) (0.7423) (1.1792)
[-8.3046]* [ 2.4041]* [-0.5210]  [-1.7607]** [1.1329] [-0.1631]
ECT1 -4.9154 1.0418 -4.7990 -7.9709
(0.9928) (1.8501)  (2.0301) (3.5453)
[-4.9511]* [0.5631] [-2.3640]* [-2.2483]*
ECT?2 -0.6405 -0.4351 -0.6581 -1.0531
(0.1542) (0.2873)  (0.3153) (0.5506)
[-4.1546)*  [-1.5143] [-2.0873]* [-1.9127]**

* Significant at 5 % ** significant at 10%, Numbers in () are standard deviation and numbers in [ ] are t-statis-
tics

By looking at the lagged error correction terms, i.e. the adjustment parameters, it is possible to
analyse what happens in case of disequilibrium, i.e. what variables bring the economy back
towards the growth path in case of a positive shock above that level, and whether the response

is an increase of decrease in the growth of the variable. Therefore, a significant lagged ECT
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implies that past equilibrium errors affect current outcomes of that variable (Awokuse
2007:391). The ECTj; is given by:

a;j(ByTFP,—y — B2;EXPORT,_; — B3;,IMPORT,_; — B4;INVEST,_;) (8.4)

where a;; is the ECT coefficient (or the speed of adjustment) for variable i in cointegration
relation j, and the expression in the parenthesis is equal to zero when the economy is in equi-
librium.

For France there is no ECT that is significant at a 10 percent level. Therefore, it is difficult
to conclude what dynamics are present, and the result indicates the absence of a long-run re-
lationship between trade and productivity. However, INVEST seems to be the only ECT that
is close to be significant. Hence, it could be expected that investments adjust to correct any
deviation. But, since there is no significance, no conclusions are possible. It is more possible
that the method used has trouble detecting the true number of cointegration relationships or
that the specification of the deterministic components is wrong. By looking at the cointegra-
tion graph D.1 in appendix D it is visibly seen that the calculated relationship, following
equation (8.3), starts above the equilibrium growth path and tends to follow a negative trend
to finish below the equilibrium level. This could imply that a trend should be included in the
short-run model. However, this is not in line with the theoretical expectations, as it would im-
ply an ever decreasing growth rate. The significance of the model (M5) is tested and both the
trend and some ECTs are significant. The presence of the trend is probably due to the short
observed time period.

In the Japanese case only EXPORT is significant [2.2082] at a five percent level. This in-
dicates that every adjustment required from a deviation from the equilibrium growth path can
only be statistically explained by exports. And, as seen in the size of the coefficient, 0.67, the
speed of adjustment is rather fast. The interpretation is that a positive shock in TFP (or
IMPORT) causes EXPORT to increase as seen in the positive ECT coefficient. But according
to equation (8.3) an increase in EXPORT should have a lowering effect on the relationship.
This is seen in 3,; = —0.3179, and an increased growth of export will adjust the relationship
back towards its long-run equilibrium path. The same happens if there is a negative shock in
the investments. This supports the hypothesis of productivity-led export growth found in the
expectation interpretation of the theoretical model and corresponds well to the findings for
Japan in Marin (1992) and Thangavelu and Rajaguru (2004) and partly to the short-term re-
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sults in Awokuse (2006). The results also indicate the existence of import-led export growth,
but this cannot be explained by a productivity increasing effect from imports that in turn in-
crease exports, as the theoretical model implies.

For the United Kingdom, with two cointegration relationships, there are numerous possible
interactions, making it difficult to determine any clear relationship. A long-run shock affect-
ing one relationship might not only affect the adjustment parameters in that relation. How-
ever, it is notable that the ECT term for EXPORT is not significant in any vector. But, the
ECT for both IMPORT and TFP are significant, hence, changes in these variables could be
caused by each other or by any of the other variables. Any, conclusive causal effects are how-
ever hard to determine as the interaction between the two vectors needs to be considered and
the results indicate a complex web of interactions. But the results support the conclusion that
there are some cointegration relationships and therefore that there is some form of causation
between the variables.

The United States exhibit only significance for the EXPORT ECT. However, in this case a
positive shock, from an increase in TFP (or investments), cause export growth to decrease
a,; = —1.08. In this case a decrease in exports do however increases the cointegration rela-
tion as seen in ,; = 0.2845. This will bring the economy towards the equilibrium path. The
causal effect from productivity is in this case negative, which is not expected from the theo-
retical discussions. Mixed signs of the coefficients are however found in Marin (1992), and
Thangavelu and Rajaguru (2004) found a negative effect from labour productivity to export
growth in four cases. The ECT is however only significant at a 10 percent level.

As a complement to the results from residual diagnostic tests, discussed in section 8.4 the
cointegration vectors can be examined graphically. Two aspects need to be considered: (1) the
macroeconomic series used in the study is expected to adjust slowly to its equilibrium level,
and (2) In order for cointegration relationships to be valid the cointegration series should be
stationary. The graphs are presented in appendix D and shows that there are some differences
between the countries. The graph for France has already been commented above. Graph D.2
for Japan reveals that the cointegration relationship does seem to exhibit some form of non-
stationarity. Even though the equilibrium level is crossed, there is no indication of the series
to return to equilibrium after 2007. This indicates that the long-run relationship is weak. In
Graph D.3 and D.4 the relationships for the United Kingdom are presented. These graphs cor-
respond fairly well to the expectations of the series, as they alter between periods above and
below the equilibrium level. The same conclusion is reached by looking at graph D.5 for the
United States.
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As mentioned, the choice of econometric method was based on the assumption of possible
endogeneity between variables. In order for a variable to be weakly exogenous the adjustment
parameter should be insignificant, i.e. no long-run Granger causality exists. However, it is
readily seen that all variables ECTs are significant in at least one case. Hence, no variable

should be generally treated as exogenous.

8.6 Results for the Short-run Relationships

The results from the short-run part of the ECMs, and the VAR used for Canada, are presented
in table 8.5. The short-run dynamics are given by the lagged variables in first difference (see
equation (6.14) in section 6.2.4). The magnitude of the effect is hard to quantify but the
presence of a causal relationship can be established by a Granger causality test of the joint
significance of the coefficients. The sign of the joint coefficient is given by the sum of the
individual coefficient for each variable, and indicates if an increase in the independent
variable causes an increase or decrease in the growth rate of the dependent variable.

The results, presented in table 8.5, differ largely between countries and variables, and gen-
erally few relationships are found. Although, in Canada, the United Kingdom and the United
States some short-run effects are found at the five and 10 percent significance level. But, for
France the null hypothesis of no Granger causality cannot be rejected in any case, hence no
short-run relations can be found. Neither in Japan can any causality be found at a 10 percent
level. Although, exports positive effect on productivity and investments are both borderline
cases. Thus, it weakly supports for the hypothesis of export-led productivity growth.

For Canada there are some clearly significant results. It seems that productivity has a posi-
tive effect on both import growth and investment growth. This would support the firm based
studies of productivity-led import growth, as it states that firms adjust their production and
become more productive before they import. Also, investments have a negative effect on both
import and productivity growth. This could indicate overinvestment in non-productivity in-
creasing activities. In the theoretical model this implies a too large R, which reduces the re-
courses for importing. It could also be that investments tend to decrease before the production

in a recession (and increase again before production does).
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Table 8.5: Short-run Granger Causality Results
HO: X does not Granger cause Y

Dependent variables (Y)

Independent variables (X) TFP EXPORT IMPORT INVEST
Canada TFP - 46813 (+) 179793 (+) 10.8833 (+)
(0.1967) (0.0004)* (0.0124)*
EXPORT 29455 () - 57002 () 37616 ()
(0.4001) (0.1271) (0.2884)
IMPORT 15678 (+) 18864 (¥) - 26145  (+)
(0.6667) (0.5963) (0.4549)
INVEST 114928 () 53488 () 19.0883 ()
(0.0093)* (0.1480) (0.0003)*
France TFP - 18106 (+) 16936 (+) 4.6211 (+)
(0.6126) (0.6384) (0.2017)
EXPORT 03289 (4) - 21175 (#) 15366 (+)
(0.9545) (0.5484) (0.6738)
IMPORT 06282 () 0825 (+) - 20067 ()
(0.8899) (0.8433) (0.5710)
INVEST 21521 () 24854 () 08539 ()
(0.5414) (0.4779) (0.8365)
Japan TFP - 25740 () 10660 () 53807 (+)
(0.6314) (0.8996) (0.2504)
EXPORT 76281 (4) - 13565 () 7.4768  (+)
(0.1062) (0.8517) (0.1127)
IMPORT 48502 () 31553 () - 57943 ()
(0.3021) (0.5322) (0.2150)
INVEST 31524 (+) 38615 (+) 28872 (4)
(0.5326) (0.4251) (0.5769)
Llii”ri;ecfom TFP - 61511 (+) 126950 (+) 77110 (+)
(0.4065) (0.0481)* (0.2601)
EXPORT 542309 (4) - 134898 (+) 155428  (+)
(0.0000)* (0.0359)* (0.0164)*
IMPORT 348550 () 97717 () - 112017 ()
(0.0000)* (0.1346) (0.0823)*
INVEST 157571 (+) 116439 () 83409 (+)
(0.0151)* (0.0704)** (0.2142)
United States SR - 156307 (+) 82701 (+) 50585 ()
(0.0080)* (0.1420) (0.4088)
EXPORT 0.8940 (+) - 6.0463 () 12904  (+)
(0.9707) (0.3017) (0.9359)
IMPORT 27485 (+) 107764 () - 29744 (+)
(0.7387) (0.0560)* (0.7039)
INVEST 38269 () 98702 (+) 91377 () ,
(0.5746) (0.0790)** (0.1037)

* significant at 5 % ** significant at 10%

Numbers in parenthesis is p-values, others are chi-square statistics
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In the United Kingdom productivity does Granger cause import growth, giving additional
support the productivity-led import growth hypothesis. Also exports seem to have a positive
effect on import growth. Export also contributes to increased productivity as well as increased
investments. In contrast imports lower both the productivity growth and investments. Invest-
ments appear to have two effects: a positive effect on productivity growth, in line with ex-
pectations, and a negative effect on export growth, however only significant at about seven
percent level. This indicates that exports improve the productivity growth both directly and by
increasing investment growth, indicating export-led productivity growth. These results for ex-
ports are clearly in line with the theoretical expectation.

Finally, productivity does have a positive and significant effect on export growth in the
United States, giving the only short-run support for productivity-led export growth. Also, in-
vestment Granger cause increases in export growth, which is in line with the theoretical ex-

pectations. Import does however negatively affect export growth.
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0 Conclusions

In this study | have investigate the endogenous relation between export, import, productivity
and economic growth. There are theoretical reasons to believe that export and import can af-
fect both long-run productivity and economic growth. The theoretical discussion as well as
the derived theoretical model indicates that the long-run relation primarily depends on export
and imports effect on productivity development. The theoretical model shows that productiv-
ity could then increase as a response to both improved incitement for domestic research or as
an influence by technological spillovers from imports: either through imported goods of
higher quality or from adaptation of foreign technology. It can also be shown that expecta-
tions can explain the plausible causal relation from productivity to export. Thus, there are
several ways that trade and productivity can interact.

Also, using the Johansen approach and short-run Granger causality to empirically investi-
gate the separate relations to export and import, does however not support these arguments.
The included series are found to be non-stationary, indicating the need for a cointegration
analysis for long-run studies. For the OECD countries studied, the Johansen approach finds
significant support of long-run relationships in four out of five countries (not for Canada),
with two relationships for the United Kingdom. The result for Japan is however weakened by
the interpretation of the cointegration graph and for France no ECT was significant. There-
fore, | conclude that there are only robust long-run relationships fund in two out of five coun-
tries.

Also, the results from the error correction analysis are highly divergent between the coun-
tries with no support for a long-run positive effect from export to TFP and neither for import
to TFP. Only in Japan is the reversed causality of productivity-led export supported. Taken
together the support of a long-run general relationship between export, import and TFP is
weak and especially the support for a positive effect from trade to productivity is not found.

The short-run Granger Causality test does give some significant results. However, also in
this case is the result varying between the countries and the variables. Therefore, neither for
the short-run are any general conclusions possible. Productivity-led exports are only found in
the United States and export-led productivity growth in United Kingdom. Productivity-led
import is found in two cases, the United Kingdom and Canada, although this is not an aspect
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generally found in the macroeconomic literature and does not seem to have a profound sup-
port in the discussed theory. It is however found in firm based studies, and should therefore
not be seen as a problematic result.

The study indicates that the large positive effects on growth from trade found in cross-
country studies and expected from theory do not appear when focusing on the relation to pro-
ductivity. This could indicate that the effect disappear when controlling for production factor
input accumulation, which would indicate that trade either is related to GDP by some exoge-
nous factor affecting both income and trade or that trade primarily increase factor accumula-
tion.

Since this study only includes OECD countries, and positive results have been found for
emerging economies, it is possible that the effects differ between the countries relative devel-
opment and that import of e.g. intermediate goods only is of general importance when a
country is far from the technological frontier.

To sum up, the study does find theoretical reasons of a relationship between trade and
growth, but not empirical results in support of a specific general assumption about the exis-
tence of long-run relationships or the order of causality between export, import and produc-
tivity. Even though, different hypothesises are supported in different countries. Nevertheless,
the results point to some important aspects: the importance of studying each country individu-
ally, to not assume the variables included to be generally exogenous and to further investigate
the relation between import and growth, as both examples of exports and imports to either

Granger cause or to be Granger caused by productivity are found.
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Appendix A: Derivation of the Theoretical
Model

The appendix focuses on the mathematical derivations, for reasoning about the basic assump-

tions and the interpretations of the results readers are referred to section 4.

The derivation of the theoretical model has its origin in the Schumpeterian model of a three
sector economy with multiple innovating sectors (i), constituting a continuum of [0, 1], and
allowing for productivity improvements in several products simultaneously (Aghion - Howitt
2009:92-96).

The Production of Final Goods

The final goods market, excluding exports, is described as

1
Y = L@ f AL x4di (A.1)
0

with production from intermediate product i equal to
Yiic = (AitL)l_aXiOE (A.2)
The price of the intermediate good is determined by is marginal product

o _ Y
plt dX

it

= a(A; L) *xg? (A.3)
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The effective price®* of the intermediate products, as input in the intermediate production, is
P4 = 1 for the domestically produced products, as they are the numeriare, and P; = % for im-

ported intermediate products. The profit in the intermediate sector is equal to

1
Iy e = picXit — Xa,it — B XFit (A.4)

The domestic production of intermediate products x;; is described by the production function
Xit = XgieXei (A.5)
The profit for an importing firm is given by:

1

— l-apl—-a,o0—1
e = al™%Aj "Xt Xit — Xdjit — Exf,it

1
— l-apl—a,o
;e = al™ ™ %Aj "Xi¢ — Xqit — Exf,it

1
— 1-apAl-a/, 0 1-wya
My = alt"Aj " (XqicXeie )™ — Xd,it — B Xkt
I — Ll—aAl—Ot wa, (1-0)a 1 A6
Lit — & it Xd,itXfjt — Xd,it — EXf,it (A.6)

In order to find the optimal profit, the optimal levels of xj;, x4 ;; and xg;, are found using the

f.o.c. of (A.6):

dIl; ; _
- I’ft = waZLl—“A%{“XEJ,fE_ngt P —1=0 (A7)
d,it
dIl;; —wa-1 1
M= (1 - @)L Al gk T - == 0 (A.8)
dx B

Solving for x4 gives:

211-apl-a,wa—1,(1-w)a _
o LA TXgie Xy =1

wa-1 _ ,~(1-w)a 211-apl—a
Xdit = Xgit /wa LAy

% The effective price is when the price is adjusted for the quality of the product
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(w—1a 1
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Solving for x¢;, is done by using (A.8) and (A.9):
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In order to solve for x4 ;; equation (A.9) and (A.10) is used:
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Then (A.5), (A.10) and (A.11) is used to solve for x;;:
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Xjp = al-aq I-¢ (1 —w) 1T-a« (1—-w) 1T-a

wtwla-—wa wa(l-w) (1-w)aw (1-wo)(l-w)

x@w 1-a (@ 1-a B 1-a B 1-a (AitL)m(AitL)(l_m)

wtwla-wa oa(l-w) (1-w) (1-w)
Xi*t =w 1-a @ 1-a *xl- oc(l w) I-a B'1-« AL

2w G-0) (-w)
Xi*t = ql-awi-a(1l — w) T-a B 1T-a A;L (A.12)

Replacing equations (A.3), (A.10), (A.11), and (A.12) into the profit function in (A.4) gives
the optimal profit of:

1-w) o (A-w) a
M = ()~ (37601 — ) 70 wI-aB 1-a AyL)

2 (1-w)a 1+woa—a (1-w)a
—(al—a(l—w) 1-a () 1-a B 1-«a AitL>

1 2 1-wa oo 1-wa

-3 (amu — w)TameWAitL)

Hf,it =@ -

1-w)a 1+wa—-a l1-wa wal 2 (A-wa
[(1—(,0) T-a @ 1-a +(1—w)l-«a (gl—oc] al-aB 1-a A;L

Where — . 1-a % % — (1:—0)) (1:—“)) . :
@ = a(Ay L) (wiaai-a(1 — w) 1-a B 1-a AL

1+wa—a A1-wa 2 (1-w)a

Hf,it=<P—[w @+ (1—w)old| (1-0) Ta aiaB Tu Ayl

wa A-wa 2 (JA-wa

wa
iy = @ — [wﬁw +(1- w)ooﬁ] (1—-w) T« ai-aB 1-a AL

1+a a(l-w) aw all-w) 2 (1-w)a wa (A-w)a
H;it:o(l—a(l—g)) 1-a @l-aB 1-«a AitL_al_a(l_U)) 1-a wil-aB 1-a A;L

a(l1-w) aw a(l-w)

1+
IO = (1 — )al-a(1l — w) -« wi-aB T-a AL (A.13)

This is the expression for a firm that is open to import of foreign intermediate products. It can

also be shown by replacing (A.12) into (A.3) that the optimal price is given by:

a—1

I B (1-w) (-w)
Pit = a(A;cL) al-« awl a(l w) T-a B T-« Ay L

1
aw® (1 — w)A-w)i-o)

* —
Pit =
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However, in order to see the effect of full openness to trade one has to add the effect of ex-
ports. Exports are included as an increased market for the final goods sector, with all export as
proportional increase to the production for the domestic market.

N

Ytrade,t = YI,t + f YI,t di = (1 + N)Yl,t (A- 14)
0

Increased production will also give rise to increased demand for inputs in accordance with:
ML, Ajexie) = fAL, AAjexit)

And therefore

(14 N)Yie = (14 N)(AeL) %% = ((1+ N)AL) (1 + Noxy)”

so that

(1 +N)xie = (1 + N)[xiexii®]

Using these equations it can be shown that the optimal price is given by:

_dA+N)Y,

= T = (0 NAL) T+ k)

The profit of the intermediate sector change with increased demand for x;;, and an increased

need of inputs. The new profit, with full trade, is given by:
1
Hrradeic = Pic(1 + N)xje — (1 4+ N)Xqie — B (1 + N)Xgje

Hence, replacing p;; into the function reveals that this can be written as:

1-a oa—1 1
Mrragee = €((1+N)AL) (1 +N)xie) (1 + N)xie = (1 + N)xase — 5 (1 + N)xgse
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_ 1
Migadese = (1 N)Myge = (1 N) (oA =2A% i = xqe = 01

1
l-[trade it — (1 + N)HI it — (1 + N) (O(Ll aA}t axﬁ)ﬁxgt @ — Xd,it — Exf,it) (A- 15)

Replacing x4 and x4 With (A.11) and (A.10) respectively and the optimal profit is solved

in the same manner as before. This gives us the optimal trade profit for an intermediate firm:

a(l-w) a(l-w) aw

1+«
Miradeit = (1 + N)(1 — 0)al-aB 1o (1 — w) -« wl-aAyL (A.16)

In addition, the optimal price can also be shown not to have changed

1-a 2 o) - \*'
Pit = O(((l + N)AltL) (1 + N)O(l—au)l—a(l - (1)) 1-a B 1-a AltL

i} 1
Ptrade,it = O((x)w(l _ w)(l—(o)B(l—(o)

The Research Sector

The technological level A;; is determined by the production of innovations in the research sec-
tor. The innovation will result in a productivity improvement of y > 0. The entrepreneur

spends the amount R;; units of final goods on research and innovates with the probability

_(Rit Xft)T _ - (Rit (Xft)T °
“t‘q’(A’;t (3 )‘A<A}z A (A-17)

A > 0 is the productivity in the research sector, Aj; is the target productivity if the innova-

tions succeeds and o, [0, 1], is the elasticity. Also, the entrepreneur’s ability to derive knowl-
edge from imports (t > 0) is important. It is assumed that the parameters are of a scale so that

0 < p¢ < 1. This implies that net present value of the expected profit for the entrepreneur is:

Rit /(1 + Nxe\ Y\ iradei
it (( ) ft) > " trade,it _ Rit (A. 18)

E[HResearch,it] =¢ (A?t A r
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with an interest rate of r as discount factor. The entrepreneur chooses R;; in order to maximize

the profit. This gives us the research arbitrage condition:

&' <Rit ((1 + N)Xft>T> . Itrade,it ((1 + N)Xft)T _1=0

Al A rAj A;
Rii (1 +N)xp '\ rageir /(14 N)xe )

q), < it (( ) ft) ) " tra:ie,lt (( ) ft> —r (A. 19)
Ait At Ait At

Using the profit from (A.16) and optimal imports from (A.10) gives:

T

. a(1-w) 1-wa
' <th ((1 + N)Xft) >L|J(1 + N)B 1-a AltL (1 + N)'SB 1-a AtL
=T

Aj A¢ A A¢

a(1-w) aw

wherexp—(l—oc)ou cx(l—oo) 1« Wi« , Y = a1- a(l—oo)l 2 i aandAt fAltdl

1-w)

&' <i;{ ((1 +Alj)xft) >1|J(1 + N)rB —a L ((1 N N)BB%LY 4

(A.20)

In order to know the probability, ., the first order condition of equation (A.17) is taken with

Rit ((1+N)xg\"
respect to (Alt (—At ) )

o))

T
Then this is used in equation (A.20) to solve for (R‘t (M) )
Alt A

a(1-w)
Ri¢ /(1 4+ N)x 14+ N)B 1« L 1-oa \T
o) (—}f (—( ) “) ) AN (@+mopst) =1
A5, A r
1
Rie ((1 + N)xge\ (1 + N)B =L, ©\"°
. X 1—- 1-wa
= (—ft> — (¥ ((1 +N)9B -« L) (A.21)
Al A¢ r
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Solving for R, by using eq. (A.10) again, gives an expression of:

1 (1)) 1-0 -
1+NB1aL 1-wa \* 1+ N)x
Rjt = Ll"( ) ((1 + N){)B 1-a L) <ﬂ> A*i‘t
r A,
1
a(1- u)) -0
llJ(l + N)B 1-a 1-wa \* 1—woa \—T
Rt = . ((1 + N)9B 1-o L) ((1 + N)9B T« L) A,
1
a(l-w) \1-o 10
Y(1+N)B 1« L 1-oa \I-¢
Ry = | oA - ((1 + N)OBT& L) A, (A.22)

Finally the result in equation (A.21) is replaced back into equation (A.17). This gives a con-
stant probability of:

a(1-— (u) 1-o

"= Ak ¢(1 +N)B T-a ((1 s N)aBll u&aL)r

r

S—

a(1-w) 1-o0

1 | y(1+N)B 1-« L 1-—wa \T
-5 |o . (8(1 + N)B T« L) (A.23)

Y-level and GDP-level

In order to find the equilibrium levels of y, and gdp;, x;; in (A.12) is replaced in equation
(A.1) and (A.14).

1 04

. 2 ® (1-w) (1-w) )
A; “(al awl-a(l — w) 1-a B'1- ocAltL> di

Yieader = (1 + N)Yy = (1 + LI f
0

1-w)a (1-wa
Yiradet = (1+N)La1 au)l a(l—oo) I-a B 1-« f A;di
0

(1-w)a (1-w)a

Yiradet = (1+N)a1 awl a(l—oo) I-a B 1-a AL (A.24)
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Because A; = fol A;; di is the unweighted numerical average of all the individual productivity

parameters. In per capita terms this gives:

1-w)a (A-w)a
Ytradet = (1+N)(X1 oc(,l)l a(]- ) -« B T-a A (A.25)

GDPirage+ Can be expressed as:

1 . 1 1 .
GDptrade,t = (1 + N) (YTrade,t - f Xd,itd1 - Ef Xf,itd1> (A' 26)
0 0

Replacing x4 ;¢ and x¢;,with equation (A.10) and (A.11) gives:

2 1+wa—o (1-w)a (1-w)a

GDPtrade,t =(1+N) (YTrade,t —al-aw I-a (1-w) -« B I-a AL

1 2 1-wa wa 1-wo
- E(xl—a(l — ) I-a @I-aB 1-«a AtL)

This is solved in the same way as the optimal intermediate profit in equation (A.13), which

gives:

1-w)a (1-w)a
GDPrager = (1 +N) (YTradet_O(1 0‘001 “(1—00) l1-a B 1-a AtL)

Replacing Yrraqe,+ With equation (A.24) gives the final expression for gdpirage t:

(1-w)a (1-w)a
GDPirager = (1 +N) (0(1 0‘(1)1 Ot(l—w) T-a B 1-a AL

2 wa 1-w)a (1-w)a
—al-awi-a(l — w) 1-a B 1-«a AtL)

2a 2\ wa (1-w)a (1-wa
GDPiraget = (1+N) ((xl—a - 0(1_°‘> wl-a(l - w) T-a B T-a AL

(1-w)a (A-w)a

GDPager = (1 +N)(1 — az)al == a(l — ) 1-a B 1-« AL (A.27)
(1-w)a (A-w)a
gdptradet =1+N>1- az)o(l awl 0‘(1 —w) 1T-« B T-a Ay (A.28)
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It is easily seen that the only two variables in the expression are gdpiraget and A¢. The rela-
tion is proportional so that taking the log of the expression and differentiates it by time gives

the growth rates of:

ggdptrade,t = gAt (A 29)

Hence, in the long-run, the growth rate of the economy is proportional to the growth rate of
A..

Growth rate of technology

The change in A, is described as:
A, = pyA, (A.30)

A successful innovation lead to an increase in the technological level with the probability p. It

follows that the expected growth rate of A, is:

A

—t_ A.31
gt A, ny ( )

The probability of a successful innovation is given by equation (A.18). Hence, replacing p

above gives the average growth rate of the economy:

( ) a(l1-w) .
1 1+N)B 1-a L 1-wa
oY ( ) Y (A.32)

gt = Al-o . 9(1+N)B1-a L

The change in g; as result from a increased interest rate is given by:

dgt o 1 a(l-w) 1-wa \T TgE 1
—=— Al-o [oy(1 + N)B 1-«a L(ﬁ(l + N)B 1-« L) ] Y <0

dr 1-o0

1
ri-o
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Consumers

Each country consists of a large number of identical households, each supplying the economy
with one unit of labour for an infinite time. The labour supply (L) in each country is fixed:
dL./0t = 0. The total consumption for a country is set to C,, with consumption per capita of
¢ = C¢/L;. The inequality constraint states a positive consumption of c, > 0. Utility from
consumption in time t is given by u(c,), with u’(c,) > 0, u”’(c;) < 0 stating a concave func-
tion, and Inada conditions of lim._, u’(c;) = oo and lim._. u’(c;) = 0. Aggregated house-
hold utility is given by: U = f0°° u(cy)ePt, where p > 0 is the rate of time preference.

Each person holds assets of a, = Assets;/L;, where Assets; is the total assets of the country.

The change in total assets is given by:

d(Assetsy)

It = r * Assets; + w, x Ly — C¢ (A.33)

Assets, =

The change in assets per person is then described as:

dAssets; . )
dar ~ dL,  Assets¢|Assets; L¢| Assets; [rt * Assets; + w; * Ly — C; 0
dt dt L. |Assets, L L Assets;
da; 1 * Assets; N Ct
— T Wy — —
dt Ly YL
&it = rtat + Wt - Ct (A 34)

Also the credit market constraint is equal to:

lim,o ace o V4V >0
This states that the stock of dept per capita of a household cannot grow at a rate greater than
r.. Consumers maximize their utility from consumption with respect to their assets as the only

objective. Generally the Hamiltonian function used to solve this problem is:

H = felicity function * dicount factor + costat variable * change in state variable
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From the assumptions above this gives:

H = u(Ct) * e_pt + ut * [I'at + Wt - Ct] (A 35)

Taking the first order conditions of the function:

dH
— =u'(c)e P —pu, =0 (A.36)
dc;
dH dp
—_—_—=—=— A.37
da, _ dt Hele (A.37)
tlim e xap =0 (A.38)

Solving (A.36) for y, and differentiate with respect to time gives:

e = u'(ce Pt

due de,  _ , _ N L (O

d_tt =u""(c) * d_tt* e Pt +u'(cp) * (—p)e Pt = u'(c)e Pt * [u’(ctt) * Cp — pl
% = U, * u” (e * Cp —

dt ¢ u'(cy) e P

Then, replacing this in (A.37) and solve for r; gives:

. u”(Ct)*é N R
t ' (co) t— P Melt
u’(c) &

=p-—- — A.39
rt p u’(Ct) Ct * Ct ( )

This can be simplified by making an assumption about the elasticity expression in the equa-
tion. If it’s assumed that the utility function exhibit constant elasticity of substitution (CES)

according to

1—9_1

Ct
u(ey) = 1-90

and using u(c,)" and u(c,)", it can be shown that the elasticity is constant and given by:
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u”(cy)

u'(cy)

*c = —0

This imply that if the elasticity (8) is high, then the utility will be lower as people are less
willing to exchange consumption for time. Replacing this in (A.39) gives the final expression
for the interest rate:

¢
r=p+os (A.40)
t

This can be rearranges into the growth rate of consumption, also known as the Euler equation:

G _1 A.41
c_t_é(rt_p) (A.41)
Equilibrium

In order to find the equilibrium growth rate of the economy, we need to integrate the results
from the production side with the Euler equation for private consumption. The resource con-
straint gives that output of the economy for domestic production equals aggregate consump-

tion C, expenditures on intermediates x4 ;; and x¢;¢, and investment in research R.

(1+N)

(1 + N)YI,t = Ct + (I + N)Xd,t + B

Xee + Ry (A.42)

It can be shown that all variables are a linear function of A.. Equations (A.11) and (A.10)

shows that x4 ;; and x¢; is linear in A respectively.

. 2 l+wea—o (1-w)a (1-0)a
X4 it = ogl-a@p 1-a (1—(,)) 1-a B 1-a AitL

1 2 1+woa—o (1-w)a (1-o0)a 1
Xqt =f Xgqidi = al-aw 1-o (1 — @) 1-o¢ B 1-a Lf Ay di
0 0

2 1+oo-o (1-0)a (1-0)a
Xat:al—aw 1—o (1—(0) 1-o B 1-a AtL (A43)
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And the same procedure gives:

2 1-0o oo 1-oo

XEt =ol-a(1l — ®)1T-« @l-aB TI-a AL (A.44)

Also, equation (A.24) shows the relation for Yy aqe ¢

20, (1-w)a (1-0)a

Ytradet = (1+ N)al-« “(Dl 0‘(1—(0) 1-a B 1-a AL

In order to find a function for R, the f.o.c of eq. (A.17) is replaced into eq. (A.20) which

gives:
Rye /(1 + N)xy\* " (1 + NB T i
. + N)xXg + B 1-a [, 1-wa
(e (Y ( reL) =
o <A’-‘ A, . (1+N)9B1-a L 1
14+a a(1-w) 1-wo

Still with: ¢ = (1 —a)ai-«(1 — w) -« ool « and 9 = a1- a(l—oo)l au)l « and A, =
fo A di

a(1-w) 1-0

R /(1 +N)xq\" 1+ N)B 1=« L l-wa \T
it (( ) ft) _ lIJ( ) ((1+N)SBWL)
A, A¢ r

1
a(l-w)

q;(l + N)B -« L( 1-wa )T e <(1 + N)Xft>_T A

R; = - (1+ N)OBT-a L »

a(l-w) 1-o0

1+ N B 1 -« L 1-wa \T 1-wa \~ T
R = | a R )| I
r

(1+N)IB1-a L (1+N)IB1-a L

a(1— w) 1-0

o 1_|J(1+N)Bla 1-oa \T
Rt = ] Ritdl = 0- ¢ ((1 + N)'SB 1-a L)
0

1-wa \~T 1
*((1+N)8B—1—a L> f Adi
0

a(1-w) 1-0

llJ(l + N)B 1-« L 1-wa \T 1-wa \ T
- ((1 + N)IB 1-«a L) ((1 + N)9B 1-«a L) At

R, = (A.45)
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From equation (A.42) it is possible to set C; alone and replace Y, Xq+, X¢e and Ry with equa-
tions (A.24), (A.43), (A.44) and (A.45). It is easily seen that C; will be a function of A;. From

equation (A.27) it is also shown that this is true for GDPy4qe t:

1-w)a (1-w)a
GDptradet = (1+N)(1_a2)0(1 0‘(1)1 0‘(1—(1)) 1-a B 1-«a AtL

From equation (A.5) it is easily seen that if x4 and x¢, exhibit the growth rate g, then so will
x¢. Therefore, the growth rates of Y, GDP,, C, , X4 , Xgt, X¢, and Ry all equal the growth rate
of A..

Cc Y. GDP Xat Xft Xt Ry
Sttt ——at =—=g (A.46)
Cc Y. GDP  xg: Xft xRy

The production side of the economy will follow the growth rate in eq. (A.32). Yet, to find the
final solution we need to combine this with the growth rate from the demand side Euler equa-
tion in (A.41). The equilibrium occurs where the curves intersect, and is displayed graphically
in section 4.9. This is also given by replacing r in eq. (A.32) with eq. (A.40), and letting

8ct = 8t -

a(1-w) 1-0

A5 | YO+ B e L(s 1+N B¥L>T
—a
gt = 20+ p ( ) Y

(A.47)

This gives a expression with g, on both sides. In order to investigate how the growth rate is
affected by shocks in different parameters, the implicit function theorem is used. It states that,

for a function of F(g,, q, ... ), one can find the effect on g, by any parameter g, by using:

dge dF/dq
dg ~ dF/dg,

Dividing both sides of eq. (A.47) by g, and setting the left side to zero gives:
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[

1 a(1-w) 1-wa \T 1-o 1
0 =Al-0 [(0‘(1 + N)L|JB 1-a L) ((1 + N)SB 1-a L) (egt + p)_l Y * g— -1 (A 48)

t

Taking the first derivative of (A.48) with respect to g;:

o TO

dF a(l-w) \1-o 1-oa \1-¢ 1 -9 4
& - 6(0(1+N)1|JB = L) ((1+N)8B—1—a L) y—(B8gc+p) 1o '8
dgt 1 - gt
o
a(l-w) \1-0
+ (— 1) 7\1 0(0(1+N)¢B T-a L)
t
TO
1-wa \1—-¢ __ o0
‘ ((1 + N)9B T-a L) (0g, + p) -5y
o 10
dF 1 a(l-w) \1-o 1-wa

= (o0 +NyB = L) (a4 Myop T L) Ty

( 0o 1 N 1) 1 (A 49)
* — 5 )
1-0(gc+p) & g:(0g + p)1-o
Then, for each parameter to investigate, we take the f.o.c. of eq. (A.48) with respect to that
parameter and divide the result with minus equation (A.49). For B this gives:

dF a(l — w) 1-w Y ©
ﬁ‘(l 1—«a +[T1—a])}‘1 "(egt+p)“’g1_o

(2

a(l-w) \1-o 1-wa 1T00 1
( 1+ N)LLJB 1 —a L> ((1 + N)9B 1-« L) m

dF

_@=%= a(l — w) N T(1—000()
dF  dB 1—a 1—a
dg;

° ! 0 (A.50
1-o (9(5 1 1>B> (A.50)
1_0'(egt+p) 8t

The result for B shows that the effect from an increase in B will be strictly positive. The re-
sults for N,y,A, L, T and p are given below, and are strictly positive for all except p which is

strictly negative.

1 1

(o)
1—0( o 0 +1)(1+N)
1-0(0g +p) 8

dgt
m = (1 +T)

>0 (A.51)
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dg. _
dy

dee _
d

dge _
dL
dg. _
dt

dge _
dp

1

o 0 1 e
(1—0(6gt+p)+§)y
1 1
1_0( 5o 1 +l)x>0
1-0(Bg +p) 8t
o 1 1
(1+T)1_0_ 5 T ->0

(2 5"
1-0(0g:+p) 8

o 1-wa
In{(1+N)9BT-« L

1—o0
0 1 >0
<1—0(6gt+p)+§>
o 1
- <0

1—o0 B0 p
(1_G+<e+§)>
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Appendix B: Data Sources

Table B.1: Data Sources

Series

Measure

Source

Population
Nominal GDP per
capita

Real GDP per capita
Investment share
Real GDP per
worker

Growth rate of GDP

per capita

Exports

Imports

(World) GDP growth

Population (in thousands)

Current price, US$, Real Gross Domestic
Product per Capita

US$2005 Constant price, Real GDP per capita
(Constant Prices: Laspeyres), derived from
growth rates of c, g, i

%, US$2005 constant price, Investment Share of
Real GDP per capita US

US$2005 Constant price, Real GDP per worker

%, Growth rate of Real GDP per capita

US$2000 constant price, Exports of goods and

services

US$2000 constant price, Imports of goods and

services

Annual % growth, $2000 Constant price

Penn World Tables 6.3; POP
Penn World Tables 6.3; cgdp

Penn World Tables 6.3; rgdpl

Penn World Tables 6.3; ki

Penn World Tables 6.3; rgdpwok

Penn World Tables 6.3; grgdpl2

World Development Indicators;
NE.EXP.GNFS.KD

World Development Indicators;
NE.IMP.GNFS.KD

World Development Indicators;
NY.GDP.MKTP.KD.ZG

Note: When needed, variables used in the empirical study are deflated into $2000 constant price and/or multi-

plied by 1000 to get total levels. Series are either directly used or used as part of calculations for TFP and total

investment levels
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Appendix C: Diagnostics of Residuals and
Results from Johansen Cointegration Test

Table C.1: Results from LM Autocorrelation Tests
HO: No autocorrelation at lag order p

Test is done using a lag length of 12 lags

Canada VAR VAR VAR VAR
Lags 0 1 2 3
1 0.004** 0.520 0.562 0.609
2 0.451 0.799 0.265 0.826
3 0.493 0.141 0.183 0.638
4 0.716 0.397 0.574 0.260
5 0.766 0.622 0.077* 0.351
6 0.791 0.898 0.825 0.520
7 0.617 0.426 0.253 0.532
8 0.805 0.871 0.707 0.696
9 0.401 0.183 0.136 0.172
10 0.197 0.916 0.620 0.400
11 0.293 0.4833 0.756 0.554
12 0.201 0.0549* 0.014** 0.138
France M4 r=2 M4 r=1 M2 r=1 M3 r=1 M3 r=1
Lags 0 1 2 2 3
1 0.009** 0.022** 0.911 0.838 0.620
2 0.681 0.916 0.476 0.445 0.511
3 0.762 0.832 0.998 0.994 0.454
4 0.198 0.473 0.269 0.337 0.386
5 0.389 0.346 0.896 0.843 0.959
6 0.695 0.354 0.542 0.669 0.264
7 0.879 0.399 0.511 0.649 0.769
8 0.668 0.926 0.835 0.841 0.995
9 0.967 0.790 0.975 0.950 0.979
10 0.429 0.586 0.363 0.646 0.611
11 0.769 0.331 0.294 0.404 0.691
12 0.864 0.137 0.088* 0.063* 0.104

* Significant at 5 percent ** significant at 10 percent, Values are p-values

and based on Chi-square statistic with 16 df.
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Japan M3 r=2 M3 r=2 M3 r=1 M3 r=2 M3 r=1

Lags 0 1 2 3 4
1 0.063* 0.458 0.950 0.267 0.844
2 0.709 0.482 0.306 0.599 0.932
3 0.370 0.611 0.970 0.382 0.320
4 0.453 0.898 0.613 0.716 0.696
5 0.116 0.085* 0.371 0.397 0.835
6 0.390 0.107 0.428 0.932 0.608
7 0.711 0.840 0.866 0.888 0.629
8 0.688 0.577 0.886 0.978 0.814
9 0.546 0.135 0.082* 0.033** 0.154
10 0.799 0.626 0.817 0.878 0.378
11 0.732 0.761 0.435 0.889 0.408
12 0.434 0.319 0.520 0.619 0.897
United
Kingdom VAR VAR VAR M3 r=1 M3 r=1 M2 r=1 M2 r=2 M3 r=2
Lags 0 1 2 3 4 5 6 6
1 0.094* 0.434 0.866 0.361 0.319 0.497 0.130 0.256
2 0.530 0.225 0.413 0.096* 0.351 0.377 0.213 0.236
3 0.866 0.920 0.564 0.391 0.142 0.833 0.748 0.598
4 0.923 0.703 0.586 0.860 0.145 0.530 0.834 0.834
5 0.978 0.981 0.964 0.192 0.139 0.041** 0.303 0.318
6 0.200 0.0645* 0.069* 0.126 0.409 0.625 0.671 0.359
7 0.070* 0.645 0.816 0.532 0.002** 0.233 0.479 0.687
8 0.073* 0.013** 0.069* 0.036** 0.162 0.059* 0.254 0.452
9 0.535 0.262 0.384 0.981 0.493 0.177 0.130 0.301
10 0.530 0.454 0.533 0.429 0.195 0.352 0.587 0.625
11 0.200 0.344 0.189 0.106 0.058* 0.698 0.262 0.219
12 0.191 0.227 0.537 0.867 0.855 0.733 0.498 0.188
United
States M3 r=1 M3 r=1 M3 r=1 M3 r=1 M3 r=1
Lags 1 2 3 4 5
1 0.007** 0.817 0.176 0.065* 0.660
2 0.012** 0.003** 0.438 0.155 0.228
3 0.760 0.086* 0.440 0.049** 0.610
4 0.789 0.214 0.561 0.649 0.723
5 0.103 0.152 0.257 0.563 0.505
6 0.646 0.421 0.507 0.164 0.472
7 0.046** 0.095* 0.001** 0.172 0.162
8 0.924 0.966 0.977 0.839 0.860
9 0.797 0.913 0.978 0.891 0.865
10 0.680 0.344 0.152 0.934 0.842
11 0.387 0.315 0.710 0.803 0.944
12 0.621 0.175 0.581 0.949 0.714

* Significant at 5 percent ** significant at 10 percent, Values are p-values and based on Chi-square statistic with
16 df.
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Table C.2: Residual Normality Test
HO: Residuals are multivariate normal

Canada VAR VAR VAR VAR
Lags 0 1 2 3
Component  Skewness Skewness Skewness Skewness
1 0.074** 0.500 0.141 0.291
2 0.458 0.698 0.938 0.731
3 0.225 0.609 0.896 0.916
4 0.036* 0.260 0.280 0.627
Joint 0.830 0.711 0.499 0.830
Component  Kurtosis Kurtosis Kurtosis Kurtosis
1 0.521 0.590 0.366 0.072**
2 0.600 0.167 0.107 0.032*
3 0.721 0.318 0.129 0.028*
4 0.419 0.495 0.133 0.016*
Joint 0.832 0.453 0.092** 0.001*
France M4 r=2 M4 r=1 M2 r=1 M3 r=1 M3 r=1
Lags 0 1 2 2 3
Component  Skewness Skewness Skewness Skewness Skewness
1 0.023* 0.175 0.045* 0.183 0.329
2 0.505 0.496 0.390 0.364 0.385
3 0.823 0.143 0.502 0.488 0.951
4 0.989 0.574 0.497 0.573 0.937
Joint 0.223 0.312 0.224 0.495 0.788
Component  Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis
1 0.070* 0.985 0.609 0.622 0.162
2 0.998 0.218 0.377 0.281 0.073**
3 0.935 0.951 0.023* 0.017* 0.007*
4 0.295 0.125 0.139 0.103 0.022*
Joint 0.357 0.423 0.078** 0.044* 0.002*

* Significant at 5 percent ** Significant at 10 percent, Number are p-values based on chi-square statistic.
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Japan M3 r=2 M3 r=2 M3 r=1 M3 r=2 M3 r=1

Lags 0 1 2 3 4
Component Skewness Skewness Skewness Skewness Skewness
1 0.185 0.077** 0.522 0.511 0.784
2 0.447 0.723 0.481 0.595 0.412
3 0.262 0.099** 0.309 0.572 0.374
4 0.178 0.200 0.379 0.559 0.573
Joint 0.248 0.106 0.606 0.849 0.762
Component Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis
1 0.766 0.713 0.039* 0.014* 0.004*
2 0.103 0.081%* 0.131 0.034* 0.064**
3 0.594 0.471 0.145 0.024* 0.017*
4 0.740 0.322 0.161 0.027* 0.007*
Joint 0.534 0.322 0.031* 0.000* 0.000*
United
Kingdom VAR VAR VAR M3 r=1 M3 r=1 M2 r=1 M2 r=2 M3 r=2
Lags 0 1 2 3 4 5 6 6
Component Skewness Skewness Skewness Skewness Skewness Skewness Skewness  Skewness
1 0.188 0.064%** 0.501 0.589 0.340 0.889 0.996 0.964
2 0.643 0.963 0.694 0.903 0.729 0.946 0.907 0.893
3 0.599 0.864 0.983 0.426 0.641 0.728 0.857 0.859
4 0.934 0.996 0.668 0.548 0.803 0.903 0.927 0.945
Joint 0.693 0.482 0.939 0.861 0.859 0.997 1.000 1.000
Component Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis
1 0.788 0.919 0.309 0.136 0.095** 0.002* 0.001* 0.001*
2 0.551 0.311 0.093** 0.014* 0.004* 0.004* 0.001* 0.001*
3 0.123 0.059** 0.030* 0.017* 0.003* 0.001* 0.001* 0.000*
4 0.742 0.804 0.323 0.101 0.010* 0.002* 0.000* 0.000*
Joint 0.572 0.325 0.049* 0.002* 0.000* 0.000* 0.000* 0.000*
United
States M3 r=1 M3 r=1 M3 r=1 M3 r=1 M3 r=1
Lags 1 2 3 4 5

Component Skewness Skewness Skewness Skewness  Skewness

1 0.477 0.523 0.876 0.714 0.874

2 0.505 0.770 0.724 0.777 0.731

3 0.500 0.605 0.934 0.956 0.766

4  0.968 0.558 0.726 0.699 0.969
Joint 0.843 0.894 0.991 0.985 0.994
Component Kurtosis Kurtosis Kurtosis Kurtosis Kurtosis
1 0.069%** 0.016* 0.032* 0.007* 0.001*
2 0.300 0.294 0.036* 0.008* 0.001*
3 0.193 0.018* 0.015* 0.002* 0.002*
4  0.048* 0.119 0.037* 0.025* 0.005*
Joint 0.040%* 0.005* 0.001* 0.000* 0.000*

* Significant at 5 percent ** Significant at 10 percent, Number are p-values based on chi-square statistic.
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Table C.3: Joint Residual Heteroskedasticity Test
HO: No heteroskedasticity or (no misspecification)

Canada VAR VAR VAR VAR
Lags 0 1 2 3
Joint - 0.823 0.813 0.643
France M4 r=2 M4 r=1 M2 r=1 M3 r=1 M3 r=1
Lags 0 1 2 2 3
Joint 0.339 0.393 0.727 0.752 0.361
Japan M3 r=2 M3 r=2 M3 r=1 M3 r=2 M3 r=1
Lags 0 1 2 3 4
Joint 0.032* 0.112 0.026* 0.253 0.343
United
Kingdom VAR VAR VAR M3 r=1 M3 r=1 M2 r=1 M2 r=2 M3 r=2
Lags 0 1 2 3 4 5 6 6
Joint - 0.152 0.586 0.530 0.355 - - -
United States M3 r=1 M3 r=1 M3 r=1 M3 r=1 M3 r=1
Lags 1 2 3 4 5
Joint 0.537 0.170 0.336 0.283 -

Numbers are p-values, *significant at 5 percent
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Table C.4: Model 2, Trace and Maximum Eigenvalue Test for Cointegration

Trace statistic

Max-Eigenvalue

C(%)=5% 53.12 34.91 19.96 9.24 28.14 22.00 15.67 9.24
Lags=0 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 104.04%*  43.67** 15.60 2.31 60.38**  28.07**  13.28 2.31
France 150.79**  62.61** 20.86* 3.24 88.18**  41.75**  17.62* 3.24
Japan 132.93**  5167** 25.74%* 3.81 81.26**  2593* 21.93** 381
UK 100.69**  33.49 18.45 7.16 67.20**  15.04 11.29 7.16
us 103.46**  26.50 7.96 2.42 76.95**  18.54 5.54 2.42
Lags=1 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 64.21** 3456 14.19 434 29.65* 20.37 9.85 434
France 82.56** 38.83* 16.15 2.78 43.73**  22.68* 13.37 2.78
Japan 95.91** 57.42%* 20.93* 3.99 38.50%*  36.49**  16.93* 3.99
UK 54,52* 25.27 12.17 5.36 29.25* 13.10 6.81 5.36
us 89.75** 41.39** 17.88 3.47 48.36**  2351* 14.41 3.47
Lags=2 r=0 r<li r<2 r<3 F=@ r<i r<2 r<3
Canada 58.88* 32.92 18.18 7.44 25.96 14.74 10.74 7.44
France 63.03** 30.95 15.62 5.62 32.08* 15.34 9.99 5.62
Japan 81.71** 34.51 16.32 4.02 47.20**  18.19 12.30 4.02
UK 61.24%* 31.98 15.94 4.86 29.26* 16.04 11.08 4.86
us 70.70** 37.81* 15.59 4.39 32.89* 22.22* 11.20 4.39
Lags=3 r=0 r<i r<2 r<3 r=0 r<li r<2 r<3
Canada 63.95** 37.66* 17.29 7.34 26.30 20.36 9.95 7.34
France 68.75** 38.82* 22.75* 8.89 29.93* 16.07 13.86 8.89
Japan 69.13** 42.26%* 16.75 5.10 26.87 25.51* 11.66 5.10
UK 68.87** 39.72* 18.21 6.65 29.14* 2152 11.56 6.65
us 68.23** 41.31** 21.80* 7.08 26.92 19.51 14.71 7.08
Lags=4 r=0 r<l r<2 r<3 r=0 r<li r<2 r<3
Canada 80.31** 47.30%* 23.17* 9.87* 33.01* 24.13* 13.30 9.87*
France 85.51** 40.34* 18.15 5.08 45.17*  22.19* 13.07 5.08
Japan 70.88** 29.86 11.65 2.86 41.02**  18.21 8.79 2.86
UK 68.26%* 28.11 10.47 4.29 40.14**  17.64 6.18 4.29
us 109.32**  49.16** 21.03* 5.25 60.17**  28.13**  1578* 5.25
Lags =5 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 112.25*%*  51.02** 25.69** 8.94 61.23**  2533* 16.75* 8.94
France 75.28** 44, 51%* 19.61 6.50 30.77* 24.90* 13.11 6.50
Japan 71.83** 39.55*% 19.43 5.66 32.27* 20.13 13.77 5.66
UK 86.99** 31.74 13.68 3.34 55.25**  18.06 10.34 3.34
us 97.93** 53.01 25.14 5.65 44,92%%  27.87**  19.48* 5.65
Lags =6 r=0 r<1i r<2 r<3 r=0 r<i r<2 r<3
Canada 146.11%*  79.61** 37.28** 8.24 66.50%*  4234**  2903** 824
France 146.80**  70.01** 31.66** 9.30* 76.79**  38.36**  2236**  9.30*
Japan 108.07**  55.94** 22.75* 10.46* 52.14**  3319** 1229 10.46*
UK 103.20%*  41.04* 13.38 3.10 62.16**  27.67**  10.28 3.10
us 104.11**  50.09** 23.34* 6.62 54,03**  26.75* 16.71* 6.62

*Significant at 5 percent **Significant at 1 percent
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Table C.5: Model 3, Trace and Maximum Eigenvalue Test for Cointegration

Trace statistic

Max-Eigenvalue

C(%)=5%  47.21 29.68 15.41 3.76 27.07 20.97 14.07 3.76
Lags=0 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 45.63 17.50 3.79 1.10 28.13* 13.71 2.69 1.10
France 83.53** 36.86** 17.51* 0.10 46.67**  19.35 17.41* 0.10
Japan 83.60** 37.06** 15.01 0.12 46.55**  22.05*% 14.88* 0.12
UK 43.47 19.74 7.26 0.09 23.73 12.48 7.17 0.09
us 38.06 11.23 5.16 0.09 26.82 6.07 5.07 0.09
Lags=1 r=o0 r<l r<2 r<3 r=0 r<l1 r<2 r<3
Canada 36.84 15.94 6.04 0.82 20.90 9.90 5.22 0.82
France 63.40** 34.43* 11.77 0.03 28.97* 22.66* 11.74 0.03
Japan 73.75%* 36.92** 15.00 0.08 36.83**  21.92* 14.92* 0.08
UK 32.46 12.53 5.53 0.00 19.93 6.99 5.53 0.00
us 48.94* 21.84 5.36 0.06 27.10* 16.48 5.30 0.06
Lags=2 r=0 r<li r<2 r<3 r=0 r<li r<2 r<3
Canada 36.49 21.71 10.73 1.84 14.79 10.98 8.89 1.84
France 49.72% 25.02 9.72 0.41 24.70 15.31 9.31 0.41
Japan 64.86** 28.48 11.93 0.14 36.37** 1655 11.79 0.14
UK 44.80 19.73 5.32 0.42 25.08 14.40 491 0.42
us 54.27* 21.55 5.17 0.73 32.72**  16.38 4.44 0.73
Lags=3 r=0 r<i r<2 r<3 r=0 r<li r<2 r<3
Canada 44.76 23.16 12.07 2.15 21.61 11.09 9.92 2.15
France 58.17** 28.56 13.03 2.27 29.60* 15.53 10.76 2.27
Japan 59.89** 33.15*% 11.13 0.01 26.73 22.02* 11.13 0.01
UK 50.14* 28.26 9.66 2.85 21.88 18.60 6.81 2.85
us 51.17* 27.69 9.00 0.37 23.48 18.69 8.63 0.37
Lags=4 r=0 r<i r<2 r<3 r=0 r<li r<2 r<3
Canada 58.36** 29.31 15.09 4.14* 29.05* 14.23 10.95 4.14*
France 71.63** 31.37* 10.80 3.47 40.25**  20.58 7.33 3.47
Japan 59.01** 26.77 8.71 0.07 32.24* 18.06 8.64 0.07
UK 59.31** 20.63 4.60 0.04 38.69**  16.02 4.56 0.04
us 89.53** 29.39 7.07 0.00 60.13**  22.32* 7.07 0.00
Lags=5 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 96.66** 41.17** 17.76* 6.81** 5550**  23.40* 10.96 6.81**
France 68.07** 37.38%** 13.93 4.73* 30.68* 23.45* 9.20 4.73*
Japan 66.37** 34.34* 14.59 0.84 32.03* 19.76 13.74 0.84
UK 78.40%* 24.65 7.59 0.43 53.75**  17.06 7.16 0.43
us 72.24%* 29.47 5.77 0.06 42.77**  23.70% 5.70 0.06
Lags=6 r=0 r<l1 r<2 r<3 r=0 r<l1 r<2 r<3
Canada 130.88**  67.03** 29.47** 7.87%* 63.85**  37.56%** 21.60%*  7.87**
France 139.17**  63.05** 25.21%* 6.28* 76.12%*  37.84%* 18.94**  6.28*
Japan 99.27** 47.77** 15.03 3.05 51.50%*  32.73** 11.99 3.05
UK 92.85%* 31.09* 6.55 2.05 61.76**  2455* 4.49 2.05
us 72.85** 32.26* 7.76 1.13 40.60**  24.50% 6.62 1.13

*Significant at 5 percent **Significant at 1 percent
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Table C.6: Model 4 of Trace and Maximum Eigenvalue test for Cointegration

Trace statistic

Max-Eigen value

C(%) =

5% 62.99 42.44 25.32 12.25 31.46 25.54 18.96 12.25
Lags=0 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 57.35 21.64 7.52 2.41 35.71* 14.12 5.11 2.41
France 91.52%* 44.41* 23.40 5.47 47.10**  21.02 17.93 5.47
Japan 95.66** 46.36* 2431 9.15 49.30**  22.05 15.16 9.15
UK 55.26 25.69 12.49 5.03 29.56 13.21 7.46 5.03
us 65.61* 33.46 9.46 3.76 32.15* 24.00 5.70 3.76
Lags=1 r=0 r<l r<2 r<3 r=0 r<l1 r<2 r<3
Canada 47.95 22.87 10.09 476 25.08 12.78 5.33 476
France 83.26** 42.35 18.96 6.87 40.90**  23.39 12.09 6.87
Japan 85.88** 46.87* 22.91 7.95 39.01** 2397 14.96 7.95
UK 42.06 19.42 9.26 3.24 22.64 10.16 6.01 3.24
us 65.58* 3241 14.97 3.61 33.17* 17.44 11.36 3.61
Lags=2 r=0 r<li r<2 r<3 F=@ r<li r<2 r<3
Canada 44.92 28.13 14.76 4.33 16.79 13.37 10.43 4.33
France 73.10%* 33.72 16.85 7.00 39.38**  16.87 9.85 7.00
Japan 77.68** 39.16 22.60 6.77 38.52**  16.56 15.83 6.77
UK 53.36 26.32 10.92 474 27.04 15.40 6.18 474
us 82.58** 39.71 20.66 4.44 42.87**  19.05 16.22 4.44
Lags =3 r=0 r<li r<2 r<3 r=0 r<1 r<2 r<3
Canada 54.23 29.15 13.72 3.17 25.08 15.43 10.55 3.17
France 75.28%* 45.21* 22.31 10.72 30.07 22.90 11.59 10.72
Japan 73.92%* 44.81* 21.95 5.46 29.11 22.86 16.50 5.46
UK 64.32* 35.45 15.42 6.81 28.87 20.02 8.61 6.81
us 90.55** 44.56* 21.76 5.46 45.98**  22.80 16.31 5.46
Lags=4 r=0 r<i r<2 r<3 r=0 r<li r<2 r<3
Canada 73.63** 41.51 16.60 4.68 32.11* 2491 11.92 4.68
France 88.99** 48.14* 25.11 7.27 40.86**  23.02 17.84 7.27
Japan 76.46%* 44.22*% 23.14 8.49 32.24* 21.09 14.65 8.49
UK 70.92%* 31.96 12.89 452 38.96**  19.07 8.37 452
us 139.77** 69.04** 23.91 5.99 70.73%*%  4512**  17.92 5.99
Lags=5 r=0 r<l r<2 r<3 r=0 r<l r<2 r<3
Canada 120.43** 61.60%* 27.87* 6.83 58.82**  33.73%*  21,04* 6.83
France 94,63** 60.43** 29.76* 7.92 34.20* 30.67**  21.85* 7.92
Japan 85.73** 50.63** 27.58* 9.37 35.11* 23.05 18.21 9.37
UK 104.87** 51.00%* 21.55 4.84 53.87**  29.44* 16.72 4.84
us 117.03** 66.32** 25.83* 5.56 50.71%*  40.49**  20.27* 5.56
Lags=6 r=0 r<l1 r<2 r<3 r=0 r<l1 r<2 r<3
Canada 138.28** 74.43%* 35.77** 12.33* 63.85**  38.66%*  23.44* 12.33*
France 190.00** 106.96** 51.52%* 14.78* 83.05%*  5543**  36.75%* 14.78*
Japan 125.81%* 71.17** 19.77 7.31 54.63**  5141%* 1245 7.31
UK 166.72%* 89.51** 28.53* 4.04 77.21%*  60.98%*  24.49** 404
us 147.46** 70.73** 30.85** 6.39 76.73**  30.88**  24.46** 6.39

*Significant at 5 percent **Significant at 1 percent
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Appendix D: Graphs of Cointegration
Relations

Figure D.1: Cointegration Graph, France
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Figure D.2: Cointegration Graph, Japan
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Figure D.3: Cointegration Graph 1, United Kingdom
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Figure D.4: Cointegration Graph 2, United Kingdom
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Figure D.5: Cointegration Graph, United States
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Appendix E: Calculation of the Capital
Stock

This section describes the calculation procedure for the capital stock estimates used in the
TFP level calculation. The capital stock was calculated for a period of 1950-2007. | apply a
perpetual inventory method with steady-state initial capital stock describe in Limam and
Miller (2004) who follows (King — Levine, 1994).

First, | estimated the initial capital stock for year 1950 for each country. Then, based on
that starting value | used investment series with the perpetual inventory method to derive the
capital stock series. In order to calculate the initial capital stock the steady-state capital-out

ratio was derived:
ki =1 /(6 +7v)) (E.1)

where k; is the steady-state capital-out ratio, and is assumed to be fixed. i is the steady state
investment rate (share) for country j, which is the average rate for 1950-2007. & is the
depreciation rate of capital and is assumed to be 7 percent. The steady-state growth rate is a
weighted average of the country’s growth rate (1951-2007) and the word growth rate (1961-
2007):

i =Ayvi+ (1= Dy (E.2)

where A is set to 0.25, and is a measure of mean reversion. y,, was calculated to 0.04.
The initial capital stock, K; s, is the derived using: K; 5o = kY] 50, Where Y; 5, is the real
GDP level in 1950. Then, the capital stock estimates for any given following year uses the

perpetual inventory method according to:

Kity1 =1L + (1- 5)Kj,t (E3)
The series used in the estimations are then based on the years 1960-2007. All sample series
used are from Penn Word Table 6.3 and are deflated into $2000.
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