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ABSTRACT

Quantum memories with efficiencies above 90 % are required in the implementation of
quantum repeaters for long distance quantum communication. Quantum memories with high
effeciencies requires the memory materials to have high absorption. This is such that, the
quantum state to be stored should be completely absorbed within the memory material.
We consider using a resonant optical cavity to enhance the absorption of a quantum memory
material with low absorption [24]. The memory consist of a praseodymium doped crystal with
mirrors coated directly to its surface. The incoupling and the back mirror have reflectivity of
R=0.8 and R~1 respectively. One of the crystal surfaces is slightly tilthed, so that the cavity
resonance frequency can be changed by moving the cavity. The crystal then functions both as
a passive optical cavity and the memory material. We showed that on creation of a spectral
pit in the crystal cavity, we get very strong frequency pulling effects on the cavity resonance
frequencies. Also, the frequency pulling effects are greater with the inclusion of absorption
peaks within the spectral pit. We can thus create from our crystal cavity, an equivalent of a
"cold” cavity with length in the order of hundreds of meters.
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POPULAR SCIENCE

The secure transfer of information, e.g. private information, secret codes or messages,
from one location to another is very important. These messages are meant for an authorized
party only and should be unintelligible to any eavesdroppers. Quantum cryptography using
quantum states (EPR pairs), offers such a secure system. Quantum states are mathematical
variables describing systems at the microscopic level and the EPR pair is one such states.
The security of a quantum cryptography system is ensured by the no-cloning theorem, which
states that, an unknown quantum state can not be copied perfectly. The quantum states are
implemented using photons (quanta of light). For quantum cryptography to be very effective,
it will need to work over long distances. Long distance propagation of photons in optical
fibre, suffers greatly from losses within the fibre. Quantum repeaters can be used along the
quantum network to over-come the problem of photon losses. Their operational principle
is similar to that of the classical repeaters. The quantum repeaters uses entanglement
(EPR pair) generation, entanglement purification and entanglement swapping, which are all
probabilistic in nature, as such; a memory is therefore needed to store the entangled state.
These processes are quantum mechanical, as such the memory should be able to store both
the amplitude and phase of a single photon and we call this a quantum memory.

For a quantum memory to be effective in the quantum repeater protocol, the memory
efficiency must be above 90% [6]. Most of the existing quantum memory protocols operational
principle is based on the absorption of the quantum state to be stored in the memory material
and the readout of this state at a later time. The memory efficiency is the ratio between
the readout quantum state amplitude and the stored quantum state amplitude. Therefore,
high efficiency quantum memory will require the memory material to have high absorption
also. Quantum memory using Atomic Frequency Combs protocol faces difficulties with high
absorbing memory materials, for there is a trade-off between the comb’s height and the
comb’s finesses. This posses a problem as increasing the memory material absorption does
not automatically increases the comb’s height.

An optical cavity can be used to overcome the material absorption problem in the atomic
frequency comb protocol. The optical cavity is made up of 2 mirrors with a medium (in our
case, the memory material) in between them. If the cavity mirrors have the same reflectivity,
and there is no losses within the cavity, we say the cavity is impedance matched, and the
reflected power from the cavity is almost zero and the transmitted power is almost equal
to the input power (no losses in the medium). Replacing the transmission of the second
mirror by an equal round trip absorption losses in the cavity medium, will lead to almost
complete absorption of the input light power within the cavity. Therefore, using an optical
cavity together with any of the quantum memory protocol, we can achieve almost complete
absorption of the input quantum state, without the material necessarily having a high
absorption.

The crystal will be cooled down to liquid helium temperature, due to the fact that, at
this temperature, the crystal has very nice optical properties, like long coherence time of its
excited state and its absorption profile is more confined. At this temperature, the crystal
will shrink. One of the cavity surface was tilted, such that, even after the shrinking of the
crystal cavity, the ion absorption profile can always be matched to the cavity resonance. The
tilting of the surface, introduces extra losses in the cavity, explaining why the input state
could not be completely absorbed within the cavity. Clearly for this idea to work, the cavity
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resonance peak must be large enough to cover fully the part of the crystal absorption profile
that will be used in the storage.

Our crystal is made from a Pr?**:Y,SiO5 with a dopant concentration of 0.05%. The Pr3*
ions absorbed light at a wavelength of 605.9 nm. On absorption of this light, the ions are
excited. While at the excited state, they can either fall down to their original state or to
another state in the ground level. If they fall down to their original state, they re-absorbe
and are excited again, until they fall down to a different ground state. When this happens, the
intensity of the light absorbed by the absorption profile of the ions decreases at that particular
frequency thus creating a spectral hole like structure there. This can be repeated until there
are no absorbing ions left at that particular frequency. By scanning the frequencis, a spectral
pit can be created with no absorbing ions present within that frequency range. The spectral
pit is the name given to a pit in the frequency domain, that is, a range of frequencies within
which, there are no absorbing ions present, therefore, outside this frequency range, there are
plenty of absorbing ions. On creation of a spectral pit in the crystal cavity, frequency pulling
effect pulls the cavity resonance frequency closer. Due to these changes in the atomic spectral
distribution of the ions, they will now contribute to the imparted round trip phase shift of the
light wave. This contribution is the sole cause of the frequency pulling effects. The inclusion
of an absorption peak within the spectral pit will cause further frequency pulling effects, due
to the same reason above. The Pr3* ions are absorbing thus the present of this ions within a
certain frequency range in the spectral pit will causing some absorption within that frequency
range and no absorption outside that frequency range. These ions form what we called an
absorption peak. Thus, the presence of a spectral pit and absorbing peaks in the crystal
cavity, pulls the cavity resonance frequency from GHz to MHz, depending on the number of
peaks present and the separation between the peaks. Thus with the help of a spectral pit plus
peaks, we can turn our crystal cavity to an equivalent of a ”cold” cavity (refering to a normal
cavity without any spectral pit or absorption peaks) with length of the order of hundreds of
meter.
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CHAPTER 1

INTRODUCTION

" We are currently in the midst of a second quantum revolution. The first quantum
revolution gave us new rules that govern physical reality. The second quantum revolution
will take these rules and use them to develop new technologies.”

Dowling and Milburn [1]

Quantum information is the study of information processing task accomplished using quan-
tum mechanical systems [2]. The informations are encoded into quantum bits (qubits) which
are then either stored or transmitted using a communication channel. Quantum information
involved static resources like qubits, dynamical processes like the ability to store the quan-
tum state as well as tradeoffs during performance of the dynamical processes [2]. Quantum
computation, deals with the manipulation of these qubits, in order to solve complex as well as
simple problems. The existence of information or the processing of information, can not take
place without the presence of a physical medium, thus leading to the merging of computer
science and physics in field of quantum computation [3]. The quantum bits (qubits) are the
quantum mechanical analogy to the classical bits. The classical bits have one of two states
label 0 or 1. The qubits also have states |0 > and |1 > (| > is called the Dirac notation, used
to represent a quantum state), corresponding to the classical bit states 0 or 1. The qubits
can also be in a superposition state, that is, a linear combination of the states |0 > and |1 >,
for example

U >= a0 > 4|1 >, (1.1)

Where |¥ > is the superposition state and « and [ are complex numbers [2]. The state
|0 > and |1 > are called the computational basis states, since any other state in the system
can be expressed as a linear combination of them. The superposition states are the main
difference between a classical bit and a quantum bit. Also, in a composite quantum system,
the state of the system can be entangled, that is (it can’t be expressed as a product of the
individual state) for example the EPR pair [2]. This entangled states plays a central role
in quantum information and quantum computation for example in quantum cryptography,
quantum teleportation as well as in the violation of Bell’s inequalities [2]. This leads to new
and interesting methods in the processing and manipulation of information [3]. Though a
qubit can exist as a superposition state, any measurement on it, collapse the state to its
basis states (either |0 > or |1 >).

Most of the quantum information and quantum omputation systems derive so far,
requires a means of storing the quantum state within or at the end of an operation. The



quantum memory therefore plays a very important role in these applications. Consider for
example, quantum cryptography using the Ekert scheme (that is, E91 protocol) [2-4] with
the Einstein—Podolsky —Rosen (EPR) entanglement been shared between two parties, say
Alice and Bob. The EPR pair is used to ensure that quantum cryptography is secure. For
quantum cryptography protocol to be use fully for transmitting information securely, they
must be able to do so over large distances, say ~ 10°> km and above. This has prove to be
very difficult to achieve due to the exponential scaling with distance of the photon losses in
the communication channel as well as noise in the detector [2, 5, 6].

To overcome this problem, quantum repeaters [5, 6] can be used, allowing for long
distance quantum communication. Quantum teleportation [7, 8], quantum memories [9-11],
entanglement purification [12, 13] are all combined in a quantum repeater, in order to allow
for entanglement distribution over large distances. For this purpose, the quantum memory
needs to have a long coherence time (on demand readout), good quantum efficiency and the
possibility for quantum swapping [14] using teleportation.

Quantum memories importance in long distance quantum communication systems and
building blocks for quantum computers need not to be over emphasised. Different European
Union projects (e.g. Qubit application (QAP) [11], and quantum repeaters for long distance
fibre—based quantum communication (QuRep) [15]), as well as many research groups, are
all working on different methods to realize quantum memories and to improvement the
efficiency. The efficiency and fidelity of a quantum memory are closely related, and in an
atomic ensemble system, the system decoherence affects the efficiency but not the fidelity of
the quantum memory [11]. This explains why many research groups working with atomic
ensembles are involved with the improvement of the efficiency.

There have been many quantum memory protocols [16-20], with theoretical calculations
predicting a 100% recall efficiency. As of date, quantum memories with high efficiencies
[21-23] have been realized. The recall efficiency of the quantum memory, irrespective
of the protocol used for the realization, depends on the attainable optical depth in the
memory material. Therefore, very high absorbing material (high optical depth, since the
state to be stored needs to be completely absorbed in the memory material) [10, 11],
is required in order to get very high efficiency in the quantum memory. This is a
problem because first, achieving very high optical depth is difficult and if achieved, it will
lead to re—absorption of the emitted stored quantum state, thus reducing the recall efficiency.

Many attempts have been made to solve this problem, the Gradient echo memory
protocol [20, 21] is one such attempts and a recall efficiency of 87% has been achieved using
it. Another such attempt, is using a resonance optical cavity [24, 25|, which this diploma
work is based on. With the aid of a resonant optical cavity, a low absorbing material (used
for a quantum memory), can be tend into a very high absorbing material. This overcomes
the problem associated with very high absorbing materials that is, no re-absorption of the
recall quantum state. Theoretical calculation shows that, recall efficiency as high as 90% and
above [24, 25] can be achieved with a low absorbing material.

In this diploma project, both theoretical and experimental work will be done to verify and
test this cavity idea. The project is divided into 2 parts:

(i) The first part, which is covered in chapter 3 and 4, involves the theoretical verification,
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that a low absorbing material can absorbed completely the storage pulse with the aid of
a cavity, which has been done in reference [24, 25]. Our aim is to evaluate how well our
geometry with tilted sides works. The cavity together with a low absorbing material is
design and built.

i1 e second part, which is covered in chapter 5, is the experimental part, were the cavi
i) Th d part, which i d in chapter 5, is th imental part the cavity
is tested.

The main idea is to have a quantum memory with recall efficiency above the no—cloning
limit (for above this limit, it is impossible to perfectly copy a quantum state [2]), that can
be used in a quantum repeater as well as a building block for a quantum computer. This
diploma project originally started with the main theme being quantum memory with high
efficiency. A phenomenon that we never though about, called cavity resonance frequency
pulling was observed during the experiments for the first time to my knowledge in this
material. This phenomenon is well know in literatures with regards to lasers [26, 27].
Therefore, the quantum memory experiments were suspended, such that, we can investigate
this phenomenon in this crystal further. This thesis is divided into 4 chapters:

In chapter 2, an overview of quantum memories is given. This will includes various
aspects to asset the performance of the memory, types as well as experimental realization of
a quantum memory and their applications.

In chapter 3, an overview of the coherence interaction of light and matter is presented
together with resonance cavities and Atomic Frequency Comb (AFC) in them.

Ray tracing of a resonance cavity with tilted sides, together with optimization of the
cavity parameters in FRED are presented in chapter 4. How to write, edit and run scripts in
FRED will also be described. The optimize cavity design and cavity properties will also be
presented here.

In chapter 5, an overview of the optical properties of the memory material, experimental
techniques for measuring cavity surface flatness, preliminary testing of the crystal cavity and
results from the test will be presented.






CHAPTER 2

OPTICAL QUANTUM MEMORIES

Long distance quantum communication using optical fibres, suffers greatly from photons
losses in the fibres. This problem can be overcome by the use of quantum repeaters. Quantum
repeaters divide the quantum network length into segments and utilize the quantum memory
to store and distribute entanglement between two nodes in the network [28]. Entanglement
purification [12, 13|, and swapping [14] are used to propagate the entanglement along each
network segment. Entanglement purification and swapping are all quantum processing
requiring the present of more than one entanglement mode, therefore, the quantum memory
used for a quantum repeater should have multimode storage capabilities. Multimode
quantum memories [18, 29] have been realized with very high modes numbers. For the
quantum repeater to be used in practical situations, it will not only required the quantum
memories to have multimode capabilities but also, it should have very high fidelity and
efficiency as well as scalability (that is, long storage time as this will lead to an on-demand
readout ) [11, 17]. The quantum repeaters are to be used with optical fibres, thus the
quantum memories, should be able to operate using the optical fibre wavelength [30, 31]. Tt
has been shown that, it is possible to have quantum memories operating in the optical fibre
wavelength [31] as well as converting the stored entanglement to optical wavelength [30].

Several different protocols have been proposed for the implementation of a quantum mem-
ory. In this chapter, criteria for assessing the performance and quality of a good quantum
memory is presented, together with some of the protocols (emphasis will be place on the one,
relevant for this project, that is AFC), as well as applications of a quantum memory.

2.1 Definition of an optical quantum memory

An optical quantum memory is a device that faithfully maps a quantum state (it can be a
qubits strings or part of it [10]) onto the memory material (using the optical transition in
the material), which is able to store the quantum state with an on demand released of it
[9, 32]. A quantum memory should be able to store both the phase and the amplitude of a
quantum state simultaneously.

To describe an optical quantum memory using quantum mechanics, we consider the mem-
ory to be a close system, whose state evolution can be described using unitary operators.
Suppose at some time, 1, the system is in state |W(¢;) >. At some later time, ty say, the
system has evolve to |¥(ty) >= U|W¥(t1) >. To recalled the original state of the system, at



2.2 Performance criteria for assesing an optical quantum memory

some later time, t3 , an inverse of the unitary operator can be applied to the system, that is,
|W(t3) >= U U(ty) >= |¥(¢;) >, thus a recall of the original quantum state [33].

2.2 Performance criteria for assesing an optical
quantum memory

Different quantum information applications have different requirements for the quantum mem-
ory (that is, the stored quantum state). For example, for quantum logic gates operations, as
long as the stored quantum states can be recalled above a certain fidelity, the states can be
used as they are together with quantum error correction schemes [2] for the logic operation.
Thus, such a system does not require a quantum memory with perfect recall capabilities. Be-
low, an evaluation of the various criteria for assessing the performance of a quantum memory
is presented.

2.2.1 Fidelity

In a quantum memory, a quantum state to be stored, should be written onto the memory
material and after some time, t, the quantum state should be readout. The stored quantum
state can be expressed as a density matrix, p, the read out state can also be expressed as a
density matrix g [2, 10]. Therefore, the storage fidelity of the state p is defined as [10],

F(p) = Tr\/ N/ bpv/p- (2.1)

From equation(2.1), there is a threshold value Fy,s(p), such that when F(p) > Fiprs(p), the
quantum error correction scheme can be apply to the read out quantum state to correct its
imperfection [2].

The fidelity can also be defined as the square root of the overlap between the stored
quantum state and the read out state. Suppose the stored quantum state is a pure state
(| > orp = |V >< V| in density matrix notation), and the read out state is g, then using
equation (2.1), the fidelity of the quantum memory is

Flp)=Tr/< Vg0 > |U >< U] = /< T[T >. (2.2)

There are other definitions of fidelity used in experimental works. For example, conditional
fidelity used in the previous paragraph or unconditional fidelities, when the memory is used
to store any state of light or quantum state [10, 11].

2.2.2 Efficiency

The efficiency of a quantum memory can be defined as how well a quantum memory can
preserved stored information or stored quantum state [11]. Simply stated, the efficiency of
a quantum memory is the ratio of the energies of the stored quantum states to that of the
read out quantum states [10, 34]. The fidelity and the efficiency are closely related [2], the
higher the fidelity, the higher the chance to get a high efficiency and vice versa (but this is
not always the case). Quantum memories with high efficiencies have been realized in atomic
ensembles, due to a collective constructive interferences effects of all the atoms (emiiters) in
the ensembles [39].
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This diploma work is mainly concerned with the improvement of the quantum memory
efficiency, using atomic ensembles with the aid of a cavity to increase the light matter coupling,
that is material absorption [24].

2.2.3 Storage time

The storage time is how long the quantum memory can keep the coherent quantum state,
before it losses its coherence, that is, become de-coherent. A quantum repeater divides the
quantum network into segments. The length of each segment set a lower bound to the storage
time of the quantum memory [28]. Also for entanglement swapping and purification between
nodes in a quantum repeater to be very effective, there must be the present of entanglements
in both nodes. As such, the quantum memory should be able to store an entanglement for
as long as it takes for the other entanglement to get to the other node. Studies shows that,
storage time of the order of second is very important for efficiency operation of a quantum
repeater [11].

Not all quantum application using quantum memory requires long storage time. For ex-
ample, single photon sources using quantum memory and parametric down conversion sources
[11], does not required quantum memory with long storage time. In general, the quantum
memory should be able to store the photon state for as long as the state is needed.

2.2.4 Bandwidth

The possibility for multiplexing a quantum memory [11] to matching sources and to obtain
high repetition rate, will all depends on the memory bandwidth. Therefore, the usefulness of
the quantum memory depends on the operational bandwidth of the quantum memory [11].

2.2.5 Wavelength

As of date, most of the long distance communications (classical), uses optical fibres, except
for free space communication. Long distance quantum communication will obviously need to
use optical fibres. Since photons will be used to transmit the information, the wavelength of
the photons should be in the region where there are very little losses optical fibres. This limits
the wavelength of the photons to around 1.3 to 1.5 pm [30, 31]. For quantum memories to
be used along the network, it should be able to store photons with the prescribe wavelength.
Recent studies shows that, it is possible to store photons within this wavelength band in a
quantum memory as well as store the photons using a different wavelength and converting
it to the required wavelength after retrieval before transmission [30, 31]. This will relax the
condition on the operational wavelength of the quantum memory.

2.2.6 Multi—mode storage capacity and dimensionality

The total number of optical modes that can be stored in a quantum memory determines the
applicability of the quantum memory. Most quantum application using quantum memory
needs multi-mode storage capacity of the memory [6, 35]. The multi-mode capability of a
quantum memory depends greatly on the protocol used to realize the memory, some protocols
have an inherent multi-mode capability while others don’t [18, 29].
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2.3 Types of optical quantum memory

Quantum memories can be classified based on their different applications. Different applica-
tions requires different performance characteristics of the memories. There are 3 main types
of quantum memories, that is, quantum memories for storing a single photon, quantum mem-
ories for storing a general quantum state of light and lastly quantum memories charged by the
emission of a photon. Below, we give a brief overview of these 3 types of quantum memories.

2.3.1 Single photons optical quantum memory

These are quantum memories whose output is a single photon state. They are very essential
components in the implementation of single photon sources [11] or in quantum repeaters
[6]. In a quantum repeater protocol, the quantum memories used should be able to absorb
a photon, stored the photon and re-emit the store photon [6]. In this type of memories, the
efficiency and the fidelity are the two parameters used to characterize the memory. This is
because the memory can fail to emit the stored photon (efficiency) or it can emit a photon
whose quantum state overlap with that of the stored photon (fidelity). For this protocol to
be efficient, the memory efficiency as well as its fidelity should be very high [11].

This diploma work is aimed toward quantum memories for quantum repeaters. As such,
improving the efficiency is of paramount important because the memory is implemented based
on an ensemble of atoms; whose de-coherence affects the efficiency but not the fidelity [11].

2.3.2 General state of light optical quantum memory

In some application, the state of the light to be stored is not know (third party production)
before the storage process [11]. For example, in linear optics quantum computation involving
a quantum memory, at some point in the computation, the state of the light maybe unknown.
In such memory the re-emitted general state can be measured in some basis and can be a
coherence state, or a squeezed state or a fock state (single photon state) [11]. The performance
of the memory, can be asset using quantum tomography [36, 37] as well as the fidelity of the
quantum memory [2].

2.3.3 Optical quantum memories for emitted photons whose state
can be measured directly or through a retrieval process

In a single trapped atom quantum memory, the trapped atom emits photons which are
entangled to trapped atoms (the memory). The state of the emitted photons can be detected
or measured directly [11]. As such, to characterize the memory performance, the fidelity
(unconditional) is the main parameter. This is due to the fact that, the detection process of
the state is a deterministic process leading to no distinction between the efficiency and the
fidelity [11].

Duan-Lukin-Cirac-Zoller (DLCZ) type memory is another type of memory [28]. This type
of memory is excited by the absorption of a photon and read out is done by converting this
excitation into a single photon. The fidelity and efficiency are the two parameters used to
characterize the performance of such memories [11].

8
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2.4 System requirements for optical quantum
memories

Optical quantum memories requires a medium for storing the light state. For the storing
to be possible, the medium must have certain properties. The necessary properties of the
medium are mainly determined by the quantum memory performance criteria. Since the
fidelity, efficiency and storage time are the three main performance criteria, the requirement
on the medium must be such that these three parameters can be optimized. For good memory
fidelity and efficiency, the medium must possess good coupling to the light state and for long
storage time, the medium needs to have long optical coherence time or the stored state has
to be transfered to some other state with long coherence time.

2.4.1 Light—matter coupling

For quantum memories operating through the absorption and re-emission of the light state,
good light matter coupling is necessary. The probability of an incident light state to be
absorbed is determined by the coupling between the light state and the medium. This can be
measured through the optical depth of the material in solid and gases, therefore, good coupling
will required very high optical depth. The high optical depth, can also lead to re-absorption
of the re-emitted light state, a major problem encountered by simply increasing the optical
depth of the material. There have been different proposal to over-come this difficulty, and
one such proposal is placing the memory material within an optical cavity. At the optical
cavity resonance, the optical depth of the material should be very large (even if the material
optical depth without the cavity is small) [24]. This then leads to good coupling between the
light and the memory material.

2.4.2 Coherence/decoherence

Most quantum memory protocols implemented so far, uses a Dicke state (collective atomic
coherence) [16-18, 38, 39], to store the light state. Therefore, de-coherence in the atomic
ensemble, limits the storage time in the quantum memory [38].

De-coherence have different effect on the different memory protocols. For example, in
the CRIB (Controlled Reversible Inhomogeneous Broadening) and AFC (Atomic Frequency
Combs) protocols using atomic ensembles, the efficiency of the memory is greatly affect by
de-coherence in the optical transition used for the storage but the fidelity (conditional) is
not affected [16-18, 38, 39].

The memory material coherence properties can be greatly improved upon, and for a full
discussion of this, see reference [40] and the references therein.

2.5 Experimental realisation of an optical quantum
memory

There are different schemes to realize an optical quantum memory, e.g. using a trapped
single atom but this has some drawbacks, that is, to achieved high efficiency strong light
matter coupling is required which is very difficult to achieve in such systems. High Q-cavities
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are used nowadays to over-come the coupling problem but the atoms (trapped atoms) suffers
greatly from losses as a result of dissipation [34].

NV-centers are also good candidates for quantum state storage. They also have low
dipole moments, thus low coupling strength. This has however been over-come by placing
them inside waveguides or micro-cavities but the difficulties associated with processing the
NV-centers still remains [34].

Atomic ensembles [41] are another candidate for the realization of a quantum memories.
They have the advantage that high light matter coupling can be achieved with ease, using
memory materials with high optical depth. The main problem with them is the control of the
light matter interaction and elimination of any dissipative processes present [34]. Atomics
ensembles in gaseous form, were the first to be used for quantum state storage, due to the
ease with which they can achieve a high number density, thus strong light matter coupling
[34]. They had some problems, due to the random motion of individual atoms, leading to
Doppler broadening. To over-come the Doppler broadening, the atoms had to be cooled
down. The process of cooling down the atoms uses the evaporative cooling technique [42]
thus reducing the number of atoms (number density) as well as the light matter coupling
(since there are less atoms presence now).

Rare-earth-ions doped materials [40, 43-45], are ideal solid state system for quantum state
storage. There are two main quantum memory protocols based on these materials, that is,
photon-echo quantum memories (which includes CRIB and AFC [16-18, 38, 39|, the latter
being the protocol used for this work) and electromagnetically induced transparency (EIT)
[46-48]. These are the 3 experimental protocols that will be presented below.

2.5.1 Photon—echo optical quantum memory

Photon-echo optical quantum memories, grows from the corresponding classical optical data
pulse storage technique [49]. The classical optical data storage technique is a four wave mixing
technique. In this technique, 3 input waves separated in time, are mixed to produce the fourth
wave called the echo. The fourth wave can be expressed mathematically as [49]:

Eecno(t) ox /ET(w)Eg(w)Eg(w)emdw, (2.3)

where .., is the fourth wave or the echo, Ej 5 3 are the three input waves or the write, data
and read pulses respectively. Under certain special conditions, or circumstances, for example,
if Fy(w) and Es(w) are constants, equation (2.3) reduces to

Eecno(t) o /Eg(w)emdw. (2.4)

The main operating principle behind the photon-echo optical quantum memory is the
transfer of the light state to be stored to an ensemble of atomic coherence excitation [39)].
This coherence excitation can either be an optical (optical transition) or spin (hyperfine
transition) coherence excitation. Photon-echo optical quantum memories, uses the inhomo-
geneous broadening of the memory materials and thus have the operational possibility of
a large bandwidth [16-18, 38, 39]. The memory protocol is based on the absorption and
re-emission of the absorbed quantum state using a photon-echo effect.

10



Optical quantum memories

Consider an atomic ensemble, made up of two level atoms, as the memory material, having
an inhomogeneous broadening larger than the homogeneous line-width of the atoms. Assume
that initially, all the atoms are in the state |¥; >, at some time, t. At a later time, t5, the
ensemble absorbed a single photon and the new state of the system (un-normalized) is a Dicke
state, that is [17, 18, 39]:

’\112 >= Z wjefiéjteikz]' ’gl Ce ej cgN >’ (25)
J

where N is the total number of atoms in the ensemble, k the wave vector of the photon
(signal field), d; the detuning of the signal field with respect to atoms j transition, v, is a
function of the frequency and position of atoms j, |g; > and |e; > the ground state and
excited state of atom j, z; the position of atom j. Note that for simplicity, only the forward
propagating mode of the input light field has been consider.

Due to the large inhomogeneous broadening, there will be de-phasing of the Dicke state
due to the present of the term e % which is different for different individual atoms. This
de-phasing can be corrected, thus forcing a collective atomic coherence excitation [39)].

The photon-echo optical memories operates by re-phasing the atomic dipole moments of
the atomic ensemble (Dicke state) at some later time, thus creating an atomic coherence exci-
tation [17, 18, 39]. There are two main categories of photon-echo optical quantum memories,
that is Controlled Reversible Inhomogeneous Broadening (CRIB) and the Atomic Frequency
Combs (AFC). They are differentiated base on the spectral detuning d, of the initial distri-
bution [10].

(i) Controlled reversible inhomogeneous broadening (CRIB): If the initial
spectral detuning distribution d; is continuous, then each atom in the ensemble will
not have an independent phase evolution. For each atom to have an independent
phase evolution, that is, foe J;(t)dt, it should be possible to change all atoms resonance
frequencies from d;; to d;9, after some time, t', after the absorption of the storage pulse.
This changes should be such that, at all time, §;,¢ +J;5(t.—t) should be a constant [10].

The Maxwell-Bloch equations (see chapter 3) describing the light matter interaction
possess hidden time reversal symmetry [17, 38]. In the Maxwell-Bloch equation de-
scribing the evolution of the forward propagating wave (the wave to be absorbed in the
medium), changing the signs of the detuning and the wave, the equations then describes
the evolution of the backward propagating wave from the medium [17]. The CRIB pro-
tocol exploit this hidden symmetry property of the Maxwell-Bloch equations [17, 38|.
For detail mathematical description, see reference [17] and references therein. The CRIB
protocol can be implemented experimental [16, 38] in 5 steps, using a memory material
with large natural inhomogeneous broadening and permanent electric dipole moment.
The inhomogeneous broadening must be larger than the homogeneous line-width of the
material for the protocol to be very effective, since the inhomogeneous absorption profile
will be reshaped using optical pumping.

step 1: In the first step, a spectral pit is created in the inhomogeneous broadening profile
by spectral hole burning technique [40, 44, 51]. This is done by frequency scanning
of the laser, for detail see reference [44]. See figure (2.1) a.

11
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Figure 2.1: Steps in the implementation of the CRIB protocol. (a) An empty pit is created
by scanning the laser frequency. (b) Optical pumping is used to create a narrow absorption
line. (c¢) A linear electric field causes broadening of the narrow absorption line in a control
manner. (d) Re-emission of the stored pulse by a reversal of the linear electric field. Figure
adopted from reference [50]
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step 2:

step 3:

step 4:

step b:

After the pit is created, the next step is creating a narrow absorption line or a peak
within the spectral pit. This is done by optical pumping of ions with a selected
frequency range back into the pit [51]. See figure (2.1) b.

Next, the absorption line or peak is broaden with the aid of an electric field gra-
dient. The electric field will produce a linear stark shift in the ions as such ion
at different positions in the absorption line, will acquire different resonance fre-
quency and hence a broaden absorption line with reduce optical depth. This step
is completely reversible, as such the name of the protocol [16, 38], see figure (2.1)
c.

A weak light field or quantum state is now send into the medium for storage in the
broaden absorption line.

The re-emission process can be done in two ways:

e Reversing the sign of the electric field thus inverting the linear stark shift and
thus triggering the echo or the re-emission of the stored state.

e Reversing the detuning on each atom through the application of a position
dependent phase shift 2kz. This is to ensure mode or phase matching and
reversal of the inhomogeneous broadening. This will lead to re-emission in the
backward direction, that is, directional emission.

The advantages in this method is that, the rephrasing is controlled, by controlling
the artificially broaden peak or absorption line, along-side, inhibiting the natural
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(i)

inhomogeneous broadening. The broadening of the peak can be controlled as well as,
it can be reversed, these are not true with the natural inhomogeneous broadening
[16, 17, 38].

Due to the reduction of the optical depth of the broaden peak, the medium must
have sufficiently large optical depth to guarantee complete absorption of the stor-
age pulse. Also, the memory bandwidth is limited by the width of the broaden peak [10].

The efficiency of this protocol (using transverse broadening of the peak) in the backward
direction, has been found to be [17] n = (1 — e7*L)? and 1 = (aL)?e=*% in the forward
direction. «l is the absorption depth of the broaden peak. Clearly, an efficiency of
100% can be achieved in the backward direction but that will required an additional
phase shift to constraint the system to propagate the echo in the backward direction. If
the phase shift is not applied, the emitted echo will propagate in the forward direction
and will be partly absorbed, as such the maximum efficiency that can be achieved is
54%. Recent progress in this technique, shows that, the re-absorption of the forward
propagating pulse can be reduced or even removed by the application of a gradient
electric field thus giving a possibility of a 100% efficiency in the forward direction [19].

Atomic frequency comb (AFC): Here the spectral detuning distribution has a
periodic comb like structure. The structure has discrete absorption lines (or comb
like structure) with spacing A apart, thus each atom can have an independent phase

evolution [10]. Re-phasing of the atoms occurs every time ¢ = (2F).

The AFC protocol uses the inhomogeneous broadening of the storage material, same
as the CRIB protocol. The use of this protocol for quantum state storage, has mainly
been implemented in solid state materials, made up of an ensemble of atoms, whose
excited state |e > is connected to the ground state |g > optically. This protocol has
also been used for time domain holography as well as in photon echo using accumulated
frequency grating [10]. In the AFC protocol, the quantum state to be stored create an
entanglement between the excited and ground state of the system, used mainly for the
(initially) storage. If need be for long storage time, the entanglement is transfered to
between the hyperfine ground state |s > and the ground state |g > using a m pulse.
Thus the entanglement can be shuzzle between the excited and hyperfine states using
a m pulse. Note also that, this applies to the CRIB protocol as well.

To make maximum use of the inhomogeneous broadening I';,,;, the homogeneous line
width I'j,, must be far less than 'y, in the optical transition |g >— |e >. For a full
mathematical description of the AFC protocol, see reference [18] and the references
therein.

The AFC protocol is implemented experimentally in 3 steps:

step 1: First a spectral pit is created in the ground state, |g > of the material. This is

done using spectral hole burning techniques [40, 44, 51]. In order for this to be
possible, the storage material must have a shelving state (Jaux >) (population
storage reservoir [39]) which is another ground meta-stable state with a long life
time. The pit is created by scanning the laser frequency over a certain frequency
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Figure 2.2: Implementation of a complete AFC protocol including spin storage protocol. The
inhomogeneous broaden absorption profile is shape into a comb like structure by selectice
frequency pumping to the aux state. The peaks have width v, seperation A and finesse F.
Figure adopted from reference [18]
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step2:

step 3:

range, back and fore several times, such that, all ions within that frequency range
are selectively transfer from the ground state |g >, to the meta-stable state |auz >
see figure (2.1) a.

Next, narrow absorption peaks or lines are created within the pit, through a coher-
ent burning back of selected ions or frequencies. The only absorber present within
the pit, are the peak ions, thus forming absorption peaks spectrally. To increase
the number of peaks, more burn back pulses (coherent pulses) are applied with each
one having an appropriate frequency off set, A, see figure (3.2), [18]. The peaks
features can be changed, simply by changing the burn back pulses. For example,
to change the shape of the peaks, the shape of the burn back pulses should be
changed and to increase the peaks height, the power of the burn back pulse should
be increased (this will increase the height of the peak, if the sample has more ions
present at that frequency else the increase in power will cause peak saturation) or
decrease [22, 52].

The light field to be stored is then send into the pit, and will be absorbed uni-
formly by the peaks. It will be stored in the medium as a collective coherent
excitation of the optical transition [39]. The condition for uniform absorption of
the storage pulse is that, the FWHM of the storage pulse must be large than the
peak spacing (A) but less than the AFC bandwidth [18, 39]. If nothing is done
after the absorption of the storage pulse, it will be re-emitted as an echo after a
pre-define time of ¢t = QK”. At this time, all the dipole moment of all the atoms in
the peaks re-phases and emits a coherent echo, which is the stored pulse [18, 39].
The re-emission is due entirely to the periodic structure of the absorption profile
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or peaks. To increase the storage time above the optical coherence time T5, the
optical coherent excitation amplitude is transferred to a long live spin hyperfine
coherent excitation [53]. While the excitation is in the spin hyperfine ground state,
the phase evolution is stoppped. Read-out is then done by transferring back the
spin hyperfine coherent excitation to the optical coherent excitation, using 7 pulses
and the echo comes out after the pre-defined time ¢t = QK”.

The efficiency of the AFC memory protocol in the forward direction given by [39]

2
N~ d*e e Fram, (2.6)

Where d ~ d/F called the effective optical depth, d is the AFC optical depth and
F = % the AFC finesse and 7 is the FWHM of the AFC peaks. The first term d?
describes the coherent response of the system to the stored light pulse, the second term,

e=4 describe the re-absorption of the emitted echo and finally e~ 7amz the de-phasing
factor which is due entirely to the finite width of the AFC peaks.

In the backward direction, the AFC memory protocol efficiency is [18]

L 2 7'r2
N~ (1 — e_F> e F22nz, (27)

and an efficiency of 100% can be achieved in the backward direction as long as the
optical depth is large enough. In an AFC protocol, there is always a possibility to chose
between high absorption and small AFC finesse or large finesse (de-phasing) and small
absorption [18, 39].

2.5.2 Electromagnetically induced transparency

Electromagnetically induced transparency is a phenomenon that is common in atoms whose
states can be in the A configuration, see figure (2.3). The A configuration is a 3 level
system, |a >,|b > and|c >, where the two lower levels |[b > and |¢ > are both couple to
the same upper state |a >. EIT is a quantum interference effect introduced by 2 coherent
fields, driving the two transitions |b >— |a > and |¢ >— |a >. The medium will expe-
rience zero absorption (dark state) for one of the coherent fields if the conditions are right [33].

When EIT is used for quantum information processing, the two coherent fields are a weak
signal fields (carrying the quantum information and coupling the states [b >— |a >) and a
strong control field (for controlling the atomic system and coupling the states ¢ >— |a >).
The main effect of this two fields, is to put the system in a superposition state between
state |b > and |¢ >. Since EIT is a quantum interference effect, then with the appropriate
conditions, the absorption due to the transition |b >— |a > will be out of phase with the
absorption due to the transition |¢c >— |a > and they will cancelled each other (dark state)
[33]. If only one field is present, say the signal field resonant with the optical transition
|b >— |a >, it will be absorbed by the medium or atoms. When both fields are present, the
absorption of the signal field is greatly reduced as long as the Raman transition frequency be-
tween the ground states (|b >, |¢ >) is closed to the frequency difference between the two fields.
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Figure 2.3: The A shape used for EIT memory protocol. Figure adopted from reference [10]

The EIT memory protocol uses the slow light effect created due to the transparency of
the medium. The slow light effect can be understood using the Kramers-Kronig relation [27],
that is:

) =2 /O e (s) (2.8)

T s?2 —v?

" 2 [T ux"(s)
= — ds. 2.9
== [ B (29

This relation links the absorption and the dispersion of a medium. The signal field is
slowed down (group velocity deceleration), due to the fact that, in the present of the control
field, the signal field experiences a large normal dispersion (large changes in the slope of
the refractive index) and this is inversely proportional to the control field amplitude. The
slowing down of the signal field is the basis of the EIT memory protocol and operates as
follows: first a transparency window is created (EIT window). Once this is created, the
signal field resonance with the window, is send in, the signal field is slowed down inside
the medium by spatial compression of the pulse, until it fits entirely inside the medium.
At this point, the control field is adiabatically decrease, collapsing the EIT window until
the signal field group velocity is zero. At this point, the pulse is stored within the medium [47].

For retrieval of the pulse, the control field is turn on and the compressed pulse resumes its
propagation out of the medium. Its stretches to its original shape as its leaves the medium
[47].

2.6 Applications of optical quantum memories

Below, a brief over-view of some of the application of an optical quantum memory is presented.

2.6.1 Deterministic single photon sources

Deterministic single photon sources are essential elements for secure quantum cryptography
applications requiring deterministic single photon sources [6, 35]. Non-deterministic photon
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sources are problematic since you cannot be sure, if a photon is present or not. With the help
of a quantum memory, a non-deterministic photon source can be converted to a deterministic
photon source. For example, a parametric down conversion photon pair source can be change
to a deterministic singe photon source. This can be done by connecting a quantum memory to
one of the output channel and a photon detector in the other. When a photon is detected in
the detector, this will imply that the memory is charged, thus a click in the detector, implies
the memory is ready to send out a single photon [11].

2.6.2 Quantum repeaters

As mentioned earlier, long distance quantum communication network suffers greatly from
photon losses. To overcome this, quantum repeaters can be inserted at regular interval
within the network.

Basically, a quantum repeater is some sort of a cascade of entanglement purification and
swapping [6, 28]. The long distance quantum network is divided into segment, each having a
length comparable to the attenuation length of a photon in a photonic channel [28]. Three
main processes take place in each quantum repeater, that is:

(i) The entanglement to be transmitted is generated. Here a single photon source can be
very useful depending on the type of repeater.

(ii) The generated entanglement is purified [12, 13] and stored in a quantum memory.

(iii) Two adjacent segment of the network are then connected through entanglement swap-
ping [14]. Entanglement swapping then uses quantum teleportation to exchange the
states between the memories, thus increasing the propagation distance of the entangle-
ment. After each entanglement swapping, the amount of entanglement reduces and as
such entanglement purification should be performed again. The process of entanglement
swapping and purification is a continuous process, until a perfect entanglement state is
created at the two ends of the network [28].

Quantum memories are very essential elements of the quantum repeaters, since the entangle-
ment purification is probabilistic. The memory stores the entangled state if the purification
is successful or else the purification process is repeated until it does succeed. Also since the
entangled states will not reach the nodes at the same time, the one that get there first, will
be stored in the quantum memory, while waiting the arrival of the other entangled state. The
process of entanglement swapping can only take place if both nodes have an entangled state
present [14].

2.6.3 Precision measurement

Sensing and precision metrology using entangled state can be greatly improved upon with
the aid of a quantum memory, with the capability of storing long live entanglement state.
With the quantum memory present, the precision will be quantum mechanically limited not
classical [11].

This is done using quantum interference effects of the atomic ensemble, by transferring the
optical quantum state properties to the atomic ensemble, thus reducing the quantum noise
level greatly. This has led to improved spectroscopy precision-measurement and improved
atomic clocks [11].
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2.6.4 The uncertainty principle in the presence of quantum
memory

Recent studies (theoretical) have shown that, with the aid of a quantum memory, the
lower bound of the Heisenberg uncertainty relation can be reduces to zero. Thus we
can be able to measure both the position and the momentum of an atom with equal
precision. Mario Berta et al. [54], in their paper wrote, I quote ”if the particle is pre-
pared entangled with a quantum memory, a device that might be available in the not to
distance future, it is possible to predict the outcomes for both measurement choices precisely”.

2.7 Summary

- An optical quantum memory is a device that is capable of storing both the amplitude
and phase of a quantum state faithfully.

- The fidelity, efficiency, storage time, memory bandwidth, the memory wavelength and
multimode capabilities are different criteria for accessing the performance of a quantum
memory.

- Quantum memories has been realized using atomic ensembles with CRIB, AFC and
EIT protocols.

- Detreministic single photon sources, quantum repeaters and precision measurements are
different application using quantum memories.
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CHAPTER 3

THEORETICAL TREATMENT OF CAVITY
ASSISTED OPTICAL QUANTUM MEMORY

In this chapter, an over view of resonance cavities and some of their peculiar properties will
be presented. The response of the atoms in the present of a coherent field of radiation will be
treated and finally, the light matter interaction within a cavity and the application to AFC
protocol. The simulation of the Bloch equations in a simple cavity will be given.

3.1 Resonance cavity

In this section, key ideas with regards to passive optical cavity (no gain), will be presented.
The plane-wave or transmission line model applied to a standing wave will be used for the
discussions. An example of a resonance optical cavity is the Fabry-Perot interferometer or
the Fabry-Perot etalon. Here the cavity is made up of 2 flat highly reflecting mirrors placed
closed to each other.

In this work, the optical cavity we will be working with is a low losses optical cavity. The
cavity is made from a Pr37:Y,SiO5 crystal (solid state material) with a dopant concentration
of 0.05%. Two faces of the crystal is polished to optical quality and coated with high
reflectivity (99.7%) and partially transmitting (20%) mirrors respectively. The two mirrors
are deliberately made none parallel; this will introduce additional losses in the cavity. We
hope to optimize the cavity and make the loss as small as possible, using the raytracing
software FRED. This will be described in the next chapter. In the rest of this chapter, we
consider an ideal cavity with parallel mirrors.

Our resonance optical cavity is a standing wave cavity since we have forward and backward
travelling waves in it, due to reflections from the end mirrors. These standing waves will form
an optical standing wave pattern within the cavity, with periodic spatial variation along the
cavity axis. The period of this standing wave pattern is equal to one half the cavity optical
wavelengths [26]. Note: the analyses below closely follow that of reference [26].

3.1.1 The circulating E-field amplitude

Let the reflection coefficient for the elctric field of the two mirrors of the cavity be r; and
ro respectively (note also that r; = /Ry and ro = /Ry where Ry and R, are the electric
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field reflectance of the two mirrors). Let the input wave be a sinusoidal optical field, with
complex amplitude denoted F,., the circulating complex amplitude field within the cavity
FEire, a transmitted complex amplitude field Ei,.q,s, and a reflected complex amplitude field
E,cr. The circulating field measure just after mirror M; is made up of two part, that is,
the transmitted field from mirror M; and the field that has made one round trip within the
cavity. The transmitted field amplitude through mirror M; is the product of the transmission
coefficient of mirror M; and the input field amplitude, that is, jt;E;,. and the round trip
field is gq¢(w)Eecire, where g,4(w) is the complex round trip gain of the field. The material
of our cavity has a round trip absorption coefficient of ag, such that, the field amplitude is
attenuated by a factor of exp(—2day) after one round trip, where d is the cavity length. The
input field acquires a phase shift of exp(—j2wd/c,,), after one round trip, where ¢,, = ¢o/n
light spend in the crystal, n the crystal refractive index, ¢y the velocity of light in a vacuum,
w the cavity axial mode frequency and d is the cavity length. The round trip gain within the
cavity becomes §,.(w) = rirexp(—2dag)exp(—j2dw/c,,) and the circulating E-field complex
amplitude becomes

jtlEinc

Ecirc = - .
1 — rirgexp(—2dog)exp(—j2dw/cp,)

(3.1)

The circulating field, equation (3.1), has a maximum each time the phase shift acquired by
the field is an integer multiple of 27, that is, v, = ¢5% and F. = Wm with q an
integer. v, are called cavity axial modes and the spacing between them is called axial mode
spacing or cavity free spectral range. The magnitude of the complex round trip gain g,(w),
is less than unity, as such, at position of resonance the circulating E-field is greater than the

incident E-field on the cavity.

3.1.2 Transmitted Cavity E-field amplitude

The transmitted cavity E-field amplitude is that portion of the circulating E-field amplitude
that is transmitted through the mirror M,. This is on the assumption that, there is no field
leakage in the cavity or beam walk in the cavity.

—titsexp(—dag)exp(—jdw/cp) Eine

(3.2)

Eirans = - .
! 1 — ryrexp(—2dag)exp(—j2dw/c,,)

. _ titeexp(—dao)Eine
At resonance, equation (3.2) becomes Ey.qps = e roczp(2don)

transmitted field at resonance should have the highest value.

Since g,+(w) is less than 1, the

3.1.3 The reflected cavity E-field amplitude

The reflected field amplitude is a sum of two fields amplitudes, that is, a direct reflection from
mirror M; with value r Fj,. and a transmitted part of the circulating field amplitude from

the same mirror with value jt;( g.+(w)/ rl)Ecm. Notice that the complex amplitude gain is

divided by this mirror reflectance, since its goes through the mirror. Hence, with lossless
mirrors, the reflected amplitude becomes:

t2roexp(—2dag)exp(—j2dw/cy)

Eref = [7"1 FEine. (33)

1 — ryrgeap(—2dag )exp(—j2dw /e,
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At resonance, the reflected field becomes

_ tirsexp(—2day)
1 — ryrexp(—2dayg)

Eref = | Einc- (34)

Clearly from equation (3.4), it is possible to make the reflected amplitude to be zero. For that
to happen, the reflectivity 7 of the first mirror (input mirror) must be matched to the losses
in the cavity, that is, material losses and the second mirror losses, that is, rexp(—2day).
This can also be interpreted as the reflected wave from the first mirror is out of phase with
the transmitted circulating wave in the cavity and thus interfere destructively. When this
happen, we say the cavity is impedance matched. In a losses passive resonance optical cavity,
we can impedance match the cavity by setting the round trip absorption coefficient of the
cavity to be:

1 Ry

if the two mirrors reflectance are known and cavity thickness are know. Equation (3.5) will
be used to calculate the starting absorption coefficient in chapter 4, for the FRED simulation.

3.1.4 Cavity parameters

The cavity free spectral range (see figure (3.1))

— CO v
T ond 4 dv= ?

g1

Figure 3.1: Transmission intensity of a lossy cavity. The losses in the cavity leads to broad-
ening of the resonance peaks thus sustaining other frequencies apart from its resonance fre-
quency. The free spectral range vr and the spectral width dv together with the cavity finesse
F are all shown in the figure.

Co

=2 (3.6)
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3.2 Light—matter interaction

Cavity finesses

VT 1r9e2do0

F=g—r—=>— 3.7
= r1roe—2d0 (87)
The cavity spectral width of individual modes
Vp
ov=—. 3.8
= (3.
The cavity quality factor Q) = ”Of where 1 is the cavity resonance frequency.

3.2 Light—matter interaction

In this section, the equations governing the coherent interaction of light and atoms will be
presented. We start with the description of light as an electromagnetic wave using Maxwells
equations. This is followed by the optical Bloch (Maxwell-Bloch) equations and the interaction
of specific pulse type with atoms.

3.2.1 Maxwell’s equations

The 4 Maxwell’s equations are the four basis equation used in the description of light field as
an electromagnetic wave. The equations are [27, 34, 42]:

( 0B

VxE = —%,

v 7 ab

VxH = J—i—at,

.5 _, (3.9)
V-B = 0,

\

where J is the current density due to free charges, D is the electric displacement field, E
the electric field, H the magnetic field, B the magnetic flux and p the charge density of free
charges.

These equations are used to describe how a material with susceptibility xy and magneti-
zation M, react in the present of an electric field and or magnetic field. In the present of
an electric field and or magnetic field, the material displacement field and magnetic flux are
modified as shown belown [27]:

D = E+P

Y

(3.10)

o]
|

poH + oM,

where P = eoxﬁ is the induced polarization due to the present of the E-field in the material.
This induced polarization will cause a small displacement of the positive (nucleus) and the
negative (electrons) charge centers. The displacement results in the material having a dipole

22



Theoretical treatment of cavity assisted optical quantum memory

moment, equal to the sum of the product of the charges and their respective displacement [55].

Assuming that our light field propagates in an isotropic homogeneous media, the four
Maxwell’s equations can be combined to give the electromagnetic wave equation, that is,

1 0%\ = 9% -
2 |E=py—P 11
(v~ g ) E = g (3.11)

where ¢y = /ﬁ called the vacuum velocity of light. The polarization (dipole moment) is

the driving factor in this wave equation.

3.2.2 The Bloch equations

In the present of a light field atoms emit spectral lines. If the frequency of the light field is
such that, it corresponse to the frequency difference between two energy levels in the atom,
the atom emits a spectral line that corresponse specifically to this transition. Thus, the atom
can be approximated as a two level atom, where only the two allowed energy levels, that is,
|lg > and |e > are present. This approximation is generally not valid but for simplicity, we
assume it is so in our case. The Hamiltonian describing the interaction of a two level atom
with a light field can be describe by the Schrodinger time-dependent equation [42]:

LoV

ih 5 HV. (3.12)
The Hamiltonian, H has two parts, that is, H = Hy+ Hy, where Hy is the atomic energy levels
Hamiltonian or the Hamiltonian of the atom in the absence of the light field, H; is a small
perturbation of the energy level due to the present of the light field. The dipole moment, u,
of the atoms in the present of the light field (E-field), determines the susceptibility of exciting
different transition in the atom. The Rabi-frequency (angular) €, is used to describe the
oscillation of the population in the two level atom at a given atomic transition and can be
defined using the dipole moment of the transition as [55]:

t
O(t) = %()(rad/s). (3.13)
(t) is a complex E-field with the dipole moment, p directed along it. The Rabi frequency is
in general a complex quantity, which can be written as (2 = €2,. + €2;,,. The optical Bloch
equation (for detail derivation see reference [42]) can be written as [55]:

( ‘?9—7: = —T%U—Av—i-Qimw
v __ 1
o = Au— Ev+Qrew (3.14)
= —Qu— Qv — Til(w — wp),

\

where w measured the population difference between the excited state and ground state of
the atom due to the presence of the light field with Rabi frequency 2. When the atom is fully
excited, that is, the is no atoms left in the ground state, w = 1, and when no atom is excited,
all the atoms are in the ground state, w = —1. The phase and polarization of the state is de-
scribe by the vector u+iv. wy is the equilibrium state of the system, which in this case is the
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3.2.3 Maxwell—Bloch equation

ground state (w, = —1). A(rad/s) is called the detuning, which is the difference in frequency
between the targeted atomic transition (resonance frequency of the atom) and the light field.
Ti is the decay time of the excited state and T3 is the coherence time of the excited state.
Therefore, if the atom is initially in the excited state, the rate at which the population will
decay to the ground state (equilibrium state) is 1/77. Also, while in a superposition state, the
phase of the light field can be kept for a duration 75 before its de-phases. Further, discussion
of T and T3 will be defered to chapter 5, where the memory material properties are discussed.

The pulse area [55]

t
o / Q. (1), (3.15)
0

determines the net effect of the pulse on the state, over the duration, t at resonance. When
© = m, the pulse is called a 7w (pi) pulse, and the net effect of the pulse on a state is total
population transfer (population inversion) from one state to the other [42]. When © = 7/2,
the pulse is called a /2 pulse, and it puts the population in a 50 — 50 superposition state
[42].

3.2.3 Maxwell-Bloch equation

To take into account, the modification of the light field by the radiation from the atoms,
the Maxwells wave equation, equation (3.11), can be re-written in-terms of the Bloch vectors
(u,v,w) as [55]:

8 n 8 . 7:()[0 +eo .
(@ + Za) Q= Z . g(A)(u B Z’U)dA, <316>

Where g(A) is the atomic distribution of the atoms as a function of the detuning and nor-
malized such that it is equal to 1 at ag. Equation (3.16) is called the Maxwell-Bloch equation
in complex form. The Bloch equations, equation (3.14) together with the Maxwell-Bloch
equation, equation (3.16) completely describes light-matter interaction and the propagation
of the light field through the media. These are the starting point of any quantum memory
protocol using atomic ensembles [16-18, 38, 39] .

3.2.4 Sample pulse types and their interaction with atoms

In this section, we consider briefly, 3 sample pulse types mostly used in the experimental
investigation of the interaction of light and matter in this work. They are square pulse,
Gaussian pulse and secant pulse.

(i) Square pulse: The square pulse is a pulse with a constant amplitude over a given
duration, 7, and zero otherwise. It is the simplest of the pulse types. The present of the
sharp edges in the square pulse produces undesirable effects when its interact with the
atoms. These sharp edges will give rise to high frequencies in the Fourier transform of
the pulse. These high frequencies are responsible for the undesirable effects, when the
pulse interacts with atoms. Therefore, the square pulse is not an efficient pulse type,
when the pulse needs to interact with only atoms of a certain frequencies range. This
pulse has a pulse area of © = 70, [34].
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(ii) Gaussian pulse: A Gaussian pulse is a far better pulse type than the square pulse.
This is due to the fact that, the Fourier transform of a Gaussian pulse is another
Gaussian. Thus, there are no unwanted frequencies appearing in the Fourier transform.
The Gaussian pulse intensity profile is given by [55]:

I(t) = Ipexp(—t*/c?). (3.17)

Iy is the peak intensity, t is the time and 0 = t%y 5.,/ (4n2) and tryaa is the
pulse length measured at the full width half maximum intensity. The Rabi frequency
Q(t) o< E oc VI, thus Q(t) = Qoeap(—t*/20?), which is still a Gaussian. The pulse area

is then © = QO\/TF/an2tFWHM.

The Gaussian pulse can be used efficiently to interact with atoms of a certain frequency
range. The wings of the Gaussian pulse does not drop directly to zero, thus still posing a
problem, as they might be some energy stored in them. As such, atoms interacting with
the pulse center might see a different Rabi frequency and those at the wings, a differ-
ent Rabi frequency, thus different atoms might interacting differently with the pulse [55].

Also, if the atomic ensemble has an inhomogeneous broadened profile, during the inter-
action period, different atoms might acquire different phases (de-phasing) and this will
be a problem, since the Gaussian pulse has no control over the de-phasing [55].

(iii) The sechyp pulse: The complex hyperbolic secant pulse is defined as [55]
Q(t) = Qgsech[B(t — tg)]eninlech(Blt=to)] (3.18)

Where ( is linked to the pulse width, p is a real constant and )y the Rabi fre-
quency at the pulse center. The pulse envelope is given by the real part of the
equation (3.18), that is, Q,.(t) = Qgsech|[(t — t5)]. The instantaneous angular
frequency of the pulse is given by the time derivative of the pulse phase, that is,
L (pln[sech(B(t — to))]) = pB tanh[B(t — to)]. The parameters 3 and the dipole moment
i, can be link to the pulse length measured at the full width half maximum of the
intensity and the frequency width as tpywyy = 1.76/5 and viqn = pf/m.

The secant pulses have the same effect on atoms with different detuning in an inhomo-
geneous broaden media. The wings of the pulse drop sharply to zero; as such its energy
is confine within a small frequency range. It is a very efficient pulse to use, when you
need to interact with atoms inside a certain frequency range, while those outside that
frequency range should be left un-affected. In an inhomogeneously broaden media, they
can transfer an ensemble of atoms between two states efficiently, thus this is the pulse
that will be used in the experimental part of this project.

3.3 The dynamical equation of cavity quantum
memories

High efficiency quantum memories relies heavily on the input quantum state to be completely
absorbed by the memory material. Below, we present the basic dynamical equations governing
the complete absorption of the input quantum state due to the help of an impedance matched
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3.3.1 Application using AFC protocol

cavity. The memory material is an inhomogeneously broaden atomic ensemble placed within
a one-side cavity. The evolution of the cavity modes (E-field), the atomic polarization at a
detuning 0 and the output field mode are [24, 56]

(¢ = —ke+ V266, + 10 [ don(d)os
os = —i005 — Ypos + iPe <3 19>
€out = —€Eip T+ 2’%67

\

Where 2k is the cavity decay rate or the rate at which the cavity losses its stored energy,
© = goP, with g9 = \/wo/(2V ) is the photon-atom coupling constant, P is the dipole
moment of the optical transition, wy is the photon frequency, V is the quantization volume,
0 the detuning, n(d) the inhomogeneous broadened atomic spectral distribution with
[ don(d) = N, N the total number of atoms, o; the atomic polarization at the detuning
0, v, the homogeneous line-width of the atoms. We make the assumption that the initial
cavity atomic distribution has no atomic polarization, that is, all the atoms are initially in
the ground state, o5 = 0.

Since the atomic ensemble inhomogeneous broadening line width (;) is larger than the
homogeneous line width, the atomic distribution can be approximated as a delta function.
Under steady state conditions, that is, adiabatically reducing ¢ to zero, the output field
becomes

k—T
out — ins 3.20
Cout = n r¢ ( )
where ' = @ is the rate at which the atomic ensemble is absorbing the input cavity field.

When the cavity is impedance matched, as describe above (section 3.1.3), the reflected
output field intensity is zero. Thus this occurs when £ = I' in equation (3.20). When this
occurs, the input field is totally absorbed within the cavity, no other losses present in the
cavity.

3.3.1 Application using AFC protocol

Above, we showed that, it is possible to completely absorb the input signal field with the help
of a cavity. For the purpose of a quantum memory, it is also important that, the absorbed
input field be read out efficiently.

We thus assumed that the complete absorption of the input field took place over the AFC
peaks (see section 2.5.1). In the presence of the absorption peaks, the output field becomes
[24]

27

Eout(t) = - nFEln(t - K); (321>

where np = e 7/F4 for the Gaussian peaks. The AFC finesse is now the only limiting factor
and the ¢t — 2w /A argument is to take care of the fact that at ¢ = 27/A there is no input
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field.

The efficiency of the cavity assisted quantum memory is [24]:

[ 20T,/ Ry /Ti7 ] ’
n= .

- 3.22

(1 — R1R26_d)2 ( )
For this readout to work, the AFC bandwidth must be smaller than the cavity resonance
spectral width dv and also, the absorption probability must be higher than any other losses
in the cavity.

Quantum efficiency for the cavity assisted quantum memory
T
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— Efficiency
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w©0
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Figure 3.2: The AFC cavity assisted quantum memory efficiency and the absorption within
the cavity as a function of the input mirror reflectivity R1 using equations (3.22) and (3.4).
The finesse of the AFC structure is assume to be 10 and the optical depth 1 given an effective
optical depth of 0.1 [24].

Using the cavity design in section 4.5, with Ry = 0.997, figure (3.2) shows the variation
of the memory efficiency with respect to the input mirror reflectivity R;. The absorption
(equation (3.4)) of the input field is also included, showing the enhancement of the memory
efficiency by the cavity. At Ry = 0.8, the memory efficiency is 0.9 while the absorption is
almost zero. Since Ry # 1, the pulse will never be completely absorbed as shown in figure
(3.2).

3.3.2 Simulation of the Bloch equation in a simple cavity

In a travelling wave cavity, at steady state, the cavity has standing waves within it. Due to
the standing wave pattern, there will be a position dependent intensity built-up within the
cavity. If there are atoms within the cavity, different atoms at different position within the
cavity, will see different field intensity (Rabi frequency). Atoms at the nodes will see little or
no intensity at all, while atoms at the anti-nodes will see very high intensity (Rabi frequency).
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3.4 Summary

For simplicity, we assume that the cavity has a length equal to A,,/2, that is just one
standing mode within the cavity. Due to the standing wave, the circulating electric field now
have spatial dependent, which is

B J2ty sin((27/ A ) Eipe

3.23
1 — ryrexp(—2day) (3:23)
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Figure 3.3: Simulation of the Bloch’s equation, equation (3.14) in the presence of a standing
wave pattern, equation (3.23) within a cavity. The pulses are applied repeatedly, 500 times.
The E-field now have a spatial dependent and as such, at different positions within the cavity,
the Rabi frequency will be differents using equation (3.13). (a) The case in which the light
field frequency and the atomic transition frequency are equal, that is zero detuning. Even
for a light field with very low Rabi frequency, 5kHz, after 500 application, all the atoms are
completely transfer from one state to the other. The pulse type is a sechyp pulse, optimized
for efficeincy popultion transfer. (b) Same as a but with a detuning of 1.3 MHz between the
light field frequency and the atomic transition frequency. This shows that, in the present of
a standing wave, the pit created with the sechyp pulses will not have straight edges as we
would want them to be. If a light field of Rabi frequency of 5 kHz is used, we can get a pit
with fairly staright edges.

Figure (3.3) show that, in the presence of a standing wave patter, the shape of the spectral
pit will not be a staright one, except the input light field into the cavity has a very small Rabi
frequency, say below 5kHz. For all input Rabi frequency higher than this value, the pit will
have wings, which will stretched depending on the number of times the pulse is applied. Due
to this standing wave pattern within the cavity, they will be nodes with zero Rabi frequency
and all atoms present at those nodes will not be affected by the light field. Therefore, it is
possible to create an absorption grating where the only absorber present will be atoms at the
nodes.

3.4 Summary

- An impedance matched optical cavity has zero or close to zero reflected intensity from
the cavity.
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The Maxwell-Bloch equations completely describe the interaction of light with atoms.

The sechyp pulse is a very efficient pulse for interaction of light with atoms over a certain
frequency range.

With the aid of an impedance matched resonance optical cavity, an input quantum state
can be completely absorbed. With no other losses present in the cavity, a quantum
memory with efficiency as high as 90% can be achieved.

Due to the standing wave within a cavity, different atoms at different position within
the cavity will interact differently with the input light field. This can be used to create
an absorption grating.
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CHAPTER 4

RAYTRACING OF CAVITY ASSISTED
OPTICAL QUANTUM MEMORY USING FRED

The optical engineering software FRED, is a ray tracing software, used to simulate how light
(treated as rays), propagate through systems or materials. Design of optical systems can be
done in FRED or imported from some other design software like CAD. Thus FRED can be
used virtually for prototyping optical systems before it is design [57].

The application of FRED is vast due to [57]:

(i) The ease with which optical properties of various systems can be assigned and thus it
is not limited to a certain problem class.

(ii) It can propagate both coherent and incoherent light sources through optical elements,
thus making it applicable to diverse fields of studies.

Here we intend to design a cavity made up of an absorbing crystal (Pr3T:Y,SiOjs), with
both cavity mirrors directly coated on to the crystal. The crystal is to function both as a
resonance matched optical cavity as well as a storage medium for quantum states. The cavity
will be used at liquid helium temperatures (~ 2.2K), as such, to ensure that the absorption
profile of the crystal matches at all time one of the cavity modes, one of the surfaces of the
cavity or crystal is tilted, that is a wedge cavity. The mirrors reflectance, the wedge angle,
the absorption in the cavity and the wedge length are different parameters to be optimized,
and to do that, the ray tracing software FRED is used.

In this chapter, an overview of the cavity design in FRED is given. The light source, the
cavity and detection system is presented. Simulation and results obtain in FRED and how its
talks to Microsoft excel program will be presented also. The last part of the chapter present
the optimized optical cavity together with its properties.

4.1 The setup in FRED

The setup in FRED is as shown in figure (4.1). Its consist of a coherent optical source
generating a laser beam, a wedge optical cavity with absorptive material inside the cavity
and two detectors, which measures the reflection and transmission beam intensity from the
cavity. The design in FRED of the various components will be described in the next section.
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4.2 Components design in FRED

In the lower left corner of figure (4.1), is the in-build coordinate system in FRED, the three
colors green, red and blue represents the Y-axis, the X-axis and the Z-axis respectively. Below
the virtualization window is the output window, which is used for outputting the ray tracing
summary and any desired output.

(" FRED 9.10 (powered by Photan Engineering) - [resonance cavity_pe2est_pe_ 2mmcrstal-Lars22.frd ] @@@
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Figure 4.1: The setup in FRED

4.2 Components design in FRED

Designing of optical components in FRED has been made really easy with the help of a
visualization output window, which outputs the designed optical system in real time as well
as changes made to it. Optical components can either be designed here in FRED or imported
from other software programs. Importation of designed optical systems from other design
software is done using the import command, found under the file dropdown menu. FRED
can also export its design to other design software, and this can be done using the export
command found under the file dropdown menu. In this project, all the optical components
used will be design in FRED and none will be imported or exported to other software directly.
Below we describe the design of the three main components we will be using, that is, the optical
source, the cavity and the detectors. Designs of optical components in FRED are done with
the help of the menu in the left of figure (4.1).

4.2.1 Optical source

Design of the light source in FRED is done with the help of the optical source tab. To do
that, we right click on optical source and select ”create simplified optical source”. A new
popup window will open in the virtualization window, see figure (4.2) a. In it, we have the
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Figure 4.2: Optical designs in FRED. (a) Optical source design popup window. (b) Material
design in FRED popup window.
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4.2.1 Optical source
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Figure 4.3: Optical designs in FRED. (a) Sample coating design, this coating can not handle
phase changes due to reflection. It is too idealize for use in any coherent process, where phase
changes due to reflections are important. (b) Design of materials for use in thin film coatings.
Thin film coatings can handle phase changes due to reflection and therefore are good for usage
in coherent processes where phase changes are important.

34



Raytracing of cavity assisted optical quantum memory using FRED

& {resonance cavity_pe22test_pe_2mmcrstal-Lars22.frd) Edit Material: “ZnSe” QIE
Mt Aspton | Youne Scate L
Marme: ZnSe
Description:

Type:

(Wavelength {um) |Refral:1iue Index Imaginary Refractive Inde:
0.6099 l\ 234 0

4

Common Gradient Index Material Parameters and Other Parameters

L7 (resonance cavity_pe22test_pe 2mmerstal-Lars22.frd) Edit Coating @gj
Neme:  [tinfimF=033927-0 3 | e ]
Description: -HH |
Type: i L aered Coaing

‘Wavelength |0.6059 ﬂ:(m\cmns) The: design, or operating, wavelength
it e S e e
Thickness |Wiaves (-:i' " Micrans O ' '"Ge“o'méiry units -f}h ':i_e'ni;th 'uhrtsulorul'ag;'e'rthickn'
Substrate |8 Firstlaver O Atlastlaver ) Cosfingorientaion
Rjgl';t mouse-click below for pop-up menu  (hi ig 'muniple'n'ﬁvéfur gm‘
Grp# Layer#| Designation| Optical Thickness [ Material [Repeat Count]
-A|Groug 0. ‘MgF2
LB =
e
e
 MgF2
e
©MgF2
e
 MgF2
Group il O Inge
Gap 0. ez

kirikiiizizigizizlz

(b)

Figure 4.4: Optical designs in FRED. (a) Popup window for the design of a thin film material.
A thin film material is a material used for thin film coating. Thin films are layers of materials
with thickness ranges from nanometers (mono-layer) to several micrometers, used for coating
to form reflective interface in a substrate. (b) Coating design 2, using thin films. Sample
popup window when creating a coating using thin films.
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Figure 4.5: Optical designs in FRED. (a) A plot of the reflection and transmission coefficients
of a thin film coating. (b) Design of a wedge cavity using a wedge prism.
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Figure 4.6: Optical designs in FRED. (a) Adding coating to the cavity. (b) A popup window

used for the design of a detector.
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option of naming our source, defining the source type as well as its properties. Also, we can
do the following for our source:

(i) Define the power of the source,

(ii) Make it coherent or not,

)

)
(iii) Make it polarized or not and decide the polarization type,
(iv) Define the source wavelength (or wavelengths, if the source is not a coherent source),
)

(v) We can also define the source location/orientation.

The first 4 things can be done directly but the fifth that is, defining the source loca-
tion/orientation, needs some extra steps. In order to change the source location/orientation,
first we locate the location/orientation tab and right click on the optical source in it and
select ” Append”. A new column will be added below the optical source column, and there
we have the freedom of changing the source location as well as its orientation with respect
to whatever axis we choose to carry the action with. In figure (4.2) a, our optical source is
a coherent laser beam with beam waist of 100um and wavelength of 605.9 nm, position at
the origin of the coordinate system. The sample points are useful during the simulation and
determine how fast FRED does the simulation. At the end of the design process, we click ok
or apply to save the design or changes made to it. To see/edit the source, at a later time, we
click on the plus sign close to the optical source and the source we want to edit will appear
below it, for editing, we double click on it and the popup window, see figure (4.2) a, open.

4.2.2 The cavity

The cavity is made of three parts, that is, the cavity material (the crystal), the cavity coating
(mirrors) and the wedge cavity structure.

(i) The cavity material: FRED has in-built material types but it also has possibility
for users define materials. In this project, we will use a user define material and below
I describe how to define a material in FRED.

To design a new material in FRED, we right click on "material”, a popup window
opens, see figure (4.2) b, there we name the material, the refractive index (real and
imaginary) and the wavelength which has that refractive index, the material absorption
(if the material has any absorption and the imaginary refractive index has not been
specified, see equation (77?)), as well as any scattering present in the material. The
complex refractive index can be written as [27]

n=n-—ix=+/1+%x (4.1)
where n is the real refractive index of the material, a = %‘;—8 the absorption coefficient
of the material and y the electric susceptibility, which is in general complex. Figure
(4.2) b, is our material design for a real refractive index of 1.8 at a wavelength of 605.9
nm, with an absorption of 0.05mm™1 (the absorption is not shown in figure (4.2 b)).
We click on ok or apply at the end of the design and to see or edit the material, we click
on the plus sign close to the material tab. Our design material is called etalon, with
properties as shown in figure (4.2) b.
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(i)

(iii)

The coatings or mirrors: FRED also has a set of in-built coating but users define
coatings can be made, just like for the materials, will be using a user define coating
for the project. To design a coating in FRED, we right click on coating and select
"create a new coating”. A popup window opens, see figure (4.3) a, were we can name
our coating, define the transmission as well as reflection coefficients. We click on ok or
apply to save the new coating and it can be view later or edited later by clicking on
the plus sign close to coating.

The design above has one major flaw for our purpose ; it is too idealized and does not
represent any physical coating. Its takes care of the input field amplitude but not the
phase, for a coherent input field has both amplitude and a phase and both must be
accounted for by the coating. When an input field (E-field) is reflected from a mirror,
its acquired a phase shift of 7 or when it travels from a less dense media to a more
dense media, some part of it is reflected and acquires a phase shift of 7w, while the
other part goes through without any phase shift. Our coating as defined above, will
not impart this phase shifts to the reflected beam and as such, cannot be used for our
simulation.

To correct this defect in our coating, we define two new materials and call them thin
films, see figure (4.3) b and figure (4.4) a, resembling materials used in real coating.
This two materials are define exactly as explain above but they have no absorption
nor scattering in them. The new coatings now use these thin film materials, and place
them in a layered structure. The coating is designed exactly as explained above but
the coating type is change to thin film layered coating under the type tab. Here,
the wavelength, angle, thickness as well as the substrate to which the coating will be
attached to, can be specified. Note that, it is important to specify the right substrate
material, since this effects the properties of the coating. Stacking the thin films in layers,
creates certain reflection/transmission coefficients, see figure (4.4) b. We click on ok to
save the coating. The reflection or the transmission coefficients of the coatings cannot
be read off directly. To see the reflection and or transmission coefficients, we click on
the plus sign and right click on the coating. We select plot on the dropdown menu and a
popup window opens, in it we select the input material (from which the input field will
come from, in this case air), the substrate (etalon in this case), the wavelength range
we wish to plot (605.9 nm should be within the range), the number of steps and what
we wish to see. Figure (4.5) a is an example plot of one of the coating we used in the
simulation, its has reflection coefficient of 0.8 (80%) and a transmission coefficient of
0.2 (20%). The second coating has a higher reflectivity of 0.997.

The wedge cavity structure: With the cavity material and cavity coating both
designed and ready to be used, we are now ready to start designing the cavity itself.
FRED has in-built geometrical structures but a user defined structures can also be
built. Here we will use an built-in geometrical structure, due to the ease of its design
and close resemblance to our cavity.

We intend to build a cavity with one of its surfaces slightly tilted ( a wedged cavity,
with the wedge of the order of 250 nm). Figure (4.7) shown the wedged cavity, with
the dimensions exaggerated to show clearly the cavity wedge length, the cavity wedge
angle and the cavity base length. The wedge prism is an in-built structure that closely
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Figure 4.7: The wedged cavity with an exaggerated wedge length. The cavity wedge length
(250 nm) is measured from the cavity base length (2mm). Both the cavity wedge length and
the cavity base length have been exaggerated for clarity purpose only.
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resembles the wedge cavity, and as such, we will use it for our geometrical design. To
do so, we right click on geometry and select ”create new prism”, a popup window open.
We give a name to the design, etalon, under the type tab, we select "wedge (user sets
deviation)”, we give the wedge angle, the top thickness of the etalon, the size of the
etalon, the material of the etalon (we also called etalon), and the location/orientation
of the etalon, see figure (4.5) b. We click on ok to save the design and notice that we
called it etalon crystal not a cavity because its doesnt have the mirrors yet. To apply
the coating and make it a full cavity, we click on the plus sign close to geometry and
click on the plus sign close to etalon crystal. A list of the etalon surfaces will be shown
below it, and we wish to apply the coating to the front (surface facing the source) and
back surfaces of the etalon. We want to make the front surface 80% reflective and the
back surface 99.7% reflective, as such we need to apply the right coating to them from
the coatings we designed above. Doubling clicking on a surface, opens a popup window
and the corresponding surface will be highlighted in the virtualization window (see
figure (4.6) a). This makes it easier to edit the structure and avoid making erroneous
changes to it. The popup window has several tabs and in this case, we are interested
in just two of them, which are ”Materials” and ”Coating/Raycontrol” tabs. We first
select the material tab and make sure that the material etalon is assigned to material 2
(our desired material) and we click apply. Next we select the coating/Raycontrol tab,
select the desired coating and click on "assign”, to assign it to the surface, next, we
select "allow all” in the Raytrace control and assign it. Colors can also be assigned to
the reflected as well as the transmitted rays from a surface. We click on ok, to save the
changes made to the surface and open the next surface, until all the surfaces function
exactly as we needed them to. Now we have design the cavity and the light source and
what is left is the detectors.
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4.2.3 Detectors

To design the detector, first we need to design an analysis surface over which the measurement
will be done. To design an analysis surface, we right click on Analysis Surface and select
"new analysis surface”. We name the surface and click on ok. The new analysis surface will
appear below the analysis surface tab and needs to be placed on the detector. To design the
detector, we right click on the Geometry tab and select ”create new custom element”. We
give a name to the element and click on ok. In order to attach or place the analysis surface
on the detector, we need to define a surface on the detector, on which the analysis surface
will be placed. To define the detector surface, we click on the plus sign close to the geometry
tab then right click on the custom element (the detector) and select ”create a new surface”.
A popup window appears (see figure (4.6) b), on which, we can name the surface and its
location /orientation. After saving the surface, we can attach the analysis surface to it, using
the drag and drop method. To do that, we click on the Analysis surface tab and select the
analysis surface that we need to attach. Holding the left mouse bottom down, we drag the
surface to the detector surface we want to attach it to and let go. At this point, the detector
is complete and ready for use. The other detector can be design in the same way.

Now we have designed all the optical components needed for the simulation and are ready
for the simulation.

4.3 Simulation in FRED

The main idea here is that for an impedance matched cavity with high parallelism, the
reflected power of the cavity is close to zero [26]. As such, when the cavity is impedance
matched, the laser input power is either totally transmitted (no absorption in the cavity
and no gain) or totally absorbed (if the back mirror has 100% reflectivity and the cavity
material has some absorption). The latter is used in the simulations and any reflected and/or
transmitted power is/are considered as losses of the cavity due to the non-parallelism of the
cavity mirrors with one minus the losses given us the material absorption in the cavity.

To impedance match the cavity, we use equation (3.5). The aim of the FRED simulation
is to see the effect on the cavity when the parallelism between both mirrors are not too
good and how to optimize it. The cavity will be placed in liquid helium and this will cause
shrinking of the cavity length as such the cavity must not be made with high parallelism.
At liquid helium temperature, the Pr3*:Y,SiO5 crystal has good optical properties useful for
the quantum memory. The simulation results are mostly using the wedge cavity with a base
length of 2 mm and wedge length of 250 nm, see figure (4.7). The Ilmm base length crystal
cavity was rejected base on the fact that the simulation showed less absorption in the cavity
less than 20% at the cavity resonance. The 3mm base length on another hand, gave a larger
beam walk off than we wanted and higher absorption than we required. Therefore the 2mm
crystal was the better choice and the reflectivity of the mirrors chosen to be 0.8 and 0.997,
giving a good round trip losses (absorption) in the cavity of about 0.2. Using equation (3.5),
we calculated g to be 0.05. Most of the simulation were done using this «g, except that
where we were changing the «y itself.

Two different simulations methods were used, that is direct simulation in FRED and
simulation with the help of a script.
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4.3.1 Direct simulation in FRED

Direct simulation in FRED can be done in several ways depending on the optical effect you
are interested in. You can use the Trace and Render function found under the Raytrace
tab, to see the light ray and how they propagate in any optical component of choice. In our
case, this is not interesting as we are interested in the absorption (power or intensity) in the
cavity, while the detectors measured the reflected and transmitted intensity.

To see the intensity spread on the detectors, we right click on the analysis tab and select
either intensity spread function or the energy density. A popup window opens and we can
choose which detector (Analysis surface) we want to do the measurement on. Figure (4.8) a,
b and Figure (4.9) a, (normalized to 1) shows the input intensity, reflected intensity as well
as the transmitted intensity at the point of resonance in the cavity. This is done at a wedge
angle of 0.0012°, base length of 2 mm and wedge length of 250 nm. This shows that, we have
absorption in the cavity above 90% at the cavity resonance.

4.3.2 Simulation with the help of a script in FRED

In FRED just like in many other simulation program, you can write a simple script to au-
tomate the simulation process. The advantages of using scripts in FRED are numerous, but
for our case, it gives us a wide option of controlling the parameters to be optimized. Below, I
present a brief introduction into this vast field of studies and for further details see the help
menu in FRED software and scripting help.

(i) Seript setup: Scripts in FRED have the same programming format like most program-
ming languages. It is made up of 3 parts that is, the definition part, the simulation part
and the output part.

e In the definition part, all the variables as well as optical components that will be
change/used during the simulations are define. Names of variable and assigning
them to optical components are done in this part also. For example, "Dim id
As string” (see appendix A) says that the variable id hold values of type strings.
Another example is "ida& = FindName(” Analysis3”)” which find the optical
component with name Analysis 3 and assign it to ida. Any changes made to ”ida”
affects Analysis 3 directly and this is true for the other assignment statements as
well. Files for temporary storage of data during a calculation are also defined in
this part.

e Changes to optical components, calculations as well as looping are all done in the
simulation part. For example ”SetMaterial Absorb idm,wv, testv” sets the material
”idm” absorption to "testv” and the wavelength to "wv”. The statement ” For: =
Otonstep . Next i” loops over all the statements within nstep times. Also, the type
of calculation you want to do at the detector can also be determined. For example
"ent& = IrradianceToFile As(ida, fname)” tells the program to do an irradiance
measurement at the detector with analysis surface 3, which was assign to "ida”
above and save the result to file "fname”. This is done for each cell in analysis

surface 3 and sum over all the cells. The final result is assign to ”"ptot”.

e The final result can either be output directly to the output window using the write
statement, " Print chr(9) ptot”. This tells the program to print the value in ”ptot”
to the output window using 9 characters. The values in "ptot” can also be send to
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(b)

Figure 4.8: Irradiance plots normalized. (a) Input intensity of Gaussian beam, (b) Reflceted
intensity from cavity.
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4.3.2 Simulation with the help of a script in FRED

(b)
Figure 4.9: Irradiance plots normalized. (a) Transmitted intensity through cavity, (b) Inter-
ferences fringes.
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(i)

(iii)

(iv)

other software (e.g. Microsoft Excel) for further calculation or for plotting of the
data.

Editing the script: For ease of understanding the script, comments can be included
in it. If a statement is preceded by a quotation mark, it is a comment statement. For
example 7 'print results to output window” is a comment statement in FRED scripts
saying that the next set or next statement prints the result to the output window.
These statements are for ease of understanding the scripts as well as for ease of editing
the scripts.

If we now wish to set the material absorption to a constant value, and move the
cavity instead, all we need to do is comment the statements that changes the material
absorption and change the absorption in the material tab to the desire value. After,
commenting the statement, we can write a new statement that changes the cavity
position, for example, ”SetOperation idl, 2, op update”. This statement sets the cavity
(which is assign to ”id]l”) to a new y position given by the value in "op”. The "update”
command, update the position of the cavity after the changes has been made.

The above are just few commands in FRED scripting. The scripts in FRED can be
used to do nearly everything you wish to do in FRED. Below I present one more uses of
FRED scripting, that is, using it to talk to other software, for example Microsoft excel
software.

FRED can talk to other software, in particular we take the example of it talking to
Microsoft Excel software for outputting data.

The output window in FRED can handle only a limited amount of data, after
which its starts to delete old data. To over-come this, we make FRED con-
stantly talk to Excel, outputting data to it as it runs. For FRED to do this,
we need to tell it that it will be talking to this program and this is done in
the definition part of the scripting. The statement ”SetexcelApp = CreateOb-
ject(”Excel Application”)” and ”excelApp.Visible=True” tells FRED that it will be
talking to excel and that excel needs to be visible. The column in the excel doc-
ument can be assign names for easy understanding of the data later. For example,
”excelRange.Cells(RowCount,1).Value=xname” assign the name "xname” to column 1.
FRED must be instructed to output the data to excel after each simulation, this is
done using the statement ”excelRange.cells( Rowcount + i,2).value=ptot”. The value
in "ptot” is assign to column 2 and row ” Rowcount + ¢”. The ” Rowcount + i” com-
mand ensure that, new output data are output to new rows in the same column not
over-writing existing values.

Running FRED scripts: The script is ready now to be used in the simulation and
to do that, the script must first be saved. It is saved as a .frs file and imported into
FRED as an embedded script. To import the script, we right click on embedded script
and select "import a script file” and choose the script we wish to import. Once the
script is imported, it can be run and to do this, we right click on the embedded script
to be run and select "run an embedded script” in the drop down menu. This will start
the simulation, (only after it has compiled correctly) and the output will be send to the
desire output, in our case excel.
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4.4 Results and discussion from FRED script
simulations

Below, we present the optimization results from the simulation in FRED.

4.4.1 Cavity resonance peaks
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Figure 4.10: (a) Direction of movemnet of the optical source (b) Resonance peaks of the
cavity with a wedge of 250 nm. The total thickness of the cavity is the base length 2mm
(omitted in the plot above) plus the wedge length of the cavity. The scale on the x-axis is
therefore, 2 (mm) + x (nm) and that in the y-axis is in percentage with 1 corresponding to
100%. One minus the total reflected and transmitted intensity from the cavity at different
positions of the cavity gives us the absorption in the cavity.

The resonance of a cavity for a fixed resonance frequency v, and cavity mode, ¢, will occur
at a fixed cavity length, d = q2f£jq. Therefore, changing the cavity length while keeping the
wedge angle constant, we will get to a cavity length for which the cavity is on resonance.
The cavity length can be changed by moving across the cavity diameter either along the x
or y axes. This is acomplished in FRED by changing the position of the optical source while
keeping the cavity position fixed. The cavity thickness or length is along the z axis, therefore,
moving the optical source along the y-axis, from left to right (assuming that the left position
has the less cavity thickness), we get figure (4.10). Figure (4.10) shows a plot of the total
cavity absorption against the cavity length (which is shown in the plot by the wedge length).
From figure (4.10), we can see that, if we have a flat cavity (by setting the wedge angle to 0)
with a thickness of 2 mm, the cavity will not be resonant for this length with the wavelength
605.9 nm since there is no resonance peak at the wedge length of 0. Also, with a wedge of 250
nm, we see that we have at most 2 resonance peaks, separated a distance of 168 nm which
correspond to the mode spacing (Ag/2n) in the cavity. On cooling the crystal to cryogenic
temperatures, the crystal shrinks and the resonance peaks shift to the right. The shrinking of
the crystal causes both the base length and the wedge length of the cavity to shrink equally.
The base length becomes less than 2mm, and as such the first resonance peak in figure (4.10)
(at a wedge length of 0) will be completed and will not be at the edge of the cavity any longer.
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The second peak is far from the right edge of the cavity, as such will move toward the right
edge due to the shrinking of the wedge length, thus we will have the presence of atleast one
peak at all time within the cavity. Also, the total absorption in the cavity at the resonance
position are more than 90%, which is very good for our memory protocol.

4.4.2 Effect of the wedge angle
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Figure 4.11: Effect of the wedge angle on the cavity absorption.

The wedge angle is very important, for it defines the level of parallelism we have in the
cavity. In order to change it, we can either change the cavity diameter or the wedge length
of the cavity. Changing the crystal cavity diameter is problematic as this might lead to
increase manufacturing cost of the crystal as well as the cavity being too large to fit well in
the cryostat. We are now left with just one choice to change the cavity wedge angle, the
wedge length of the crystal. Since we need at least 2 resonance peaks in the cavity, this also
puts a lower limit to the wedge length. In figure (4.11), we see that changing the wedge angle,
reduces the absorption of the input pulse in the cavity. This can be seem as, increasing the
wedge angle, we can no-longer neglect beam walking, which results in less absorption as the
angle increases.

4.4.3 Changing the material absorption in the cavity

Equation (3.5) was used to calculate the starting absorption of the cavity material. To see
how good that value was, we change the material absorption and calculate the corresponding
absorption in the cavity. Figure (4.12 b), shows that the absorption in the cavity with an
absorption of ag = 0.06 is slightly higher than that at ag = 0.05 but both are still below 10%.
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Figure 4.12: (a) Effect of the material absorption on the cavity absorption. (b) Enlarge view
of material absorption changes from 0 to 0.2
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4.5 Optimized cavity design base on geometrical
consideration

Based on the results from section 4.4 and the cost of manufacturing, we settle for a crystal
cavity with the following properties. The two mirrors have reflectivity of 80% and 99.7% and
the round trip losses (absorption) of the cavity is 0.2. To achieve this round trip absorption,
a Pr3* doped crystal with a dopant concentration of 0.05% was used. The crystal base length
of 2 mm, wedge length of 250 nm, crystal diameter of 12mm given a wedge angle of 0.00119°.

Based on these (see figure (3.2)), the efficiency of the AFC cavity assisted memory was
calculated to be 90% and together with the geometrical losses, we expect an efficiency of
80% or above. Using the parameters above, we calculated the cavity finesse to be 28, the
spectral free range to be 41.7 GHz, the spectral width to be 1.5 GHz, the mode spacing in
wavelength unit is 168 nm and the quality factor to be 3.29-10°.

As stated above, the cavity material was made from praseodymium doped crystal
(Pr3*:Y,Si0O5) with a praseodymium concentration of 0.05%. The crystal without the coating
was manufacture by Scientific Material Corporation (Bozeman, Montana, USA). The crystal
could not be manufacture to our specification (see figure (4.11)), as such we settled for a
crystal with a higher wedge angle and less absorption in the cavity. The coating on the crys-
tal was done by Optida (Vilnius, Lithuania) and figure (4.13) shows the theoretical coating
curves for both surfaces.
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Figure 4.13: Reflection and transmission coefficient plots of the real coating made by Optida.
(a) High reflection coating at 605.9 nm, (b) partial reflcetion coating at same wavelength.

4.6 Summary

- With the help of the visualization window in FRED, the design of optical components
have been made very easy.

- Simulations in FRED can be done either directly or with the help of a FRED script.
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4.6 Summary

- Our design cavity has a cavity absorption less than 10 % at resonant and impedance
matched, which is good for our purpose.
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CHAPTER D

EXPERIMENTAL REALISATION OF THE
CAVITY ASSISTED OPTICAL QUANTUM
MEMORY

So far, no mention of the properties of the materials used for the quantum memories have
been made mention. The quantum memories properties used to asset its performance has
been mention (see section 2.2). Therefore, to realize a quantum memory, the memory material
together with the storage protocol used, must be able to produce a quantum memory fulfilling
the performance criteria in section 2.2. In this chapter, I present one of the materials used
for quantum state storage and the properties of the material that makes its a good candidate
for it. This is closely followed by a simple experiment to measure the flatness of the cavity
surfaces. The preliminary test on the cavity together with results from the experiment is
presented last.

5.1 Material for the optical quantum memory

The material used for the quantum state storage experiments is a rare-earth (precisely
praseodymium Pr®") doped in a yttrium orthosilicate (Y,SiO5) crystal. Strong ion-ion
interaction can be achieved with the crystal. In the periodic table, the rare-earth elements
makes up the Lanthanide group, which 15 members in total [34].

Y,Si05 is a monoclinic crystal with each unit cell having 16 yttrium atoms, that is 8
molecules [50]. The unit cell has dimensions a x b x ¢, where a = 1.04nm?, b = 0.67nm?> and
c = 1.25mm?3. The b—axis is perpendicular to both a and c, while a and ¢ are at an angle of
102.39° to each other [34, 50]. The crystal has two optical axes, which we called D; and Ds,
Dy is perpendicular to Dy and both of them are perpendicular to the b—axis, therefore they lie
in the a,c plane. This crystal is highly birefringent, thus only light that is polarized along the
optical axes will maintain its polarization after going through the crystal (see figure (5.1)) [27].

The yttrium in Y5SiO5 has nuclear spin of 1/2 while silicon and oxygen has zero nuclear

spins. Nuclear spin interaction between the Y,SiOjs (host crystal) and the Pr3* (dopant) is
minimal, thus less coherence losses due to nuclear spin interaction in the crystal.
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23.8
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Figure 5.1: The polarization axes of the praseodynium doped crystal.

In the crystal, the yttrium occupy two non-equivalent sites and the rare-earth ions
are a good substitute for it in the crystal. This is due to the fact that, it has similar
3" ionic radius (1.023nm) as the rare—earths ions ( Pr*™ has 0.97nm) [34]. As such, the
praseodymium has two non-equivalent sites when doped into the crystal. On doping the
crystal, site 1, with a wavelength of 605.9 nm is the favorite site, as 90% of the Pr** ions will
end up there, while site 2, just 2 nm away, that is, 607.9 nm will have just 10% of the ions [50].

In our experiments, site 1 will be used and has a dipole moment of 7.5 - 10~3 Debye [50].
On doping the Y,SiO5 crystal with Pr®*, the Pr3* ions in the host crystal acquire a permanent
electric dipole moment oriented in two equivalent direction, which are at angle of 24.8° apart
[34, 50]. The presence of an external E—field create a transition electric dipole moment, which
is oriented along the two equivalent directions of the permanent dipole moments. To achieve
maximum interaction (absorption) with the Pr** ions, the doped crystal is either rotated or
the polarization state of the input light field is rotated (the latter is the method we use in
our experiments), until such a maximum is achieved. Below, a brief overview of some of the
properties of Praseodymium (the rare earth element used to dope our yttrium crystal), useful
for the quantum state storage using the AFC protocol is presented.

5.1.1 Pr®" hypefine energy levels

The Lanthanides group is at the bottom of the periodic table thus given its members a strong
spin—orbit coupling [34]. This results in the 4-f states splitting into manifolds. Spin-orbit
coupling conserved angular momentum, J, thus the manifolds have the same total angular
momentum, J, as the 4f state [34]. When doped in the Y5SiO5 crystal, the crystal field and
the number of 4f electrons determines the number of manifolds resulting from the splitting
[34]. The crystal field can be viewed as causing a small perturbation to the rare earth ions
spin—orbit coupling. Below liquid helium temperature (< 4K), the 4f state splitting due to
the interaction with the crystal field is at most 2J 4 1, where J is the angular momentum
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Figure 5.2: The figure shows the hyperfine energy levels of the Pr®* ions in a Pr3":Y,SiO;
crystal. (a) This shows the >H,; —! Dy transition (site 1 transition) in Pr3*:Y,SiO5 crystal.
(b) The relative oscillator strength of the various optical transition between the 3H, and ' D,
hyperfine manifolds [55].

quantum number. In the present of the host crystal field, the number of 4f electrons greatly
matter, as such, the rare earth ions can be classify into two categories:

(i) Those with odd numbers of the 4f electrons resulting in a doublet energy level splitting
due to an unpaired spin (large magnetic moments) called the Kramer’s Doublets [34]
and

(ii) Those with even numbers of 4f electrons (e.g. Pr*" used in the doping for our case),
called the non—Kramer’s ions resulting in singlet energy level splitting. Since all the
state has a net zero angular momentum, they will experience a quenching of the angular
momentum [34].

Site 1 will be used for our experiment, see figure (5.2). The Pr*" ions in this site, have a
nuclear spin of 5/2, resulting in 6 hyperfine splitting of both the ground and excited 4f states,
labeled +1/2,43/2 and £5/2. In the absence of any external magnetic field, this 6 hyperfine
states, are two-fold degenerate yielding 3 hyperfine states, see figure (5.2) [34, 50]. The
hyperfine levels have long lifetime (at liquid helium temperature, a lifetime, 77 of 100 s [34]
has been observed and a coherence lifetime 75 of 500us without any external field and 860
ms with a carefully chosen field has been observed [34]), with relaxation between the levels
(in particular the ground levels) very unlikely (that is, an excited state decays to the ground
states and not to another excited state). This has been exploited to extend the coherence
time (memory time) of the system [53]. Care must be taken, as an attempt to extend the
coherence time using the hyperfine state, amount to the application of an external B-field,
thus destroying the 2-fold degeneracy associated with the no field situation.

The third degenerate stated is use as a shelving state, where ions are kept temporarily
during the storage process (see section (2.5.1)), and as such it’s must have a very long
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population lifetime.

The splitting between the hyperfine ground states in Pr3":Y,SiO5 has been measured to
be 10.2M Hz between the hyperfine state +[1/2 >— +|3/2 > and 17.3 MHz between the
hyperfine state +[3/2 >— +|5/2 >. The hyperfine splitting in the excited state has been
measured to be 4.6 MHz between the hyperfine state +[1/2 >— +|3/2 > and 4.8 MHz
between the hyperfine state +[3/2 >— +[5/2 >, see figure (5.2).

5.1.2 Pr3* homogeneous linewidth

In a solid crystal, the phonons existing in it, perturb the interaction between the electron
and the orbital lattice but this perturbation is minimal in a Pr3*:Y,SiO5 crystal, due to the
shielding of the 4f electrons. Due to this effect, the transition intensity is concentrated on
a very narrow zero phonon line with no phonon sideband [38]. The narrowest zero phonon
line is associated with the optical transition between the ground state with the lowest energy
(manifold), to the excited state with the lowest energy (manifold). Other transitions are
broader due to non radiative cascade decay [38]. Individual ions in a solid crystal experience
the same homogeneous broadening line-width. The coherence time between energy levels or
hyperfine energy levels, T5, is directly related to the homogeneous line-width I}, of the
individual ions in the crystal as [34]:

1

Ty

Chom = (5.1)
In a Pr3* doped crystal, several different mechanism contribute toward the de-phasing of I'jom
and can be expressed as [34]:

Fhom = Fpop + FPT’—P’I‘ + thcmon + FPr—spin + Fspect'ral- (52>

['pop is the linewidth associated with the excited state population life time, T} given by [34],
Lpop = ﬁ I'pr_py is the line width associated with the interaction between two Pr3* ions,
due to the fact that, exciting one Pr3* ion, changes the electric dipole moment around it.
Due to this change, the resonance frequencies of ions around it, will be perturb but this
effect can be decreased by reducing the dopant concentration, such that each Pr3* ion has
no immediate neighbor. I'pponon is associated with phonon scattering, phonon absorption
and scattering in the crystal. These are temperature dependent, thus can be eliminated by
working at low temperature, say below 4k [38]. I'p,_spin is associated with the interaction
of the Pr3* ion nuclear spin and that of the host material. This can be minimized by using
a host material with low or zero magnetic moment and Pr3*:Y,SiO5 possess such property.
I spectrar 1s associated with spectral diffusion or excitation induced broadening. This is caused
by the changes in the E-field in the crystal as a result of the excitation of ions from the
ground state to the excited state. This effect is small, if the number of excited ions is small

38, 50).

The upper bound of the coherence time (73),is twice the population life time (7}) that is,
T, < 2T, with equality only went the de-phasing in Iy, is determine only by I',op [34, 50].
In Pr®™:Y,Si0;5 at liquid helium temperature (< 2.2K), a population life time of 164us has
been achieved [50], given an upper bound of the homogeneous line width in the kilohertz
range. The optical storage time depends on the coherence time, 75, and its can be improve
upon by using superposition of the hyperfine ground state together with the application of a
magnetic field [53], given a storage time of the order of milliseconds.
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5.1.3 Pr’" inhomogeneous linewidth
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Figure 5.3: (a) The strain in the crystal lattice due to the presence of Pr®" ions in the crystal.
The different colorede square shows the slight different in the absorption frequencies of the
doped Pr** ions due to the crystal strain. (b) An inhomogenously broaden media, which
consists of homogeneous linewidths of the atoms, drawn not to scale [55].

In the preceding section, we describe some mechanism causing broadening in the absorp-
tion line, but they have the same affected on all the ions in the crystal. There are some
other broadening mechanisms, which are position dependent, and will thus affect only ions
closed to the position but not others further away. These effects are group under the term
inhomogeneous broadening mechanism. Inhomogeneous broadening in a crystal can result
from several different factors. For example, it maybe due to strain in the crystal structure as
a results of crystal imperfection, point defects and dislocation in the crystal, as well as the
size different between the Pr3* ion and the YT ion [34, 38, 50]. All these effects will cause the
crystal to have an imperfect crystal lattice and this will create a position dependent crystal
field. As such, each Pr3* ion will experience a slightly different local environment, resulting
in their transition frequencies been slightly different, given a frequency distribution of the
transition frequencies. The width of the frequency distribution is called the inhomogeneous
line width I';,p, see figure (5.3) [50].

5.2 Experimental measurement of cavity surface
flatness

One of the cavity’s surfaces is slightly tilted and from the FRED simulation, the lack of
parallelism in the surfaces causes losses below 10% at the matched cavity resonance. Further
tilting of the surfaces, that is, increasing the lack of parallelism, leads to the losses increases
greatly, see figure (4.11). Therefore, to avoid further tilting of the cavity surfaces, the
both cavity surfaces must be very flat and parallel. To measure the cavity surface flatness,
we use interference effects in the cavity, and this is done using the setup shown in figure (5.4) .
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5.2 Experimental measurement of cavity surface flatness

An optical fibre, emitting a divergence laser beam is used as the light source. A converging
lens, with a focal length, f, and a diameter, d, is carefully placed a distance equal to its focal
length from the fibre, to ensure that the light rays after the lens are parallel. The diameter of
the lens must be greater than the diameter of the cavity which is 12 mm, such that, the light
beam after the lens must cover the cavity fully. Also, the focal length of the lens must be such
that, by the time, the beam hits the lens, the beam diameter must be larger than the cavity
diameter. The cavity is tilted a little, such that, the interference fringes from the cavity can
be image unto a screen. Two measurement were done, one before the cavity was coated, see
figure (5.5) a and the second one, after the cavity was coated, see figure (5.5 b. Before the
coating, the fringes can be obtained either from the transmitted beam or the reflected beam.
After the coating, the reflected beam is used because of its high visibility, since the first mirror
has a reflectivity of 80 % while the second has 99.7 %. Both measurements were done using
the reflected beam, such that they can be compared. From figure (5.5), we can see that, the
flatness of the surfaces are not that good, as such, depending on where you position the laser
on the cavity, you might have higher losses than at other position. For example, position A
in figure (5.5) , is flatter than position B or C and as such placing the laser at position A,
will give less losses as compare to positioning it at position B or C. The cavity surfaces are
clearly not uniform as shown by the fringe patterns in figure (5.5) b. To see this, we use the
fringes to calculate the wedge angle of the cavity at position A, B and C and use this angles
in FRED to get the corresponding losses. To do this, we measure the horizontal distance
between either two bright or dark fringes and uses the fact that, the changes in cavity length
must be A\pateriar/2 in order to observe either two bright or dark fringes in the cavity. The
change in the cavity length gives the vertical distance and as such, the angle is the arctangent
of the changes in the cavity length divided by the horizontal distance between fringes, that

is:
__ change in cavity length

™ distance between fringes’

cavity]

optical fibre

imaging screen

Figure 5.4: The experimental setup for measuring the cavity surface flatness.
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(b)

Figure 5.5: Cavity flatness measurement using interference from the two cavity surfaces. (a)
Before the cavity is coated, (b) After the cavity is coated.

The table below shows the calculated angles as well as the corresponding loses in the cavity
calculated from FRED at the cavity resonance. This confirm our suspicion that position a
will be the best spot to use, since it has less cavity losses than the others.

Angle from figure (5.5) cavity losses from FRED

0.0019 0.09476
0.0046 0.25809
0.0055 0.30752

5.3 Experimental setup for testing the cavity

Figure (5.6) is the experimental setup used in this work. The setup consists of 3 parts: the
laser frequency stabilization system, the pulse-shaping system and the experimental system.

5.3.1 Laser frequency stabilization system

The atoms used for the experiments are rare-earth atoms. The rare-earth ions have transition
line-width of the order of kilohertz (kHz), corresponding to a coherence time of the order of
hundred microseconds (us). Therefore, the coherence properties of the laser system used to
drive these ions should be of the same order or better. In our experiments, the laser source
is the most important device, as such, its must meet the following requirements [34]:

(i) Its must produce light with a wavelength corresponding to the absorption wavelength
of the rare-earth atoms used for the experiments.

(ii) The laser output power as well as its phase, must be sufficiently stable.

We will be using Pr®* ions for our experiments. The transition *H; —' D, in Pr3* ions
corresponding to a wavelength of 605.9 nm will be used, therefore, our laser system should
be able to excite this transition.
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Figure 5.6: The experimental setup used for most of the experiments in the preliminary
testing of the crystal cavity.

We use a dye laser in the experiments. The dye laser is pumped by a 6 W solid state
Nd:YVO, laser (coherent Verdi V6) green laser. The dye laser is made up of a ring cavity
dye laser with Rhodamine 6G dye as the active medium. The dye laser can be tuned to
605.9 nm, which is the required wavelength to drive the transition for the experiments. The
temperature of the dye is kept at 8° by a temperature stabilization system and the pressure
at 4.2 bars. The stability of the dye laser system depends on both the temperature and
pressure been kept constant, for any change in them will change the dye jet flow position.
The phase of the dye laser is fluctuating due to the dye jet flow.

To increase the stability of the dye laser system, an intra-cavity electro-optic crystal which
is frequency locked to a very stable Fabry-Perot cavity is used [34]. Vibration and thermal
changes, changes the length of the Fabry-Perot cavity, posing a problem to the stabilization.
The system is further stabilized with respect to a crystal. The laser create a spectral hole in
the crystal and this spectral hole is used to stabilize against [55]. Spectral holes are insensitive
to vibration disturbances. Figure (5.7) is a photograph of the laser stabilization system and
for details see reference [55] and references there in. The dye laser system shown in figure (5.7)
has a stability of the order of kilohertz (kHz) and coherence times of the order of microseconds

(us) [55].

5.3.2 The pulse shaping system

In section 3.2.4, we came to the conclusion that, the complex hyperbolic secant (sechyp)
pulses are a good pulse type to use if we need to interact with atoms of a certain frequency
range. Therefore, in the real experiments, we need to be able to create this and other pulse
types with high accuracy. In our system, this is done using an Acousto-Optics Modulator
(AOM) [34]. A matlab scripts in a computer create these pulses shapes and send them to an
arbitrary waveform generator (1GS/S Tektronix 520 Arbitrary Waveform Generator), which
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Figure 5.7: Picture of the laser frequency stabilization system.

generate the pulses and send them to the AOMs using two channels via an RF-amplifiers.

5.3.3 The experimental system

After the second AOM, the light is coupled into a single-mode optical fibre, which cleans
the light (that is, cleans the spatial mode of the light). A 50 — 50 beam splitter remove
50% of the light beam intensity before the cryostat, to be used as a reference beam in the
experiments. The rest of the light beam, goes through a lens, a couple of mirrors and a /2
plate. The \/2 plate is used to adjust the light polarization, such that its matches that of the
crystal orientation. The lens is used to focus the laser beam down to 100um diameter at the
center of the sample, resulting in the strongest transition having at most a Rabi frequency of
approximate 2 MHz. Our sample is a crystal cavity with a tilted surface. The mirrors after
the beam splitter are meant to ensure that we have good overlap between the input beam
and the zeroth order reflection beam from the crystal cavity.

The sample (crystal cavity) is attached to a nano-positioner attocube (ANPz51) for vertical
movement of the sample inside the cryostat. The sample together with the attocube are both
lower into the cryostat, immersed in liquid helium. The sample is kept at a temperature below
2.1K. The 3 signals, that is, the reference beam, the reflected beam and the transmitted beam
were all detected using the detector Thorlabs PDB150A. The detectors all have switchable
gain that can be change from 103 to 107 in 5 steps with a bandwidth of 150MHz at the lowest
gain and 0.1 MHz at the highest gain [34]. A picture of the experimental system setup is
shown in figure (5.8).
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Figure 5.8: Picture of the experimental system setup used in the experiments.

5.4 Results and discussion

Note that every thing so far, has been about high efficiency quantum memories. Due to the
observation of cavity resonance frequency pulling effects in the crystal cavity, as a result of
spectral pit burning, all the experiments linked to quantum memory was suspended. Further
investigation into the frequency pulling effects in the crystal cavity was carrierd out. Below,
I present the experimental results from the preliminary tests done on the crystal cavity.

5.4.1 Cavity fringes, resonance peaks and absorption profile

On cooling down the crystal cavity from a temperatures of about 150 K to superfluid helium
temperatures (=~ 2.1K) using liquid helium, in the presence of the laser beam, we can see
the cavity fringes, see figure (5.9) a and b. At temperatures above 3.0 K, the visibility of the
fringes are very good, (see figure (5.9) a) but as the temperature goes below 2.1 K, the higher
order fringes disappears (see figure (5.9) b). At temperatures slightly above 2.2 K, the liquid
helium in the cryostat has bubbles and the bubbles dissappers went we have superfluid helium
at temperatures below 2.1 K. Figure (5.9) a was taken when the helium in the cryostat was
at the liquid state with temperatures above 2.2 K and figure (5.9) b, when the helium was at
superfluid state.

At temperature below 2.1K, the absorption profile is more confined but is still frequency
broad. With the presence of the mirrors attached to the crystal, it is difficult to measure the
crystal absorption profile directly. In order to see the cavity crystal absorption profile, the
cavity effect must be destroyed somehow. Note, that the usage of the word destroy in this
case, does not imply destroying the cavity mirrors but making the crystal cavity not to have
any field built-up within it. To do that, we increase the input incidence angle, such that the
reflected beam and the input beam no-longer overlap. This gets rid of the cavity buid-up
inside the crystal. Figure (5.9) d) shows the crystal absorption profile. The profile have a
FWHM of 9.4 GHz larger than the 5 GHz measured for a similar doped crystal [34]. We
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Cavity resonance peak outside and at the wing of the absorption profile,
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Figure 5.9: The cavity interference fringes, at high and low temperatures and its resonance
peak. (a) At temperatures above 2.2 K, we have liquid helium with bubbles in the cryostat and
the fringes are more visible. (b) At temperatures below 2.2 K, we have superfluid helium in
the cryostat and the higher order interference fringes are been abosrbed. (c¢) Cavity resonance
peak. The read curve is with a center frequency offset of 10GHz, to ensure we are outside
the inhomogeneous absorption profile of the crystal. The blue curve is at the wings of the
absorption profile, see d. Both plots had a scan of 30GHz at 7.5GHz/s. The blue curve has
a FWHM of 2.7GHz while the red has 2.2GHz. Both are higher than the 1.5GHz calculated.
The height of the peak without any absorption is higher than that with absorption as would
aspect. (d) Crystal absorption profile obtained by destroying the cavity effect. The \/2 plate
was at 35° for maximum interaction with the Pr>T. The total scan was 21GHz with a light
intensity of 0.5mv. A FWHM of 9.4GHz was measured higher than the 5GHz measured in
34].
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don’t know why the absorption profile is that large.

We then return the crystal back to the overlap position, were the cavity is now active.
We then try to measure the cavity resonance of the crystal cavity. To do that, we were face
with 2 options: option 1, we move the crystal cavity vertically and measure the transmitted
power (the transmitted power was easier to measure in this case) or option 2, keep the crystal
cavity fix and scan the laser frequency.

Option 1 was a little problematic, because we had the crystal cavity attached to an
attocube, with a maximum vertical movement of 2.5 mm. Our crystal cavity has a diameter
of 12 mm, therefore to scan the complete diameter of the crystal cavity; we will need to lift
the crystal cavity manually after each movement of the attocube. The manual lifting was a
problem, as we were not sure exactly where we were on the crystal cavity after each manual
lifting and also, if we are doing measurement at a new spot or the same old spot.

Option 2, was a better option since we could scan our laser frequency easily. Figure (5.9)
¢ shows the crystal cavity resonance peaks obtained from scanning the laser frequency. We
measured a FWHM of 2.2 GHz out side the inhomogeneous profile and 2.7GHz inside the
profile, approximately 1GHz larger than the calculated value of 1.5 GHz (see section 4.5 or
3.1.4). The differences between the experimental value and the calculated value can be due
to the the destruction of the cavity build-up by the strong absorption in the crystal or due
to saturation or that we are not really on the center or outside of the absorption profile,
causing the peak to broaden. The peak inside the absorption profile is broader than that out
side and has less intensity dues to the absorption. This method tells us how large the crystal
cavity resonance peak is (that is, in GHz), which is very good for the quantum memory
protocol. In order for the cavity to be used to increase the memory material absorption,
we need the FWHM of the cavity resonance peak to be large than the AFC bandwidth.
The AFC protocol we will be using, have a bandwidth in the MHz range and therefore the
cavity resonance peak in GHz range, can cover the AFC peaks. It doesnt say anything if
the crystal cavity is impedance matched [24] or if we are on resonance with the Pr** ions.
The main purpose of using the cavity for the quantum state storage is that the cavity will
enhance the memory material if it is on resonance both with the ions and impedance matched.

Out AFC bandwidth is in the MHz range and our crystal cavity has a GHz resonance
peak, therefore we are fine to use our cavity for quantum state storage using AFC protocol.
We move the cavity both manually and using the attocube, until we get to a point in the
crystal cavity were we think we are at resonance with the cavity and the Pr3* ions. At this
position, and at a temperature of 2.1 K, we did all the experiments in the next sections.

5.4.2 pit creation in cavity and slow light effects

(i) Empty spectral pit, slow light and group velocity : The crystal inhomogeneous
profile is about 9.4 GHz and each Pr3* ions has a homogeneous line width of about a
kHz at liquid helium temperature (~ 2.1 K). On the absorption of a chirp laser pulse,
the pr* ions are excited to the excited state. The excited Pr3* ions can either relaxed
to their original hyperfine ground state or to the other 2 hyperfine ground states with
total seperation of 27.5 MHz. If the ions falls back to their original hyperfine state,
they re-absorbed the chirp laser pulse and re-excited again. This process continues
until the ions relaxed to a different hyperfine ground state. When this happens, the
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intensity of the transmitted pulse at that frequency increases due to a decrease in the
inhomogeneous absorption profile, thus creating a spectral hole like structure for that
frequency. This process can be repeated several time, until there are no absorbing ions
left at that frequency. Scanning the chirp laser frequiency, a spectral pit is created
with the possibility of no absorbing ions being presence within the frequency range .
The maximum spectral pit that can be created is reduced by the total splitting of the
hyperfine excited state, which is 9.4 MHz, giving a maximum spectral pit of 18.1 MHz
(see figure (5.10) a) [22]. The pulses and the number of times they are applied are
all generated by a matlab script and send to the waveform generator. The waveform
generator generates the pulses and sends to the AOM for implementation, which then
send the pulses to the crystal cavity via a single mode fibre. For a detail of the list
of pulses used for the spectral pit creation sequence for the 1 , 2, 4, 6, 8, 10 and 16
MHz spectral pit, see appendix B and for the 18 MHz spectral pit see the appendix in
reference [22].

real refractive index
(n)
—~ )
_| o
] c
c 2
g 2
s 4
o
< r—'r"J \
| | | | o ) \ |
) A0 0 10 20 0 -20 -10 0 10 20 30
Frequency (MHz
Frequency (MHz) (a) ety (M (b)

Figure 5.10: (a) An 18 MHz empty spectral pit, with scan readout from -3 MHz to 15 MHz.
The pit is from -1.2 MHz to 16 MHz. (b) The 18 MHz empty spectral pit together with the
changing real refractive index over the pit. The change in the real refractive index is due to
the change in absorption across the pit. [22, 58]

This pulse sequence then creates the spectral pit in the crystal cavity. Figure (5.11)
shows different spectral pits with different widths. Figure (5.11) a, b shows the
reflection/transmission measurement of the different spectral pits. Figure (5.11) ¢, is

the aL (decovulution) measurement using the reflected beam for a spectral pit with an
18MHz width.

We notice that, the spectral pit shapes are not visible in any of the plots, neither in
the transmission nor in the reflection measurements. Also, in each of the plots, crystal
cavity resonance peaks are visible contrary to what we were expecting, given that the
peaks should be in GHz range (as measured in the previous section).

The spectral pit causes some changes in the absorption profile of the crystal. These
changes results in a corresponding changes in the susceptibility of the crystal. The
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Figure 5.11: Different empty spectral pit widths. (a) Reflection beam measurement for dif-
ferent pit width. All the spectral pits are centered at +1MHz and a high resolution readout
(10kHz/us) was used to obtained the data. The readout scan was from -10 to +10 MHz
and the detector gain was 10°. Only two detectors instead of three, was used for this set of
experiments. Therefore, one detector was moved between the transmission and the reflection
beam measurements, as such a and b, were not taking simultanecously. (b) same as a but
meaurements were done using the transmitted beam, that is, the detector was moved to the
transmitted beam for measurement to be done. Every thing is the same as a, except the
detector gain that was change to 107, due to the low light intensity in the transmitted beam.
(c) Cavity resonance peak at center of spectral pit for an 18 MHz pit width, starting from -3
MHz to 15 MHz. Right readout (1IMHz/us), with a readout scan from -13 to +25MHz. In
this measurement, all three detectors were present, that measuring the reflected beam had a
gain of 10° and that for the transmitted 10°. (d) oL measurement of the 18MHz pit in c.
This is the decovulution of the spectral pit in c.

f _center
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Experimental realisation of the cavity assisted optical quantum memory

changes in the susceptibility causes corresponding changes in the crystal refractive index
over the pit (see figure (5.10) b), that is [27]:

‘o)~ (32 )aw) (5:3)
o)~ 2w (5.4
n(v) ~ n0+X2,7(;) (5.5)

Thus across the spectral pit, the pulse propagation velocity called the group velocity, is
different at different position. This can either result in fast or slow light depending on
the changes of the refractive index with respect to the frequency within the pit. The
group velocity is [27]
¢ ¢
V= —— =2 (5.6)

dn ’
no + vy, Ng

where ng = ny + I/Z—Z is the group refractive index. When Z—Z >> ng > 0, we get slow
light effect and when 0 > Z—Z >> ng, we get fast light.

In our case with the empty pit, Z—Z >> ng, and therefore, we get slow light effects in the
crystal cavity. To see the slow light effects, we sent a Gaussian pulse with a FWHM less
than the pit width through the pit at different position; see figure (5.12) ¢. The shape of
the spectral pit determines how large Z—Z can be, as such how much slowing down of the
light we can get. Also, the output Gaussian pulses undergo broadening due to the cavity
build-up effect. Since we can’t see the spectral pit, we decided to keep the FWHM of
the Gaussian pulse constant and change it’s center frequency. Doing this, we can send
the Gaussian pulse at different position of the spectral pit. Sending the Gaussian pulse
at different position of the spectral pit (which we can describe as scanning the pit with
the Gaussian pulse) and moving the pit and repeat the process again, we obtained
figure (5.12) a,b and d. Sending the Gaussian pulse at different position of the spectral
pit and moving the spectral pit, are done by changing the Gaussian pulse and spectral
pit respectively, center frequencies in the matlab scripts generating them. In figure
(5.12) a, the spectral pit center frequency is at -1MHz and scanning the Gaussian pulse
across it, we get the slowest light (duration 7=1 u s) with a Gaussian center frequency
of -2.5 MHz. In figure (5.12) b, the spectral pit center frequency is 0 MHz and the
slowest light was at -1 MHz. In figure (5.12) d, the spectral pit center frequency is +1
MHz and the slowest light was at -1 MHz. From the duration measurement, we get a
group velocity of the order of km/s, given that the cavity has a thickness in the order of
mm. From figure (5.12), we can see that, our pit is steeper at the left edge than at the
right edge thus larger changes in the refractive index implying more slowing of the light.

The relationship between the group velocity, the spectral pit width and the material
absorption is give by v, = %, where ' is the spectral pit width measured in hertz
(Hz) and « is the round trip absorption (round trip losses in the cavity) measured in
m~!. In the presence of the spectral pit, the Pr** ions outside the spectral pit now
interact off resonantly with the light pulse. Due to this off resonant interaction, they

do not absorbed the light pulse but now contribute to the phase shift imparted to the
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5.4.2 pit creation in cavity and slow light effects

Sending a Gaussian beam at different position of a 1 MHz pit
centered at -1 MHz, transmission beam measurements

Sending a Gaussian beam at different position of a 1 MHz pit
centered at 0 MHz, transmission beam measurements
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Figure 5.12: Slow light effect due to the spectral pit in the cavity. There is overlap between
the inhomogeneous profile and the cavity resonance peak. The detectors had a gain of 10°
and the temperature was 2.1k. All measurements are done in the transmitted beam. An
eraser pulse, scanning -60 to +60 MHz was present to erase any structure created after every
readout process. (a) Sending a Gaussian pulse with FWHM of 800 ns at different position of
the spectral pit and the spectral pit has a width of 1 MHz. The spectral pit is centered at -1
MHz with the spectral pit creation sequence scaning from -1.5 MHz to -0.5 MHz. The slowest
light is obtained for the Gaussian with center frequency at -2.0 MHz. (b) Sending a Gaussian
pulse with FWHM of 1000 ns at different position of the spectral pit and the spectral pit
has a width of 1 MHz. The spectral pit is centered at 0 MHz with the spectral pit creation
sequence scaning from -0.5 MHz to + 0.5 MHz. The slowest light is obtained for a Gaussian
with center frequency at -1 MHz. (c¢) Same as b but ploted on normal scale, that is, no water
fall ploting. (d) Sending a Gaussian pulse with FWHM of 800 ns at different position of the
spectral pit and the spectral pit has a width of 1 MHz. The spectral pit is centered at +1
MHz with the spectral pit creation sequence scaning from 0.5 MHz to +1.5 MHz. The slowest
light is obtained for the Gaussian with center frequency at -1MHz.
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Experimental realisation of the cavity assisted optical quantum memory

light wave in a round trip which must be equal to 27 [27]. This contribution tends to
pull the cavity resonance frequency closer together. We can also, look at this frequency
pulling effect differently, say we need to move from one resonant peak of the cavity
(cavity mode) to the another cavity mode, we need a wavelength change of A\/2 that
is, A\ = <2, corresponding to a very large frequency change (in this case, in GHz). Now
with the spectral pit presence, the real refractive index is now frequency dependent and
changing faster than the frequency (see figure (5.10) b), that is, A = i thus over a
small frequency change, it is possible to change the wavelength by A/2, moving from
one cavity mode to another cavity mode. This process in laser terminology is called
frequency pulling of the cold resonator modes [27]. I will borrow that terminology here
to describe this effect in our cavity. Due to this pulling effects, our cavity free spectral
range Vg, now depends on the group velocity of the light beam across the pit instead of
the normal speed of light in the medium, that is:

_ b

2L 2al’ (5.7)

Vp
Suppose we have a spectral pit with a width of 10 MHz and an al. of about 1.5 in
our crystal, then using equation (5.7), we get the cavity free spectral range to be 10.5
MHz (which make sense, see figure (5.11) a). The cavity free spectral range for a fix
spectral pit, depends greatly on the al. we can get in the crystal cavity, the higher
the values, the closer the resonance peaks of the cavity. Therefore, for us to have 2
cavity resonance peaks within the spectral pit, we need to have an al. of atleast 2
in the crystal cavity. For the 10 MHz spectral pit with an al. of 2, the free spectral
range of the cavity becomes 7.9 MHz, showing clearly that, we can fit 2 peaks within
the spectral pit. Thus, when the group velocity reduces by 4 orders of magnitude, we
expect the free spectral range to have a corresponding reduction, that is, move from
GHz to MHz. Also, with a 4 order reduction in the free spectral range, the spectral
width should have the same 4 order reduction in magnitude. Figure (5.11) a clearly
shows these changes, as the spectral width is in MHz range now from GHz before and
the free spectral range is also in MHz range. Also, from equation (5.7), the free spectral
range depends on the width of the spectral pit, thus changing the spectral pit width,
changes the free spectral range as shown by figures (5.11) a, b. In figure (5.11) a, b,
all the cavity resonance peaks are at the edges of the spectral pits, which implies that
we have an al & 1.5. Figure (5.11) a, b, agrees well with this value for the aL using
equation (5.7).

From figure (5.11) a, the free spectral range is in the order of MHz. This corresponds
to a cold cavity of length in the order of hundreds of meters.

Effects of peaks in pit: Now, on inclusion of peaks in the spectral pit, the crystal
cavity resonance peaks completely changes. To understand this, we first created an
empty pit and move the cavity until we have the crystal cavity resonance in the center
of the pit, see figure (5.11) ¢ and d. The cavity resonance peak shown in figure (5.11)
¢, has the frequency pulling effects of the empty pit presence already. Including a peak
(absorption line) in the spectral pit, introduces new Pr®" ions in the spectral pit. This
new ions will now contribute to additional phase shift to the light wave during one
round trip. This additional phase shift will cause a corresponding additional frequency
pulling effects on the crystal cavity resonance peaks. This will make the crystal cavity
resonance peaks more closer together and more narrow, see figure (5.13) b,c. The higher
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the number of peaks in the spectral pit, the narrower and closer the crystal cavity
resonance becomes. Figure (5.13) d shows the crystal cavity resonance peak together
with the changes of the resonance peak due to the inclusion of a peak in the spectral pit.

Moving the attocube changes the cavity thickness and hence alters the cavity resonance
frequency. For the same pit width, the frequency pulling effect will also be the same,
but the cavity resonance frequency will be at different frequencies for different attocube
position. Figure (5.13) a shows different cavity resonance frequency in the presence of
a peak in the pit.

The presence of peaks in the spectral pit causes the free spectral range of the cavity
to be in units of MHz range. This further corresponds to a cold cavity with length
of the order of hundreds of meters. Thus, we can turn our cavity, with the help of a
spectral pit plus peaks (absorption lines) to a cavity with a free spectral range of the
order of units of MHz, corresponding to cold cavities of lengths in the order of hundreds
of meters.

(iii) Cawvity free spectral range and cavity sensitivity:

Our cavity is a standing wave cavity, and as such we expect a built-up of the E-field
within the cavity at the resonance of the cavity.

First we investigated the crystal cavity effect on the pit creation process by using
different number of pulses in the spectral pit burning sequence. Figure (5.14) a, b shows
the result from the measurement using both the reflected and transmitted beams. For
as low as 10 pulses, we start to see the frequency pulling effects due to the formation
of the spectral pit. On the application of 500 pulses, the spectral pit is completely
formed and any further increase of the number of pulses, doesnt change the spectral
pit structure.

We next investigated the effect of the cavity on the readout pulse by using readout
pulses with very low Rabi frequencies (15 kHz); see figure (5.14) c¢. We then see that
due to the built up within the crystal cavity, the readout pulse acquired enough intensity
to create a spectral pit with then pulls the cavity resonance peaks through frequency
pulling. To see if the effect is position dependent, we moved the attocube and repeat the
process see figure (5.14) c. At different position of the attocube, the cavity resonance
peak (due to the frequency pulling effects as a result of the presence of the spectral pit)
appears at different frequency positions. All the curves moves to the left as we scan the
attocube, moving the attocube from a position when the attocube is open to a position
when it is fully closed. We then created the spectral pit again and use different readout
pulses to read the spectral pit, see figure (5.14) d and (5.15). In figure (5.14) d, two
slow readout pulses (that is, 1 MHz/us), with one of the pulse scaning from -10 to +10
MHz (red curve) and the other from +10 to -10 MHz (blue curve). The both plots are
the same. Further investigated of the readout pulses was done using a high resolution
readout (10 kHz/us) of the spectral pit, see figure (5.15) .

5.4.3 Discussion

During the experiments, we encounter several difficulties, some we could resolve immediately,
and others that we couldnt.
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Figure 5.13: Effect of cavity resonance in the presence of a spectral pit plus peaks. (a) 18MHz
spectral pit, from -1.2 to 16.2 MHz, with a peak at 0 MHz corresponding to the 1/2, — 1/2,
transition in Pr®" ion. There are 2 other peaks corresponding to the 1/2, — 3/2, and
1/2, — 5/2, transition in Pr’* ion. The peak has FWHM of 100 kHz and the readout is a
right readout, from -13 to 25 MHz. The detector gain is 10° and measurement done using the
reflected beam. The length of the cavity is changed by moving the attocube and each plot
corresponds to different attocube position. We can clearly see the frequency pulling effect
of the resonance peak. Moving the attocube, moves the cavity resonance peak (b) Same as
a but with 1, 2, 3, 4 peaks. The peaks have a FWHM of 100kHz with a seperation of 1.2
MHz. The number of resonance peaks we see correspond to the number of peaks. The first
peak is at 0 MHz, the second peak at 1.2 MHz, the third at 2.4 MHz and the fourth at 3.6
MHz. (c¢) 16MHz spectral pit, center at 0MHz and scan -10 MHz to +10 MHz with 2 and 4
peaks. The first peak is at 0 MHz, the second peak at 1.2 MHz, the third at 2.4 MHz and
the fourth at 3.6 MHz. The pit creation sequence is made up of 500 pulses. The burn back
pulses has Rabi frequency 300 kHz with a peak FWHM of 100kHz, seperation 1.2MHz. The
first peak is position at 0 MHz at the center of the pit. The data acquisition was done using
a high resolution readout, that is, 10 kHz/us, with a readout scan from -10 to +10MHz in
the transmission beam. All the data are average. We see the frequency pulling effects on the
cavity resonance frequency, pulling them closer. (d) This is same as ¢ but in addition, the
resonance peak before the inclusion of the peaks is also included, to show how the inclusion
of absorption peaks changes the cavity resonance peak.
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Figure 5.14: Effects of the cavity build-up on the input and readout pulses. (a) Effect of
different number of pit burning pulses in reflection measurement. The number of pulses in
the pit creation sequence for a 10 MHz wide pit centered at 0 MHz were changes to see the
effects of the number of pulses used in the pit creation. The crystal cavity was adjusted using
the attocube such that, the center of the inhomogeneous profile of the crystal coincided with
the cavity resonance. An eraser pulse was included during the pit creation sequence, which
range from -60 to +60 MHz. This pulse re-shuffle the ions after each pit creation before the
creation of a new pit. All the plots are average with a right right used for data acquisition.
A readout scan of -10 to +10 MHz was used. Already for 10 pulses present in the creation
sequence, we start seeing the cavity resonance, implying we start have a formation of the
spectral pit. After the application of 500 pulses in the pit creation sequence, any further
increase of the pulse number doesn’t result in any apparent changes in the pit shape. (b)
Same as a but in transmission. (c) No pit creation, just readout. Effect of the readout
pulses in transmission measurement. We see that the readout pulse in itself creates a pit in
the crystal, and due to the frequency pulling effect, we can see the cavity resonance peaks.
Changing the cavity length by moving the attocube the cavity resonance moves with it. The
A\/2 plate was at 35° for maximum interaction with the ions. High resolution readout (that
is, 10 kHz/us scan rate) was used in the data acquisition process and readout every 2 ms
followed by a waiting time of 200 ms. The readout pulse have a Rabi frequency of 15 kHz.
(d) Effect of readout direction on 10 MHz pit centered at 0 MHz. Two slow readout pulses
(that is, 1 MHz/us), with one of the pulse scaning from -10 to +10 MHz (red curve) and the
78ther from +10 to -10 MHz (blue curve). The two plots are the same.
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Figure 5.15: The sensitivity of the cavity. Effect of different readout pulse on a created 10
MHz pit centered at OMHz. The high resolution readout, that is, 10 kHz/us, has less ringing
as compared to the fast readout that is, 1 MHz/pus.

The FWHM of the cavity resonance peak far away from the inhomogeneous ion absorption
peak, was obtained by scanning the laser frequency. If we are to use the cavity for quantum
state storage, in addition to the cavity resonance peaks FWHM, we will need the position in
the crystal cavity were the cavity is matched to the ion absorption in the crystal, see figure
(3.2). To obtain the position were the cavity is impedance matched accurately; we will need
to scan the cavity full diameter. One suggestion will be to use an attocube with a larger
movement range, say 6 mm. the cavity has two resonance peaks within its diameter, with
one in the upper half of the cavity and the other in the lower half. Therefore, if we can
scan either the lower or upper half of the cavity, we will be sure to find a resonance peak
present. Also, due to the frequency pulling effects on the cavity resonance, extral care must
be taken to make sure, the FWHM of the cavity resonance peak will be larger than the AFC
bandwidth. Even if this is achieved, inclusion of peaks within the spectral pit destroy the res-
onance peak and as of now, we are not sure of the exact effect of this on the memory efficiency.

During the experiments, there were too many parameters to control and optimized all at
once. For example, we needed the cavity resonance to be within the crystal absorption profile
and at the same time, the cavity needs to be impedance matched to the ions absorption.
We couldnt control, for example the cavity FWHM of its resonance peaks, which is very
important for the quantum state storage experiments.

In the sets of experiments presented above, it was important that we are able to interact
with the Pr®" ions in the crystal maximally. To achieved this, we had to rotate the \/2 plate
to 35°, thus changing the light polarization. Due to the fact that, our crystal is a birefringence
crystal, the polarization of the light that interacts maximally with the ions does not interact
maximally with the cavity. Maximum interaction with the cavity was obtained at 0° of
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the A/2 plate. Therefore, there was always a trade-off between interacting maximally with
the cavity or with the Pr®* in the crystal. Since our main goal was quantum state storage
using the Pr3* ions, we therefore chose to interact maximally with the ions and not the cavity.

In all, the time I spend in the lab, was very educating and I wish I could do it more often
and even permanently.

5.4.4 Suggestion

My first suggestion would be that a detail mathematical model should be developed, that
can simulate the cavity resonance peaks changes in the presence of the spectral pit plus
peaks (absorption lines). This will help in the control and optimization problems encounter
in the lab during the experiments. A mathematical model has been developed by another
diploma student in the group to study the effect on the cavity resonance due to the presence
of a spectral pit in the cavity.

Also, more experiments needs to be done, to investigate the frequency pulling effect in the
cavity. Quantum state storage experiments needs to be performed using the AFC protocol
to see if the idea of using a cavity to enhance the absorption of a memory material with low
absorption works with the AFC protocol or not.

The option of using a different memory protocol (e.g. CRIB protocol) with the cavity
should be considered.

5.5 Summary

- Praseodynium doped in Y,SiOj crystal is a very good candidate for quantum state
storage. The hyperfine energy levels, the homogeneous and inhomogeneous line widths
are some of its good properties making it a good candidate for AFC protocol.

- Cavity surface flatness can be measured using inference effects from the cavity.

- A spectral pit in a crystal cavity, changes th cavity resonance frequencies due to fre-
quency pulling effects.
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CONCLUSION

It is possible to use a cavity to enhance the absorption of a material used for quantum state
storage, as long as the cavity resonance peak FWHM is larger than the memory material
absorption profile FWHM. If the AFC protocol is used to realized the quantum memory,
care must be taken as the creation of the spectral pit, brings in the frequency effect and
every thing becomes messy.

On creation of a spectral pit in a crystal cavity, frequency pulling effects pulls the cavity
resonance peaks closer. Due to the changing absorption in the crystal caused by the spectral
pit creation, there will always be slow light in the cavity. The presence of absorption peaks
within the spectral pit, will causes further frequency pulling effects on the cavity resonance
peaks, pulling them even closer together.
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APPENDIX A

’dimension structures and data array
Dim ent As T_ENTITY, op As T_OPERATION, idl As Long, id As String
Dim data() As Double, datas() As Double, samynew As String

’find node numbers of source, etalon crystal, etalon material and Analysis surface
ida&=FindName ("Analysis 3")

idas&=FindName("Analysis 4")

id1&=FindName ("wedge etalon crystal")

idm&=FindMaterial("etalon")

ids&=FindName ("Source 1")

’SetTextFile samynew.txt, fileOnly

Set excelApp = CreateObject("Excel.Application")
Set excelWB = excelApp.Workbooks.Add
Set excelRange = excelWB.ActiveSheet.Cells(1,1)

b

’Make Excel visible
)

excelApp.Visible = True

b

’Name the worksheet
)

sheetName = "angle_0.0031"
excelWB.Worksheets("Sheetl1") .Name = sheetName

)

’write column headers
)

RowCount = 1

xName = "distance"

yNamel = "losses from first mirror"
yName2 = "losses from second mirror"
yName3 = "total losses from cavity"
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excelRange.Cells(RowCount,1) .Value = xName

excelRange.Cells(RowCount,?2) .Value = yNamel
excelRange.Cells(RowCount,3) .Value = yName2
excelRange.Cells(RowCount,4) .Value = yName3

>Imported from ’C:\Documents and Settings\photonecho\Desktop\fred\test_script.frs fr

’set file name string and clear output window
fname$=GetDocDir() & "\temp.fgd"
fnames$=GetDocDir() & "\temps.fgd"
ClearQOutputWindow

’print header for two column data printing
Print "offset", Chr(9), "R"

’computation of Fabry-Perot transmission resonance thickness

M&=11883 ’integer
wv#=GetSourcelthWavelength(ids,0) ’wavelength
mindx#=RefractiveIndex(idm,wv) ’etalon index

thk#=M* (wv*1e-3)/(2*mindx) >transmission resonance thickness

GetOperation idl,2,o0p

op.val2= 0 : startval=op.val2
SetOperation idl,2,o0p
Update

nstep&=1223

’nstep&=2337

"nstep&=Int (7*Abs(startval +1))*100
Print nstep
EnableTextPrinting(False)

’cavity thickness change increment
?ink#=wv*le-3 ’0.0005*wv*1le-3
ink=1’0.0005

testv=10’0.065

’loop over cavity thicknesses
For i=0 To nstep

’get and set etalon crystal thickness
’GetCustomPrism idl,id,ent,lnz
’1nz.param2=thk+i*ink

’SetCustomPrism idl,ent,lnz

SetMaterialAbsorb idm, wv, testv
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’GetOperation idl,2,op
’If i=0 Then
’op.val2=op.val2
> Else
’op.val2=op.val2+ink
’End If
SetOperation idl,2,0p
Update

’trace ray with no draw
TraceCreate

’compute irradiance on Analysis Surface
cnt&=IrradianceToFileAS(ida,fname)

’load data into Analysis Results Node and compute total integrated power
idarn&=ARNCreateFromFile (fname, "temp")
ARNGetDataAsDoubleArray idarn,data
px#=ARNGetAAxisValueAt (idarn,0)-ARNGetAAxisValueAt (idarn,1)
py#=ARNGetBAxisValueAt (idarn,0)-ARNGetBAxisValueAt (idarn,1)
ARNDelete idarn
ptot#=0
For j=0 To UBound(data,1)

For k=0 To UBound(data,2)

ptot=ptot+data(j,k)*px*py

Next k
Next j

cnts&=IrradianceToFileAS(idas,fnames)
idarns&=ARNCreateFromFile (fnames, "temps")
ARNGetDataAsDoubleArray idarns,datas

pxs#=ARNGetAAxisValueAt (idarns,0)-ARNGetAAxisValueAt (idarns,1)
pys#=ARNGetBAxisValueAt (idarns,0)-ARNGetBAxisValueAt (idarns,1)
ARNDelete idarns

ptots#=0
For j=0 To UBound(datas,1)
For k=0 To UBound(datas,2)
ptots=ptots+datas(j,k)*pxs*pys
Next k
Next j

)

’move pointer to next row
)

RowCount = 2
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’fileOnly (True)
excelRange.Cells(RowCount+i, 1) .Value = testv
’excelRange.Cells(RowCount+i,1).Value = op.val2
excelRange.Cells(RowCount+i,2) .Value = ptot
excelRange.Cells(RowCount+i,3) .Value = ptots
excelRange.Cells(RowCount+i,4) .Value = ptot + ptots
excelWB.Worksheets(sheetName) .Columns ("A:E") .Autofit

’print result to output window

’EnableTextPrinting(True)
’Print Chr(9), testv, Chr(9), ptot, Chr(9), ptots, Chr(9), ptot+ptots

’Print op.val2, Chr(9), ptot, Chr(9), ptots, Chr(9), ptot+ptots
EnableTextPrinting(False)

’end loop
testv=testv-ink
Next i

EnableTextPrinting(True)

’reset cavity thickess to initial value
’GetCustomPrism idl,id,ent,lnz
’1nz.param2=thk

’SetCustomPrism idl,ent,lnz

GetOperation idl,2,0p
op.val2=startval
SetOperation idl,2,o0p
Update

Print "done"

Set excelRange=Nothing
Set excelWB=Nothing
Set excelApp=Nothing
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APPENDIX B

2 MHz pit
pulses Vstart (MHZ) | Veenter (MH2Z) | Veng (MHz) Qe

burnpit13 -0.5 0 +0.5 3/2 — 1/2,

burnpit14 +0.5 0 -0.5 3/24 — 1/2,
4 MHz pit

burnpit13 -2 0 +2 3/2 — 1/2,

burnpit14 +2 0 -2 3/24 — 1/2,
6 MHz pit

burnpit13 -3 0 +3 3/2, — 1/2,

burnpit14 +3 0 -3 3/2, — 1/2,
8 MHz pit

burnpit13 -4 0 +4 3/2 — 1/2,

burnpit14 +4 0 -4 3/24 — 1/2,
10 MHz pit

burnpit13 -5 0 +5 3/2 — 1/2,

burnpit14 +5 0 -5 3/24 — 1/2,
16 MHz pit

pulses Vstart (MHZ) | Veenter (MH2Z) | veng (MHz) Qe
burnpit1s 3 0 +8 372, — 12,
burnpit14 +8 0 -8 3/2 — 1/2,

The table above shows the list of pulses used for the spectral pit creation sequences, with
the start, center, end and Rabi frequencies. The Rabi frequency shows which transition will
be targeted by the pulse and hence what intensity the light pulse should have, in order for
it to matched the oscillator strength. Burnpit13 was first applied followed by burnpit14 and
they where each repeated 500 times. For the 18 MHz pit, the pit burning sequence was as
shown in [22]
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