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Abstra
tEuropean Spallation Sour
e (ESS) is a linear parti
le a

elerator planned to be builtin Lund, Sweden. There is a need to 
ontrol the ele
tri
 �eld in the 
avities in theparti
le a

elerator, a

ording to given spe
i�
ations of the �eld. The aim of thisthesis is to 
ompare a traditional PI 
ontroller to an MPC 
ontroller, to see if thereis any di�eren
e in the performan
e that 
an be a
hieved. One important aspe
t ofthe performan
e analysis is to see whether the klystron e�
ien
y 
ould be in
reasedwith either of the 
ontrollers.Sin
e ESS is planned to open 2019 and to be fully operational 2025, the evaluationwill be based on simulation results in Matlab/Simulink. To be able to do the 
ompar-isons a model of the entire system, a realisti
 model of the klystron, a PI 
ontrollerand an MPC 
ontroller have been implemented.Both the PI 
ontroller and the MPC 
ontroller give satisfying results in normaloperation. The klystron e�
ien
y 
ould be in
reased with the MPC 
ontroller, andprobably with the PI 
ontroller as well.Keywords: European Spallation Sour
e (ESS), Parti
le a

elerator, PI 
ontroller,MPC 
ontroller, Klystron, Cavity, Matlab, Simulink.
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SammanfattningEuropean Spallation Sour
e (ESS) är en linjära

elerator som kommer att byggas iLund, Sverige. Det �nns ett behov av att reglera det elektriska fältet i kaviteterna ia

eleratorn enligt givna spe
i�kationer för fältet. Syftet med arbetet är att jämföraden vanligare PI regulatorn med en MPC regulator för att se om det är någon skillnadi prestandan. En viktig synpunkt i jämförelsen är att se om klystrone�ektiviteten kanökas med någon av regulatorerna.Eftersom ESS är i planeringsstadiet o
h först kommer vara i full drift 2025 såbaseras utvärderingen på resultat från simuleringar i Matlab/Simulink. För att kun-na jämföra regulatorerna har en modell av hela systemet, en realistisk modell avklystronen, en PI regulator o
h en MPC regulator implementerats.Både PI regulatorn o
h MPC regulatorn ger tillfredställande resultat vid normaldrift. Klystrone�ektiviteten kan förbättras med en MPC regualtor, o
h troligen ävenmed en PI regulator.
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1. Introdu
tion
1.1 Aim of thesisThere is a need to 
ontrol the ele
tri
 �eld in the 
avities in ESS's parti
le a

elerator,a

ording to given spe
i�
ations of the �eld. The 
ontrol system for this task 
ouldbe designed in many di�erent ways. The aim of this thesis is to 
ompare a traditionalPI 
ontroller to an MPC 
ontroller, to see if there is any di�eren
e in the performan
ethat 
an be a
hieved. One important aspe
t of the performan
e is to see whether theklystron e�
ien
y 
ould be in
reased with either of the 
ontrollers.The evaluation will be based on simulation results in Matlab/Simulink. To beable to do the 
omparisons a model of the entire system, with a realisti
 model of theklystron, a PI 
ontroller and an MPC 
ontroller, is needed.1.2 Outline of reportThe outline of this report is that the theoreti
al ba
kground needed to des
ribe allthe 
omponents of the system is given in Chapter 2. The implementation detailsare des
ribed in Chapter 3. The methodology of the tests performed is des
ribed inChapter 4. The results will then be listed in Chapter 5 followed by dis
ussion and
on
lusion in Chapters 6 and 7.1.3 European Spallation Sour
e (ESS)European Spallation Sour
e (ESS) is a resear
h fa
ility under development in Lund,Sweden. Seventeen European 
ountries1 are parti
ipating in the proje
t, whi
h isplanned to open in 2019 and be fully operational in 2025. By a

elerating protons toalmost the speed of light and then 
olliding them with a target of tungsten, neutronswill be released from the target and led out to 22 independent experimental stations,as shown in Figure 1.1 [3, Ch.2℄.In the experimental stations the neutrons are used for di�erent material studies.Neutrons work in a similar way to X-rays, but the resulting images show di�erentparts of the obje
t. Neutrons give good pi
tures of 
arbon, nitrogen and oxygen thatare all important to life [6℄. They 
an also distinguish between di�erent isotopesof hydrogen. These abilities together with the fa
t that neutrons do not damagesensitive samples su
h as living 
ells, makes it a great alternative for 
loser studies offor example proteins and DNA. It is also an important tool to make 
an
er treatmentmore e�
ient. With neutrons the image of the si
k area will be sharper and moredetailed, whi
h makes it easier to only treat 
an
er 
ells and fewer healthy 
ells [3,Ch.2℄.Neutrons are also important in the environmental area. Resear
h to make re
harge-able, longer-lasting, more e�
ient and environmentally friendly batteries and to �ndmore e�
ient and environmentally friendly 
atalysts 
ould for example make future
ars less polluting [3, Ch.2℄.Another important area of resear
h is to develop usable alloys like titanium andhigh-strength aluminium. This 
ould for example give lighter airplanes, meaningless usage of fuel whi
h would be good for the nature [3, Ch.2℄. Some other areaswhere neutrons 
an be used for resear
h are biofuel, 
osmeti
s, detergents, paint,nanos
ien
e, medi
ine, food te
hnology, 
ombustion, pa
kaging and geos
ien
e [7℄.1Sweden, Denmark, Norway, Latvia, Lithuania, Estonia, I
eland, Poland, Germany, Fran
e, theUnited Kingdom, the Netherlands, Hungary, the Cze
h Republi
, Switzerland, Spain, and Italy. 9



Chapter 1. Introdu
tion

Figure 1.1 An overview of the experimental stations in ESS [3, Ch.2℄.
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1.3 European Spallation Sour
e (ESS)The ESS a

eleratorThe s
hemati
s of the parti
le a

elerator are shown in Figure 1.2. The proton beamenters the a

elerator from the proton sour
e and then passes a number of 
avities onits way to the target. The 
avities have ele
tri
 �elds with alternating polarity, whi
ha

elerate the protons to very high energies [11, Ch.4℄.
Figure 1.2 S
hemati
 pi
ture of the a

elerator, May 2012. The blo
ks between the sour
eand the target are the di�erent kinds of 
avities that will be used [5℄.The a

elerator 
an be broken down to many small subsystems that ea
h 
ontainsa 
avity, a klystron (basi
ally an ampli�er), a 
ir
ulator and a Low Level RadioFrequen
y (LLRF) system that in
ludes the 
ontroller [3℄. A s
hemati
 diagram ofthis 
an be seen in Figure 1.3.The basi
 idea is that the �eld of the 
avity is measured and the measurementsenter the 
ontroller. The 
ontroller 
ompares the a
tual values with the referen
esand 
al
ulates a new 
ontrol signal in the shape of a voltage. This signal is sent to theklystron that ampli�es it and passes it on to the 
avity. The purpose of the 
ir
ulatoris to make sure that no re�e
ted waves from the 
avity enters the klystron, sin
e that
ould destroy the klystron. Another good thing about the 
ir
ulator is that it makessure that the klystron sees a 
onstant load, as to not be a�e
ted by the so 
alledpulling e�e
t. The fun
tionality of the di�erent parts will be des
ribed in more detailin Chapter 2.The easiest way to 
ontrol the system is if the klystron is assumed to be linear.However, the klystron 
an only be viewed as linear in an area where the e�
ien
yof it is low. To be able to use the klystron more e�
iently, the operation of it mustmove to its non-linear area. Every improvement of the e�
ien
y of the klystron willredu
e the amount of waste energy in ESS and hen
e save both energy and money.As 
an be seen in Figure 1.2 there are a number of di�erent 
avity types. The fo
usof this thesis will be on the high β ellipti
al 
avities, sin
e they outnumber the othersand will be 
ontributing the most to the energy 
onsumption. The methodology 
ouldhowever just as well be used on the other 
avity types, the only modi�
ation wouldbe to 
hange some of the parameters. The β is in this 
ontext a measurement of thevelo
ity of the parti
les, v = β · c where c denotes the speed of light.
Figure 1.3 A subsystem of the a

elerator showing the klystron, the 
ir
ulator, the 
avityand the LLRF system.
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2. Theoreti
al ba
kground
2.1 Low Level Radio Frequen
y (LLRF) systemThe LLRF system 
ontains the 
ontroller with whi
h the system 
an be a�e
ted. Asmentioned before, the obje
tive is to 
ontrol the ele
tri
 �eld of ea
h 
avity to followgiven spe
i�
ations of the amplitude and phase. To be able to do this, the �eld ofthe 
avity is measured with a small antenna that is 
oupled in a way that gives a lowimpa
t on the �eld [3, Ch.4℄. The measurements are then digitalized and sent to the
ontroller. The 
ontroller uses the data, 
ompares it to the referen
es and 
al
ulatesa new 
ontrol signal that is D/A-
onverted and sent on to the klystron. How the
ontrol signal is 
al
ulated depends on the 
hoi
e of 
ontroller and will be dis
ussedin asso
iation with ea
h of the two 
ontroller types used.2.2 RF CavityAn RF Cavity is a type of resonator that 
an be des
ribed as an LCR-
ir
uit [12, Ch.3℄.The inputs to the 
avity are the 
urrent from the generator (klystron), Ig, and thebeam 
urrent, Ib. This gives the total input I = Ig + Ib = Ig − 2Ib0, where Ib0 isthe DC 
omponent of the beam and the fa
tor 2 o

urs sin
e the bun
h length ofthe beam is short 
ompared to the bun
h spa
ing [12, Appendix A.4℄. A s
hemati
pi
ture of the system, as seen from the 
avity, is shown in Figure 2.1.

Figure 2.1 S
hemati
 image of the system as seen from the 
avity, adapted from [12℄.The 
avity 
onsists of the LCR-
ir
uit, I is the total input 
urrent and Zext is the externalload as seen from the 
avity.The interesting parts in this appli
ation are the amplitude and phase, or realand imaginary parts, of the voltage in the 
avity. The fast harmoni
 variations ofthe voltage due to the RF frequen
y are not as interesting as the slow 
hanges ofamplitude and phase over time. These slow 
hanges are 
alled the envelope of thesignal (see Figure 2.2). The fast variations are separated from the slow 
hanges inthe following expressions of the signals:V(t) = (Vr(t) + iVi(t)) · eiωt (2.1)I(t) = (Ir(t) + iIi(t)) · eiωt (2.2)where V is the voltage, Vr and Vi are the real and imaginary parts of V, I is the
urrent, with real and imaginary parts denoted Ir and Ii, and ω is the RF frequen
y.If these signals are inserted to the di�erential equation of a driven LCR 
ir
uit,the equations for the 
avity 
an be derived, and the result is shown in Eq.(2.3). Fora detailed derivation of these equations, see [12℄.12



2.3 Power generation

Figure 2.2 The envelope of the red high frequent signal is shown in the thi
k blue line.
V̇r + ω1/2Vr + ∆ωVi = RLω1/2Ir

V̇i + ω1/2Vi − ∆ωVr = RLω1/2Ii
(2.3)or in state spa
e form with the state ve
tor x =

(

Vr

Vi

), and the input ve
tor u =

(

Ir

Ii

)

ẋ =

(

−ω1/2 −∆ω

∆ω −ω1/2

)

x+

(

RLω1/2 0

0 RLω1/2

)

u

y =

(

1 0

0 1

)

x

(2.4)where
ω1/2 =

ω0

2QL
(2.5)

∆ω = ω0 − ω (2.6)
1

RL
=

1

R
+

1

Zext
(2.7)and R and Zext are the impedan
es in Figure 2.1.In the derivation of these expressions the se
ond-order time derivatives of the volt-age have been negle
ted, sin
e they are 
omparatively small. It is also assumed thatthe resonan
e frequen
y of the 
avity, ω0, and the RF frequen
y, ω, are almost equal,and that the loaded quality fa
tor, QL≫1. All parameters are listed in AppendixA.1.2.3 Power generationTo be able to generate the power needed to rea
h the desired 
avity voltages there are afew steps that need to be done. First of all, power from the wall so
ket is transformedto high DC voltage in a modulator. The high DC voltage is then transformed toan RF power in the klystron. This is needed sin
e the 
avity 
an not use the DCpower dire
tly. The RF power then needs to be transported to the 
avity, this is donethrough waveguides and power 
ouplings. The fun
tionality of the di�erent parts willnow be des
ribed a bit more in detail [13℄. 13



Chapter 2. Theoreti
al ba
kgroundModulatorThe modulator takes the alternating voltage from the ele
tri
al network and trans-forms it to a 
ontinuous high voltage. Sin
e the RF system is pulsed, but the impa
ton the ele
tri
al network is preferably 
onstant, the modulator uses 
apa
itors thatare 
ontinuously 
harged and then dis
harged when a pulse is wanted. Hen
e themodulator 
an be seen as a bu�er for the voltage as well as a 
onverter [13℄.It is important to keep the high voltage signal as steady as possible during thepulse, but due to the dis
harging of the 
apa
itors there will be a droop in the signal.There will also be some ripple in the signal due to, for example, resonan
e frequen
iesin the ele
tri
al 
ir
uit. The spe
i�
ations of the modulator, relevant to this thesis,are listed in Appendix A.1. Ripple of higher frequen
ies than the one listed in A.1are also present but at lower amplitudes and are not taken into a

ount in this thesis.KlystronKlystrons are 
ommonly used in radio transmitters and radars. They are also usedin parti
le a

elerators.A klystron is itself a small parti
le a

elerator. The physi
s of the klystron isshown in Figure 2.3. The ele
trons are bun
hed together by the RF �eld in the input
avity of the klystron. The voltage from the modulator makes the ele
tron bun
hesgain more and more energy. This energy is then dissipated in the output 
avity ofthe klystron and led on towards the RF 
avity.The klystron ampli�
ation is shown in the AM-AM 
urve in Figure 2.4 and AM-PM 
urve in Figure 2.5. These 
urves are the result of simulations made by the ESSRF group in the software AJ Dis
 [8℄. AM stands for amplitude modulation whilePM stands for phase modulation. The AM-AM 
urve shows the ampli�
ation in theklystron and the AM-PM 
urve shows the phase shift that the klystron gives rise to.As 
an be seen in Figure 2.4, there is a saturation of the output power. This o

urswhen the signal gets perfe
tly bun
hed. If the drive power is in
reased from thatsaturated drive power, the ele
trons start to pass ea
h other and the bun
hing is nolonger optimal. That is why the 
urve de
reases for higher drive powers.

Figure 2.3 The physi
s of the klystron. Ele
trons from the ele
tron sour
e are bun
hedtogether by the drive power in the input 
avity. The ele
tron bun
hes are then a

eleratedby the modulator voltage. The output power from the klystron is lead out by an antennafrom the output 
avity.14



2.3 Power generation

Figure 2.4 The AM-AM 
urve, where AM stands for amplitude modulation. This 
urveshows the ampli�
ation in the klystron. The saturation point is marked with a dotted lineat the drive power 75.5 W. The stars show the data points re
eived from [8℄. The line is theresulting polynomial graph.

Figure 2.5 The AM-PM 
urve, where PM stands for phase modulation. This 
urve showsthe phase shift in the klystron. The stars show the data points re
eived from [8℄. The lineis the resulting polynomial graph. 15



Chapter 2. Theoreti
al ba
kgroundDepending on the voltage from the modulator, the ele
tron bun
hes will gain adi�erent amount of energy while traveling through the klystron, whi
h means thatthe AM-AM 
urve will be s
aled di�erently in the y-dire
tion. As a 
onsequen
e ofthe s
aling, the same output power 
an be a
hieved with a smaller modulator voltageif the operation area of the klystron 
an be moved upwards from the linear areatowards the saturation point. This would in
rease the e�
ien
y of the system and
ould drasti
ally redu
e the energy usage.Waveguides and power 
ouplingThe RF power is transported from the klystron to the 
avity in a waveguide. The
oupling between the waveguide and the 
avity is important. The power needs to beinserted in su
h a way as to have signi�
ant in�uen
e on the �eld of the 
avity. Italso needs to make sure that the air from the waveguide does not enter the va
uumof the 
avity [13℄.If the impedan
es of the 
avity and the klystron are not mat
hed properly, someof the power (or voltage) will be re�e
ted at the 
oupling. To get rid of the re�e
tedwaves, or at least to de
rease them, the impedan
e of the 
avity 
an be modi�ed bydetuning. Detuning o

urs when the system is operated on another frequen
y thanthe resonan
e frequen
y of the 
avity. The tuning angle ψ is the angle between thegenerator 
urrent and the generator voltage, and between the beam 
urrent and beamvoltage [12, Ch.3℄.2.4 Control designTwo di�erent types of 
ontrollers will be used in this work. A PI 
ontroller, sin
e thatis what is normally used in similar pro
esses today, and an MPC 
ontroller, sin
e thatis a more advan
ed, model based, 
ontroller that might improve the performan
e ofthe pro
ess. The ideas of the 
ontrollers will be des
ribed in this 
hapter, while theimplementation of them will be des
ribed later on.PI ControllerA PI(D) 
ontroller, Proportional Integral (Derivative) 
ontroller, is the most 
om-monly used 
ontroller in industry. The input to the 
ontroller is the error e, whi
his given from e = r − y, where r is the referen
e and y the measured output. The
ontrol signal u is 
al
ulated a

ording to the following formula:
u(t) = K

(

e(t) +
1

Ti

∫ t

0

e(τ)dτ + Td
de(t)

dt

) (2.8)where K, Ti and Td are parameters that 
an be tuned by the user. To have a PI
ontroller, i.e. no derivative part, as will be the 
ase in this work, Td is simply set tozero.For more information on the fun
tionality of a PI (or PID) 
ontroller read forexample [1℄.Model Predi
tive ControlAn MPC 
ontroller 
al
ulates its 
ontrol signal based on a model of the pro
ess.Under presumption that it has a good model, it 
an then use it to predi
t futurevalues of the output. Hen
e the predi
tive part in the name. What it really does isto 
al
ulate the optimal solution, for a user spe
i�ed predi
tion horizon p and 
ontrolhorizon m, to the 
ost fun
tion, Eq.(2.9). The 
ost fun
tion in
ludes the referen
evalues xr, the state ve
tor x and input ve
tor u given as
x =

(

Vr

Vi

)

, u =

(

Ir

Ii

)

16



2.4 Control designand the weight matri
es Qx, Q∆u and Qu [2,10℄. The weight matrix Qu is set to zeroas the value of the 
ontrol signal u does not need to be punished as long as it stayswithin its boundaries.
J(u) =

p
∑

i=0

(xk+i − xrk+i)
TQx(xk+i − xrk+i)

+

m
∑

i=0

(∆uk+i)
TQ∆u(∆uk+i) +

m
∑

i=0

(ūj − ujk+i
)TQu(ūj − ujk+i

)

(2.9)The solution to the optimization problem is the ve
tor of m 
al
ulated 
ontrolmoves. The �rst 
ontrol move is sent out to the system and the others are thrownaway, then it all repeats itself in the next sample. The reason to throw away thefollowing values and 
al
ulate them again is that you want to see if the result reallybe
ame as expe
ted. If the model is perfe
t and there are no disturban
es a
ting onthe pro
ess there would be no need to do this, then 
ontrol moves 
ould be 
al
ulatedfor the entire runtime. However, in reality there are no su
h things as perfe
t modelsand no disturban
es, so some feedba
k is needed to make sure that the system reallybehaved as expe
ted before 
al
ulating the next step.The predi
tion horizon tells how far ahead the 
ontroller looks. The bene�tsof a long predi
tion horizon is that things like possible violation of 
onstraints 
anbe dis
overed in time and be prevented from happening. The drawba
k is that thenumber of 
al
ulations needed in
rease, whi
h demands more time and 
omputerpower. There are some rules of thumb regarding the setting of predi
tion and 
ontrolhorizons. The predi
tion horizon should be larger than the pro
ess time delay d. Atthe same time the 
ontrol horizon should be less than the predi
tion horizon minusthe time delay [10, Ch.13℄.
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3. ImplementationSin
e ESS will not be operational until 2019, all results and 
on
lusions in this thesisare based on simulations made in Matlab/Simulink.The parti
le a

elerator will be a pulsed system with a repeating frequen
y of 14Hz. The LLRF system and the klystron will be turned on at the start of ea
h new
y
le. After a spe
i�ed time, tinj , the proton beam inje
tion will take pla
e and it isimportant that the voltage of the 
avity has rea
hed its spe
i�ed value when the beamarrives. The beam has a pulse length of 2.86 ms and after that the entire system isswit
hed o� until the start of the next 
y
le [3, Ch.1℄.3.1 Overview of the Simulink modelAs shown in the simpli�ed pi
ture in Figure 1.3, the LLRF system, the klystronand the 
avity are 
onne
ted in a feedba
k loop. In the real model there are someadditional parts that need to be taken into a

ount to make the simulation work asdesired. An image of one of the Simulink models used is shown in Figure 3.1.The �rst addition is to keep tra
k of the time. Sin
e the system is pulsed, theLLRF system, the klystron and the beam must be swit
hed on and o� at spe
i�
times. This is a

omplished with the time generator blo
k and the swit
h blo
k inthe Simulink model.The next things added are the 
onversions between voltages, 
urrents and powersthat have to o

ur at the appropriate pla
es. The 
avity equation has a 
urrent asinput and a voltage as output, while the 
ontroller only works with the voltages. Theklystron 
urves are based on powers, and these 
onversions will be des
ribed morein Se
tion 3.2. The 
onversion between the output voltage from the klystron to theinput 
urrent of the 
avity is Ig = 2 · Vg/RL, RL being the loaded shunt impedan
eof the 
avity, and the fa
tor 2 appears as a 
onsequen
e of the 
ir
ulator [12, Ch.3℄.The third item that is added is the transport delay that is inserted between the
avity and the 
ontroller. This is to make the model more realisti
 sin
e there will bedelays in the real system.3.2 Klystron modelThe klystron model is adapted from [9℄ and shown in Figure 3.2. The input signal tothe klystron is the voltage divided into its real and imaginary parts. It is turned intoamplitude and phase parts and the amplitude is 
onverted to power as the 
urves arebased on power signals. The 
onversion is made a

ording to P = V 2/(2 · R). Thefa
tor 2 here appears sin
e the power P is the root mean square value (PRMS), whilethe voltage is the peak voltage V̂ . The R = 50 Ω sin
e it is the impedan
e of thetransmission line between the LLRF system and the klystron.The power signal is then sent through a �lter (see Se
tion Filter below) and afterthat it is saturated to make sure that the input to the 
urves is not higher than thesaturated drive power. The output signal from the AM-PM 
urve is a phase shiftwhi
h is added to the input phase and the phase shift from the modulator. Theoutput signal from the AM-AM 
urve is multiplied with the amplitude fa
tor fromthe modulator (see Se
tion Modulator below). These two resulting signals are then
onverted ba
k into voltage with a real and an imaginary part. The 
onversion frompower to voltage on this side is Vg =
√

2 ·RL · Pout. The fa
tor 2 o

urs due to thesame reason as before, but the impedan
e is now the loaded shunt impedan
e of the
avity RL instead of the impedan
e of the transmission line.The last feature in the klystron model is that a delay is added to the signal.18
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Chapter 3. Implementation

Figure 3.2 S
hemati
 Simulink image of the klystron, adapted from [9℄.FilterThe input signal, 
onverted to power, passes a �lter. Preferably frequen
ies aroundthe RF-frequen
y, 704.42 MHz, should pass. Looking at small deviations around thatfrequen
y and shifting the zero to the RF-frequen
y, gives a lowpass �lter. Originallythe �lter was a bandpass �lter with bandwidth 1.75 MHz. Now, as a lowpass �lter,the �lter still has the same bandwidth. But looking only at the absolute value (theright side of the new zero) the bandwidth is halved and frequen
ies up to 0.875 MHzwill pass, see Figure 3.3 [4℄.
Figure 3.3 The �lter in the klystron. Originally a bandpass �lter, but e�e
tively a lowpass�lter.ModulatorThe modulator implementation gives a pulsed phase shift and amplitude fa
tor. Thephase shift begins at 0 and has a droop of 12◦. There is also a sinus shaped ripplewith amplitude 0.3% and frequen
y 1 kHz on it. The amplitude fa
tor starts at 1 andhas a droop of 1.25%, the ripple is the same as for the phase shift, see Figure 3.4 [4℄.
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(b)Figure 3.4 The phase and amplitude 
hanges due to modulator droop and ripple.20



3.3 PI implementationCurve generationThe polynomials, seen as lines in Figures 2.4 and 2.5, are produ
ed using data fromAJ Dis
 simulations. The data sets 
onsist of points that 
an be seen as stars (*)in the respe
tive �gures. As the re
eived data points only 
overed the drive powerinterval [10 W, 150 W], some fabri
ated points were added. It is not known whathappens for a drive power lower then the spe
i�ed interval, but for 
omputationalreasons two points extend the line towards zero drive power.The Matlab 
ommand polyfit was used to adjust a line of the wanted order
n to the submitted points. It returns 
oe�
ients for a polynomial on the form
a1x

n + a2x
n−1 · · ·+ anx where ai are the 
oe�
ients and x is the input signal. Thesepolynomials are then used in the AM-PM blo
k and AM-AM blo
k of the klystronimplementation.3.3 PI implementationDue to some in
onsistent results in the simulations with Simulink's built-in PI 
on-troller, the de
ision was made to implement our own PI 
ontroller to be able to tra
kall the happenings.The PI 
ontroller is implemented in dis
rete time where the integral has beenapproximated with a sum

uk = K · ek +
K

Ti

k
∑

i=1

ei∆t. (3.1)In the implementation the P part and the I part are 
al
ulated separately and thenadded together as uk = Pk + Ik. The proportional part is 
al
ulated as Pk = K · ek.The integral part is saved after ea
h step, and in the next step the integral part 
anbe 
al
ulated as
Ik = Ik−1 +

K

Ti
ek∆t. (3.2)In the implementation the proportional gain K is 
alled P and the integral gain K/Tiis 
alled I.Sin
e there is a saturation in the klystron drive power the 
ontrol signal is satu-rated. The saturation a
ts on the amplitude of the voltage, but the 
ontrol signalsare the real and imaginary parts of the voltage. Be
ause of this 
ompli
ation the sat-uration is implemented as follows. First the amplitude of the original 
ontrol signalis 
al
ulated

|V | =
√

u2
re + u2

im. (3.3)Then, if this is bigger than the saturation limit, both ure and uim should bede
reased as to keep the phase but de
rease the amplitude. This is done by 
al
ulatinga redu
tion fa
tor
rfac =

|V |max
|V | (3.4)and then multiplying it with the original 
ontrol signalssat(ure) = ure · rfac (3.5)sat(uim) = uim · rfac. (3.6)As always when there are saturations in the system there is a risk of a windupe�e
t on the integral part of the 
ontroller. An anti-windup s
heme is thereforeimplemented. If the saturated 
ontrol signal di�ers from the original 
ontrol signal,i.e. sat(u) 6= u, the integral part is re
al
ulated as

Ik =
1

Tt
(sat(uk) − Pk) (3.7)where Tt is a 
onstant 
hosen in the implementation [1℄. 21



Chapter 3. Implementation3.4 MPC implementationThe MPC-blo
k is an existing blo
k in the Simulink library, see [2℄. There are threeinputs to the blo
k, the delayed 
avity output, the referen
e signal and a measureddisturban
e, whi
h in this 
ase is the beam. There is also a saturation of the drivepower. The saturation 
an not be implemented in the same way as in the PI 
ontroller,sin
e the 
al
ulated 
ontrol signal is not available when the limits are set in the existingMPC blo
k. Instead, both the real part and the imaginary part are limited to the levelof the saturation point mentioned in the klystron se
tion in Chapter 2.3, transformedinto voltage.The starting point of the model to the MPC is the dis
retized state spa
e equationsof the 
avity. Sin
e the output from the MPC 
ontroller does not enter the 
avityimmediately, all the transitions in between also need to be part of the model. This isa

omplished by modifying the dis
retized system B-matrix, Bcav to:
Bmodified = Bcav ·

2

RL

√

1

R
· RL ·Kk, (3.8)where Kk is a linear simpli�
ation of the klystron in the magnitude of the klystronampli�
ation. The A and C matri
es are the same as in the 
avity.The model also needs to be extended to handle the measured disturban
e, thebeam. The measured disturban
e extends the input ve
tor to

u =













Igr

Igi

Ibr

Ibi













(3.9)whi
h means that the B-matrix needs to be extended as well. This is done by B =
[Bmodified Bcav]. Sin
e the beam enters the 
avity dire
tly there are no modi�
ationsto that part.3.5 Phase 
ompensatorAs 
an be seen in Figure 2.5 the klystron 
auses a phase shift. To prevent unwantede�e
ts of this phase shift a 
ompensator blo
k is added as a feed forward. What isdone in the blo
k is that the phase shift is pre
al
ulated from the AM-PM 
urve andadded to the phase before it is sent in to the klystron. This way the total phase shiftfrom the 
ompensator blo
k and the klystron is zero. The phase 
ompensation hasno impa
t on the amplitude.3.6 Droop/ripple 
ompensatorThe droop and ripple of the modulator voltage, see Figure 3.4, a�e
ts the output asa disturban
e that the 
ontrollers are not aware of. By measuring them and makinga feed forward 
ompensation of them the output 
ould follow the referen
es better.The droop and ripple enter the 
ompensation blo
k in the form of the phase shift, ∆p,and the redu
tion fa
tor of the amplitude, λ, that they gave rise to in the klystron inthe previous sample. Inside the blo
k the amplitude of the 
ontrol signal is dividedby the redu
tion fa
tor and the phase shift is subtra
ted from the phase of the 
ontrolsignal. The modi�ed 
ontrol signal is the output of the blo
k.This 
ompensator blo
k does not 
an
el the entire e�e
t, as the phase 
ompensatorblo
k does. The total e�e
t of the 
ompensator blo
k and the droop and ripple onthe phase is

V outphase = V inphase − ∆pk−1 + ∆pk, (3.10)22



3.6 Droop/ripple 
ompensatorwhi
h is good as long as ∆pk−1 ≈ ∆pk.The amplitude out from the klystron if there had been no droop or ripple wouldbe
|Vout| = f

AMAM
(|Vin|) = Kk1

· |Vin| (3.11)whereas the amplitude out from the klystron with droop and ripple and the 
ompen-sation blo
k is
|Vout| = f

AMAM

( |Vin|
λk−1

)

· λk =
Kk2

· |Vin|
λk−1

· λk (3.12)where f
AMAM

(V ) represents the e�e
t of the AM-AM 
urve of the klystron on theinput V . Sin
e that 
urve is not linear, i.e. Kk1
6= Kk2

, they will not ne
essarily
an
el ea
h other out even if λk−1 ≈ λk.
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4. MethodologyThe obje
tive of this thesis is to have a look at the klystron e�
ien
y by experimentingwith the AM-AM 
urve and to see if the MPC 
ontroller is a possible repla
ement ofthe PI 
ontroller by 
omparing the 
ontrollers.To be able to do this, the 
ontrol design and the parameters of the 
ontrollerswill need to be de
ided. The methodology of these tests are des
ribed in Se
tion 4.1below. The robustness to setpoint 
hanges will be tried a

ording to the pro
eduredes
ribed in Se
tion 4.2. After that, the main test of the s
aling of the AM-AM 
urve
an be performed. The methodology of this test is des
ribed in Se
tion 4.3.The result of the experiments will be displayed graphi
ally by plots from thesimulation. Quantitative measurements will also be presented in some of the results.One measurement is the mean squared error e
MS


al
ulated as
e

MS
=

1

N

t0+N
∑

k=t0

|Vk − rk|2 (4.1)where t0 is the �rst sample after the beam is inje
ted, and N is the number of samplesduring the pulse. Vk is the voltage ve
tor at sampling instant k, and rk is the referen
eve
tor at that same sampling instant.Another measurement is the elapsed time of the simulation. This is a
hieved bythe 
ommands ti
 and to
 in Matlab. A problem with this time is that it dependson what other pro
esses that are running on the 
omputer during the simulation. Tomake it a slightly better measurement, the time value will be the mean value from 10di�erent simulation instan
es. Only signi�
ant di�eren
es in time will be dis
ussedsin
e small di�eren
es are in the s
ope of the varian
e.4.1 ControllersThe pro
ess of �nding the best PI 
ontroller and MPC 
ontroller for the systemis divided into two parts. One part is to �nd the best 
ontrol design, i.e., whatadditional blo
ks that are needed to make the performan
e as good as possible. These
ond part is to �nd the 
ontrol parameters that give the best result. The two partsare interdependent, when a better set of parameters has been found the design testsare done again and vi
e versa.Tests of the 
ontrol designIn these tests the obje
tive is to look at the e�e
t of the 
ompensator blo
ks thatwere dis
ussed in Chapters 3.5 and 3.6. The tests are done by adding or removingthe 
ompensator blo
ks from the Simulink model, and are performed on both the PImodel and the MPC model. The e�e
t of having the beam as a measured disturban
ein the MPC blo
k will also be tested. The default version is to have the beam as ameasured disturban
e, hen
e the test 
onsists of removing the measured disturban
e.Parameter settingsThe 
ontrollers have a number of parameters that 
an be 
hanged by the user. To�nd appropriate values of these parameters some testing has to be performed. Thetests are done by varying one of the parameters while keeping the others 
onstant andthen evaluating whether the 
hange led to an improvement or not.In the PI 
ontroller the parameters available for tuning are the proportional gain
P , the integral gain I, the sampling time Ts and the anti-windup time 
onstant Tt.In the MPC 
ontroller the parameters to 
hange are the predi
tion horizon p, the
ontrol horizon m, the sampling time Ts, and the weight matri
es Qx and Q∆u.24



4.2 Setpoint robustness4.2 Setpoint robustnessThis test is done to see how robust the 
ontrollers are to 
hanges in the referen
evalues and pulse lengths. The test is based on the planned start-up phase of thea

elerator.During the a

elerator's start-up, some smaller (lower amplitude) and shorterpulses than the usual pulse are used. If the regular pulse is used in the beginning andsomething is wrong with the a

elerator, the 
onsequen
es are devastating. Thereforethese short, small pulses with less energy are used to make sure that everything isworking as it should, to avoid damaging the a

elerator.The referen
es are divided into 5 levels both in amplitude and in pulse length.First, there is a zero referen
e without any pulse. Then, there is a short, low pulsefollowed by short, higher pulses. When the 
orre
t amplitude is rea
hed, the pulsesare made longer until the regular pulse length is rea
hed.4.3 Klystron e�
ien
yThe usual working area for the klystron lies around 0.9 MW in output power duringthe pulse sin
e that is the power needed to remain stationary on the referen
e level,for 
al
ulations see Appendix A.2. With the original AM-AM 
urve this 
orrespondsto a drive power of 16 W and is in the approximately linear part of the 
urve, seeFigure 2.4. By s
aling the 
urve the working area 
an be moved up and down onthe 
urve and hen
e the klystron will get better or worse e�
ien
y, see Se
tion 2.3.Moving up on the 
urve means moving towards and into the non-linear area. Usingdi�erent s
aling fa
tors between 0.5 and 2 gives an outlook on how the system willbehave for the di�erent areas of the 
urve. In this thesis it is assumed that the 
urvewill s
ale linearly and thus keep the same shape independently of the s
aling fa
tors.The AM-AM 
urves for the s
aling fa
tors 0.6 and 2 are shown in Figure 4.1.When the test is done on the MPC model, the s
aling fa
tor is also used to s
ale theapproximative gain Kk dis
ussed in Chapter 3.4.

(a) (b)Figure 4.1 The AM-AM 
urve s
aled with a fa
tor 0.6 in (a), and a fa
tor 2 in (b). Theoutput power 0.9 MW is marked in both pi
tures sin
e that is the power needed to keep the
avity voltage stationary at the referen
e level, see Appendix A.2.
25



5. ResultsUnless stated otherwise the parameters used in the following results are the ones givenin Appendix A.3 for the PI 
ontroller and Appendix A.4 for the MPC 
ontroller. Theseare the parameter values that gave the best results during our tests.The simulation parameters are listed in Appendix A.6.5.1 ControllersThe result of a 0.3 se
ond long simulation is shown in Figure 5.1. Here the pulsedoperation of the system be
omes visible.
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Figure 5.1 The real (green) and imaginary (red) part of the 
avity voltage when runningthe PI model for a 0.3 se
ond long simulation that shows �ve pulses.The outputs for one pulse of the system for our �nal 
ontrollers are shown in Figure5.2 for the PI 
ontroller and Figure 5.3 for the MPC 
ontroller. The �gures show thereal and imaginary parts of the 
avity voltage, the amplitude of the 
avity voltagewith its spe
i�ed limits of ±1%, the phase of the 
avity voltage with its spe
i�edlimits of ±1◦, and the drive power to the klystron. The quanti�ed performan
e of the
ontrollers is listed in Table 5.1.The parameters and 
ontrol design that are used in these �gures are the onesthat have given the best results in the tests of this se
tion, they will be motivated byFigures 5.4 - 5.19 and Tables 5.2 - 5.8. The parameters are listed in Appendix A.3and A.4. Controller e
MS

Elapsed TimePI 5.1869 · 108 2.9 sMPC 1.6307 · 107 2.5 sTable 5.1 The quanti�ed performan
e of the 
ontrollers. eMS is the mean-square errorand elapsed time is the simulation run time.
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5.1 Controllers
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(a) Real (green) and imaginary (red) part ofthe 
avity voltage. The bla
k and blue linesare the 
orresponding referen
e values. 0 1 2 3 4 5
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(b) Amplitude of the 
avity voltage is shownin red, the limits in blue.
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(
) The phase of the 
avity voltage is shownin red, the limits in blue. 0 1 2 3 4 5
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(d) Drive power to the klystron is shown inblue.Figure 5.2 The results from the �nal PI 
ontrolled system.
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Chapter 5. Results
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(a) Real (green) and imaginary (red) part ofthe 
avity voltage. The bla
k and blue linesare the 
orresponding referen
e values. 0 1 2 3 4 5
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(b) Amplitude of the 
avity voltage is shownin red, the limits in blue.
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) The phase of the 
avity voltage is shownin red, the limits in blue. 0 1 2 3 4 5
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(d) Drive power to the klystron is shown inblue.Figure 5.3 The results from the �nal MPC 
ontrolled system.
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5.1 ControllersTests of the 
ontrol designThe real and imaginary outputs when no 
ompensator blo
k is used is shown in Figure5.4. In (a) the result from the PI model 
an be seen. Before the pulse arrives there isa peak in the real part and a dip in the imaginary part. Both parts be
ome os
illatingwhen the pulse arrives, but lie around the referen
e voltage level. For the MPC modelthe result 
an be seen in (b). Before the pulse arrives, the behavior looks the same asfor the PI model, but when the pulse arrives it gets a stationary error for both partsof the signal.
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(b)Figure 5.4 The system run without the two 
ompensation blo
ks. In (a) the PI modelis used, and in (b) the MPC model is used. The green and the red line shows the realand imaginary parts of the 
avity voltage, the bla
k and blue lines are the 
orrespondingreferen
e values.In Figures 5.5 and 5.6 the result with the phase 
ompensator blo
k is shown. InFigure 5.5 the signals look the same for the PI and the MPC systems, but whenzoomed in (Figure 5.6) the di�eren
es are shown for the real parts.The result when both the phase and droop/ripple 
ompensators are 
onne
ted isshown in Figure 5.7. This is used as default in both models.The beam enters the MPC 
ontroller as a measured disturban
e. The e�e
t ofthis 
an be seen in Figure 5.8 where the beam is not a measured disturban
e. Herethe real part of the 
avity voltage gets a stationary error during the pulse. That itonly a�e
ts the real part is due to the fa
t that the beam is seen as a real 
onstant
urrent.
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(b)Figure 5.5 The system run with the phase 
ompensator, but without the droop/ripple
ompensator. In (a) the PI model is used, and in (b) the MPC model is used. The greenand the red line shows the real and imaginary parts of the 
avity voltage, the bla
k and bluelines are the 
orresponding referen
e values. 29
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(b)Figure 5.6 The real part of the voltage zoomed in when the system has been run withthe phase 
ompensator but without the droop/ripple 
ompensator. In (a) the system is runwith the PI model, in (b) with the MPC model. The green line is the real part of the voltageand the bla
k line is the referen
e value.
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(b)Figure 5.7 The real part of the voltage in the 
avity zoomed in. During simulation boththe phase 
ompensator and the droop/ripple 
ompensator were 
onne
ted. In (a) the systemis run with the PI model, in (b) with the MPC model. The green line is the real part of thevoltage and the bla
k line is the referen
e value.
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Figure 5.8 The real (green) and imaginary (red) part of the voltage when running theMPC model without the beam as a measured disturban
e.
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5.1 ControllersParameter settingsPI 
ontrollerIn the PI 
ontroller the 
ontrol parameters P , I, Ts and Tt 
an be 
hanged.The results of varying the parameter P is shown in Table 5.2 and Figure 5.9. InFigure 5.9(a) the amplitude of the signal with its spe
i�
ation limits is shown when
P is set to 3 · 10−4, this gives rise to os
illations and the signal is below the loweramplitude limit in a lot of o

asions. In Figure 5.9(b), P is instead set to 10−4, thesignal is under the lower limit in the beginning of the pulse, but is well inside the restof the pulse time.
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(b)Figure 5.9 The system run with the PI 
ontroller. The 
ontrol parameter P = 3 · 10−4is used in (a) and P = 10−4 is used in (b). The amplitude of the 
avity voltage is shown inred, the limits in blue. P e
MS

Elapsed Time
1 · 10−4 5.1173 · 108 2.6 s
2 · 10−4 5.1869 · 108 2.9 s
3 · 10−4 1.8702 · 1010 4.0 s
1 · 10−3 3.2603 · 1010 4.5 s
1 · 10−5 3.2603 · 1010 4.5 sTable 5.2 Results of di�erent values of P . Other parameters used have default values.

eMS is the mean squared error and elapsed time is the simulation run time.The results of varying the parameter I is shown in Figure 5.10 and in Table 5.3.In Figure 5.10(a) I is set to 180. This gives an amplitude that is just outside the loweramplitude limit in the beginning. When I is set to 140, as shown in Figure 5.10(b),the signal is just inside the amplitude limits, though very 
lose to the lower limit.The results of varying the parameter Ts is shown in Figure 5.11 and in Table5.4. The parameter Ts is in Figure 5.11(a) set to 3 · 10−9 s. It 
an be seen that theamplitude of the signal is outside the lower limit in the beginning of the pulse. InFigure 5.11(b), Ts is set to 5 ·10−10 s, this gives a similar result with the signal outsidethe amplitude limit in the beginning of the pulse.The parameter Tt, whi
h is a part of the anti-windup in the 
ontroller, has inFigure 5.12(a) been set to 1. This gives a signal that just about rea
hes the 
orre
tamplitude in time, and when the pulse arrives it has a dip outside the lower amplitudelimit. The default value of Tt has been used in Figure 5.12(b) and here the ampli-tude stays inside the limits. The result for some other values of Tt is listed in Table 5.5.31
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(b)Figure 5.10 The system run with the PI 
ontroller where the 
ontrol parameter I = 180in (a) and I = 140 in (b). The amplitude of the 
avity voltage is shown in red, the limits inblue. I e
MS

Elapsed Time
140 5.8754 · 108 2.7 s
150 5.5687 · 108 2.7 s
160 5.1869 · 108 2.9 s
170 5.4805 · 108 2.7 s
180 4.9152 · 108 2.7 sTable 5.3 Results of di�erent values of I. Other parameters used have default values. Thedefault value is I = 160. eMS is the mean squared error and elapsed time is the simulationrun time.
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(b)Figure 5.11 The system run with the PI 
ontroller where the parameter Ts = 3 · 10−9 sin (a) and Ts = 5 · 10−10 s in (b). The amplitude of the 
avity voltage is shown in red, thelimits in blue.
Ts e

MS
Elapsed Time

1 · 10−10 s 5.7257 · 109 3.1 s
5 · 10−10 s 1.0834 · 109 2.7 s
1 · 10−9 s 5.1869 · 108 2.9 s
3 · 10−9 s 1.4509 · 109 2.7 s
1 · 10−8 s 4.6489 · 1010 6.3 sTable 5.4 Results of di�erent values of Ts. Other parameters have default values. eMSis the mean square error and elapsed time is the simulation run time.32



5.1 Controllers
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(b)Figure 5.12 Amplitude of the 
avity voltage (red) of the system with the PI 
ontrollerzoomed in on the beginning of the pulse. The parameter Tt = 1 in (a) and Tt = 100 in (b).The blue lines are the amplitude limits.
Tt e

MS
Elapsed Time

1 6.0879 · 108 2.9 s
10 5.2294 · 108 2.8 s
50 5.8986 · 108 2.7 s
100 5.1869 · 108 2.9 s
150 5.2589 · 108 2.7 s
200 5.6656 · 108 2.7 sTable 5.5 Results of di�erent values of Tt. Other values have default values. eMS is themean square error and elapsed time is the simulation run time.MPC 
ontrollerThere are �ve parameters to tune in the MPC 
ontroller. The predi
tion horizon p,the 
ontrol horizon m, the sampling time Ts, and the two weight matri
es Q∆u and

Qx.The tests of the horizons were performed with another set of weight matri
es thanthe default ones. As 
an be seen in Figure 5.13 the default weight matri
es 
ombinedwith a 
ontrol horizon m = 3 gives a 
hoppy signal. To prevent the 
ontrol signalfrom su
h qui
k variations in ea
h 
ontrol move, a higher weight on the input rate wasadded. The 
hange to Q∆u = (105 104) and Qx = (1 1) gives the result in Figure5.14. To give 
ontrol horizons larger than 1 a fair trial, this set of weight matri
eswas used in the 
omparisons of the horizons.The results of di�erent predi
tion and 
ontrol horizons are shown in Figures 5.15and 5.16 and in Table 5.6. The short predi
tion horizon does not look far enoughand gives an os
illating result. The long predi
tion horizon looks too far, and to notbreak the upper limit in the end it has to use a smaller 
ontrol signal, and thereforedoes not rea
h the spe
i�ed interval in time.The results of di�erent sampling times Ts are shown in Figures 5.17 and 5.18and in Table 5.7. The predi
tion horizon needs to be adjusted to the sampling timesin
e the predi
tion horizon is the number of sampling instan
es the 
ontroller looksahead. Be
ause of that the predi
tion horizon is also a listed parameter in Table 5.7.The value of the predi
tion horizon has its starting point in the default value p = 15for Ts = 1 µs. This value 
ould either be seen as a 
onstant, or as the number ofsampling units that is needed to look ahead of the delay of 2 µs plus thirteen stepsmore, or as the number of sampling units needed to look 15 µs ahead. One of theseinterpretations is what is used for the values of the predi
tion horizons when a shortersampling time than the default one has been used. 33



Chapter 5. ResultsThe result from the tests with di�erent weight matri
es is shown in Table 5.8. InFigure 5.19 di�erent weights have been added to ea
h of the two outputs. When ahigher weight is put on the real part, the imaginary part does not follow its referen
ein the beginning of the pulse. When a higher weight is put on the imaginary partthe e�e
t is not as visible sin
e the real part is larger and hen
e a�e
ts the total 
ostfun
tion more.
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(b)Figure 5.13 The system run with the MPC 
ontroller. Our default weight matri
es havebeen used with a 
ontrol horizon m = 3. The resulting signal is very 
hoppy whi
h 
an beseen in the amplitude plot in (a), but is more prominent in (b) whi
h shows the drive powerto the klystron.
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(b)Figure 5.14 The system run with the MPC 
ontroller. The set of weight matri
es
Q∆u = (105 104) and Qx = (1 1) is used with the 
ontrol horizon m = 3. In (a) theamplitude of the 
avity voltage is shown in red and the limits in blue. In (b) the drive powerto the klystron is shown in blue. As 
an be seen, the 
ontrol signal (drive power) does notvary so mu
h sin
e those variations are now punished by more weight.
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5.1 Controllers
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Figure 5.15 System run with an MPC 
ontroller with predi
tion horizon p = 1 and 
ontrolhorizon m = 1. The amplitude of the voltage is shown in red, and the limits are the bluelines.
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Figure 5.16 System run with an MPC 
ontroller with predi
tion horizon p = 100 and
ontrol horizon m = 1. The amplitude of the voltage is shown in red, and the limits are theblue lines.Predi
tion horizon Control horizon e
MS

Elapsed Time
1 1 1.4022 · 1012 4.0 s
15 1 4.5932 · 107 2.5 s
15 3 1.4603 · 108 2.7 s
30 1 7.7636 · 107 2.4 s
30 3 6.8962 · 107 2.6 s
30 5 1.6501 · 108 2.8 s
100 1 2.4696 · 109 2.4 s
100 10 1.6889 · 108 2.7 s
100 20 2.5212 · 108 5.4 sTable 5.6 Results of di�erent predi
tion and 
ontrol horizons. In these tests the set ofweight matri
es Q∆u = (105 104) and Qx = (1 1) has been used. 35
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(b)Figure 5.17 System run with the MPC 
ontroller with a sampling time of 10−7 s. In (a)the predi
tion horizon p = 15, while in (b) the predi
tion horizon p = 33. The amplitude ofthe 
avity voltage is shown in red, the limits in blue.
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Figure 5.18 The system run with the MPC 
ontroller with sampling time Ts = 10−5 sand predi
tion horizon p = 15. The red line is the amplitude of the 
avity voltage and theblue lines are the limits.Sampling time Predi
tion horizon e
MS

Elapsed Time
10−5 s 15 2.5783 · 1010 2.2 s
10−5 s 5 2.1339 · 108 2.1 s
10−5 s 1 3.3388 · 1010 2.2 s
10−6 s 15 1.6307 · 107 2.5 s
10−7 s 15 6.0376 · 109 9.2 s
10−7 s 33 1.0578 · 107 9.4 s
10−8 s 15 3.1123 · 1010 88.0 s
10−8 s 213 5.6670 · 108 93.0 s
10−8 s 1500 1.3081 · 107 443.0 sTable 5.7 The MPC system where di�erent sampling times and predi
tion horizons havebeen tested. eMS is the mean-square error and elapsed time is the simulation run time.36
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(b)Figure 5.19 The system run with the MPC model. In (a) the model is run with weightmatri
es Q∆u = (1 1) and Qx = (100 10). In (b) the same Q∆u has been used, but
Qx = (10 100). The green and the red line shows the real and imaginary parts of the 
avityvoltage, the bla
k and blue lines are the 
orresponding referen
e values.

Q∆u Qx e
MS

Elapsed Time
(105 104) (1 1) 4.5932 · 107 2.5 s

(1 1) (1 1) 1.6334 · 107 2.5 s
(1 1) (10 10) 1.6307 · 107 2.5 s
(1 1) (100 100) 1.6353 · 107 2.5 s
(1 1) (1000 1000) 1.6367 · 107 2.5 s
(1 1) (100 10 ) 1.7108 · 107 2.3 s
(1 1) ( 10 100) 1.6677 · 107 2.6 sTable 5.8 Di�erent weight matri
es Q∆u and Qx has been tested on the MPC model.Other parameters are set to our default values. eMS is the mean-square error and elapsedtime is the simulation run time.
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Chapter 5. Results5.2 Setpoint robustnessThe results from the test with di�erent sized pulses are shown in Figure 5.20 for thePI model and in Figure 5.21 for the MPC model. As 
an be seen the PI model getsan irregular signal when the pulses are low in amplitude. The MPC model gets somestationary error for the lower pulses.
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Figure 5.20 PI 
ontrolled system for pulses with di�erent amplitudes and lengths. Thevoltage referen
e value is divided into �ve di�erent hights and lengths plus a zero pulse. Thebla
k and blue lines are the real and imaginary parts of the voltage referen
e. The greenand red lines are the real and imaginary parts of the voltage signal.
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Figure 5.21 MPC 
ontrolled system for pulses with di�erent amplitudes and lengths. Thevoltage referen
e value is divided into �ve di�erent hights and lengths plus a zero pulse. Thebla
k and blue lines are the real and imaginary parts of the voltage referen
e. The greenand red lines are the real and imaginary parts of the voltage signal.38



5.3 Klystron e�
ien
y5.3 Klystron e�
ien
yThe results of the klystron e�
ien
y test is shown in Table 5.9, and the result of thes
aling fa
tors 2 and 0.6 are shown graphi
ally in Figures 5.22 - 5.24.When running the default 
ase (with a unit s
aling fa
tor) the signals are insideboth the amplitude and phase limits, although 
lose to the lower amplitude limit in thebeginning of the pulse for the PI 
ontroller, see Figures 5.2 and 5.3. When movingdown in the amplitude 
urve by multiplying with s
aling fa
tor 2 and 1.5, the PI
ontrolled signal gets very os
illating as shown in Figure 5.22(a). With s
aling fa
tor
2 the MPC 
ontrolled system gets a signal that lies 
lose to the higher amplitude limit,see Figure 5.23(a). As the s
aling fa
tor de
reases the MPC system's signal de
reasesin amplitude and moves 
loser to the lower amplitude limit, and even passes it fors
aling fa
tor 0.6, see Figure 5.23(b). For the PI 
ontrolled system a s
aling fa
torlower than the unit fa
tor gives no os
illations, but a dip in the beginning of the pulsewhi
h goes outside the amplitude limits, see Figure 5.22(b).If the internal model of the MPC is 
hanged so that the Kk is not s
aled linearlywith the s
aling fa
tor 0.6, but instead looked up in the s
aled AM-AM 
urve, theresult is shown in Figure 5.24(a). In this �gure there are no problems with stayinginside the limits. As 
an be seen in Figure 5.24(b), the drive power to the klystronnow lies around 45 W instead of around 16 W as in the default 
ase, 
ompare withFigure 5.3(d).
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(b)Figure 5.22 The PI 
ontrolled system tested with di�erently s
aled AM-AM 
urves. In(a) a s
aling fa
tor of 2 was used. In (b) a s
aling fa
tor of 0.6 was used. The amplitude ofthe 
avity voltage is shown in red, the limits in blue.
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(b)Figure 5.23 The MPC 
ontrolled system tested with di�erently s
aled AM-AM 
urves..In (a) a s
aling fa
tor of 2 was used. In (b) a s
aling fa
tor of 0.6 was used. The amplitudeof the 
avity voltage is shown in red, the limits in blue. 39
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(b)Figure 5.24 Outputs of the system when run with an MPC 
ontroller. A s
aling fa
torof 0.6 and Kk = 2.2 · 104 has been used. In (a) the amplitude of the 
avity voltage is shownin red, the limits in blue. In (b) the drive power to the klystron is shown in blue.
S
aling PI MPC Linear MPC Looked-up MPCfa
tor e

MS
e

MS
Kk e

MS
Kk e

MS

0.5 3.93 · 1012 3.91 · 1012 29000 3.88 · 1012 - -
0.6 2.72 · 109 3.63 · 1011 34800 7.25 · 1010 22000 6.92 · 108

0.7 9.37 · 108 1.15 · 1011 40600 1.58 · 1010 33000 2.74 · 108

0.8 5.11 · 108 3.48 · 1010 46400 3.80 · 109 41000 1.58 · 107

0.9 6.79 · 108 6.23 · 109 52200 5.31 · 108 50000 6.45 · 106

1.1 5.39 · 108 4.79 · 109 63800 5.11 · 108 67000 1.07 · 107

1.5 1.27 · 1010 5.95 · 1010 87000 4.35 · 109 99000 1.06 · 107

2 4.71 · 1010 1.37 · 1011 126000 8.27 · 109 160000 5.31 · 109Table 5.9 Results from the s
aling of the AM-AM 
urve. There are four di�erent errormeasurements for ea
h s
aling fa
tor. The �rst one is the error when the PI 
ontroller wasused. The se
ond one is when the MPC 
ontroller was used with an internal approximativegain Kk = 58000. The third version also uses the MPC 
ontroller, but this time with alinearly s
aled internal gain. The last version is with the MPC 
ontroller as well, but thistime the Kk has been looked up in the s
aled AM-AM 
urve as the gain at the point wherethe output power of the klystron is equal to 0.9 MW. Sin
e the 
urve never rea
hes 0.9 MWwhen the s
aling fa
tor 0.5 is used there are no values in the last 
olumn for that s
alingfa
tor.
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6. Dis
ussion
6.1 PI 
ontrollerThe results of the default PI 
ontroller with the 
ompensation blo
ks (see Figure 5.2)ful�ll all requirements. The di�
ulty with the PI 
ontroller is to �nd a good set of
ontrol parameters. In this work trial and error was used to produ
e those. As 
anbe seen in the results even a small 
hange of one of the parameters often ends up ina system where the outputs falls outside the given spe
i�
ation limits. This indi
atesthat it is not very robust to 
hanges. Another thing worth mentioning about the
ontrol parameters is that as only one parameter at a time was 
hanged, there mightexist another set of parameters that would work just as well, or even better than theones produ
ed in this thesis.In Figure 5.20 the model is tested in its ability to follow 
hanging referen
es.When the referen
e signal has a low amplitude the 
ontroller has some di�
ultiesin following it, the signal starts to os
illate. This gets better when the pulses havehigher amplitudes. A way to improve the performan
e on low pulses is to tune the
ontrol parameters for ea
h amplitude.The big problem in tuning the parameters is that there is a dip 
aused by thebeam inje
tion, and this dip often ends up below the limit. This 
ould be solved byintrodu
ing some kind of feed forward 
ontrol of the beam, like in the MPC where itenters as a measured disturban
e. Sin
e we know when and how it a�e
ts the system,that should not be very hard to do. However it has not been done in this thesis.What has been added though is the phase 
ompensation blo
k and the droop/ripple
ompensation blo
k. As seen in the results (Figure 5.4 and Figure 5.5) the e�e
t ofthe phase 
ompensator is big, while the droop/ripple is not as signi�
ant. When thephase 
ompensator blo
k is added the large peak in the beginning and the os
illationsdisappear. When zoomed in on this 
urve though, as has been done in Figure 5.6 thedroop/ripple e�e
t 
an be seen. In Figure 5.7 the droop/ripple 
ompensation is addedand has redu
ed the error. However, the ripple 
an still be seen on the output whi
hmight be explained by the fa
t that the 
ompensation is not perfe
t, as mentioned inChapter 3.6.6.2 MPC 
ontrollerThe MPC 
ontroller with the 
ompensation blo
ks and our default parameters givesa good result of 
ontrolling the system, as 
an be seen in Figure 5.3. There are noproblems to stay within the limits in either phase or amplitude. The result is alsoquite good in the test of the di�erent referen
e pulses, see Figure 5.21. However itis 
lear that the output is better for the higher pulses than the lower ones, this issin
e the Kk-value in the internal MPC model is adjusted to the klystron gain for theworking point of the standard pulse. If the non-linearities of the klystron 
urve shouldbe in
luded in the internal MPC model, or the Kk would be 
hanged a

ording todi�erent working points during the start-up phase, the 
ontrol system would a
hievebetter performan
e.Regarding the setting of the parameters there are some additional remarks tobe made. As already dis
ussed in the result se
tion there is a dependen
e betweenthe weight matri
es and the horizons, and also between the sampling time and thehorizons. Hen
e the tuning 
an not really be done for one parameter at a time. Theweight of the input rate Q∆u a�e
ts how mu
h variation that is allowed in-betweentwo 
ontrol moves. In our default set of parameters the 
ontrol horizon is set tom = 1,whi
h redu
es the signi�
an
e of Q∆u sin
e only one 
ontrol move is performed in ea
h41



Chapter 6. Dis
ussion
al
ulation of the 
ost fun
tion. Be
ause of that it is possible to have a higher weighton the output signal than on the input rate whi
h explains the default values of theweight matri
es, however as 
an be seen in Table 5.8 the di�eren
e in performan
e isnot very large for di�erent values of Qx.When it 
omes to the sampling times, the predi
tion horizon needs to be adjustedto the sampling time. The default value of Ts = 10−6 is not the best performingalternative in Table 5.7. Shorter sampling periods with longer predi
tion horizons
an give better results. The problem with those is that they need to make mu
h more
omputations whi
h takes longer time, and sin
e the default one has no problem inful�lling the limit spe
i�
ations there is no need to in
rease the 
omplexity of theoptimization problem at this stage.The default horizon values have the best performan
e in Table 5.6. As stated inSe
tion 2.4 the predi
tion horizon at least needs to be larger than the time delay ofthe system, and it is 
lear in Figure 5.15 that a too short predi
tion horizon doesnot give a good result. As seen in Figure 5.16 a too long predi
tion does not give agood result either, at least not in 
ombination with a short 
ontrol horizon, sin
e itthen does not rea
h the spe
i�ed values qui
k enough. The problem in this 
ase isthat when m = 1 the 
ontroller 
an not set a su�
iently high 
ontrol signal to rea
hthe spe
i�
ations, sin
e the optimization is based on the assumption that the 
ontrolsignal does not 
hange during the predi
tion horizon and a high signal would thenlead to a mu
h too high output in the end. As 
an be seen in Table 5.6 the longpredi
tion horizon gives a better result if the 
ontrol horizon is also in
reased. If the
ontrol horizon is in
reased too mu
h though, the result gets worse again.The added 
ompensation blo
ks have more or less the same impa
t on the MPCas they had on the PI 
ontroller. The phase 
ompensation gives a 
lear improvement,while the droop/ripple 
ompensation is not as signi�
ant but still an improvement.Another thing that is added to the MPC model is the measured disturban
e. Withoutit, as in Figure 5.8, the real part of the voltage gets a stationary error. The reasonwhy the MPC 
ontroller handles this worse than the PI 
ontroller is that it is moredependent on its internal model. If the model di�ers too mu
h from the reality theMPC 
ontroller will have problems. That is also probably the 
ause to why thedroop/ripple shows mu
h more in the output from the MPC 
ontroller than from thePI 
ontroller.6.3 Klystron e�
ien
yAs 
an be seen in Figure 5.22(a), the PI 
ontroller has some problems with the s
alingfa
tor 2. This is not a 
onsequen
e of the non-linearity sin
e a s
aling fa
tor largerthan unity moves the working area even further down to the linear area of the klystron.Instead it is due to the fa
t that the klystron gain in this area is higher than before,whi
h gives the same e�e
t as if the parameter P would be in
reased. As listed inTable 5.9 the klystron gain at the working point 0.9 MW when the s
aling fa
tor 2is used is approximately 1.6 · 105 
ompared to 5.8 · 104 in the non-s
aled 
ase. Thisproblem is solved by redu
ing the parameter P . But we do not want to go downin e�
ien
y but up, so the most interesting 
urves are the ones for a s
aling fa
torsmaller than one.The PI 
ontrolled system in Figure 5.22(b) seems to handle the s
aling fa
tor of
0.6 quite good, ex
ept for the dip in the beginning of the pulse. This dip might beremoved by �ne-tuning of the 
ontrol parameters for this spe
i�
 klystron 
urve, orby introdu
ing a feed forward 
ontrol of the beam as previously dis
ussed. The MPC
ontrolled system with a linearly s
aled Kk, shown in Figure 5.23(b), ends up belowthe spe
i�
ation limits. This is due to the not so good s
aling of the Kk. Whena more a

urate value has been used as in Figure 5.24(a) the result is very good.De
iding the Kk for the klystron 
urve that is to be used is not a problem and hen
ethis result shows that it is 
learly possible to in
rease the klystron e�
ien
y with theMPC 
ontroller. The results listed in Table 5.9 show that the MPC with manually42



6.4 Additional remarkslooked up values of Kk gives reasonable results for all s
aling fa
tors. There are evensome that give a better result than the default version. This is probably a sign thatthe Kk found for these s
aling fa
tors are more 
orre
t than the one approximatedfor the non-s
aled 
ase.As 
an be 
on
luded from these results there is no problem with in
reasing theklystron e�
ien
y when the MPC 
ontroller is used as long as there is an appropriateinternal model in the MPC. The PI 
ontroller 
an probably be used as well, but thensome modi�
ation of the parameters or the 
ontrol design needs to be done.A remaining question is then how mu
h the klystron e�
ien
y 
ould be in
reased.It is not wanted to push it too far sin
e it would be very sensitive to disturban
es ifthere are no margins at all. A s
aling fa
tor of 0.6 would in
rease the e�
ien
y witha fa
tor 1/0.6 ≈ 1.66, whi
h of 
ourse would be very good. As 
an be seen in Figure5.24(b) the drive power to the klystron is quite high, but there is still some extrapower to put in if needed. If the s
aling fa
tor would be redu
ed further, the pointwould soon be rea
hed when the power is not su�
ient to get the voltage up to thespe
i�ed value in time before the beam arrives. That would be solved by in
reasingthe inje
tion time but then the system will be running for longer time whi
h demandsmore energy. If going as low as for example 0.5 there would not be enough powerto stay at the referen
e values when the beam arrives no matter what is done, hen
ethat is not an option.6.4 Additional remarksIn this thesis some 
omparisons between the time 
onsumption of the PI 
ontrollerand the MPC 
ontroller have been made, but no e�ort has been put into trying toin
rease the e�
ien
y of the algorithms. If the 
ontrollers derived here should be usedin reality they need to be implemented in a more e�
ient way. As 
an be seen in thetables the elapsed time of the simulations (≈ 2.5 s) is mu
h longer than the simulatedtime (0.005 s). When the 
ontrol algorithms is run from saved values and separatedfrom the rest of the simulation the running time is de
reased to around 0.5 s. This isstill a hundred times too slow to be able to run it in real time.The system is likely to have some measurement noise and there may also be somevariation in the pro
ess parameters. How these disturban
es would a�e
t the resulthas not been investigated. Intuitively we think that there might be a need to de
reasethe sampling time to be able to handle those things properly. The built-in disturban
emodels in the MPC blo
k might also be of help if set in a good way.There have been some problems with the existing Simulink blo
ks. As mentionedbefore the 
hoi
e was made to implement our own PI 
ontroller to get better insightin what really happened. All saturation blo
ks were also repla
ed by simple if-statements whi
h redu
ed former problems with too many 
onse
utive zero 
rossingsand de
reased the 
omputation time signi�
antly. There was also a wish to repla
ethe MPC blo
k by a self-implemented one, but there was no time for implementingthis. Some issues with the MPC blo
k was dis
overed. The possibility of having anon-linear internal model would improve the results a lot. The insight into the built-indisturban
e and noise models were not very good and sometimes led to problems withthe internal state estimator that 
ould not be 
onstru
ted. There is also the problemwith the saturation limits that 
ould not be set in an appropriate way sin
e we hadno a

ess to the manipulated variables in the setting of the saturation limits. All inall, there were a lot of things that we would have liked to be able to do di�erentlyand maybe at least some of those things 
ould be a
hieved with a self-implementedMPC blo
k.
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7. Con
lusionsIn this thesis a PI 
ontroller and an MPC 
ontroller have been 
ompared in theirability to 
ontrol the ele
tri
 �eld of the 
avities in ESS's parti
le a

elerator. Thepossibility to in
rease the e�
ien
y of the klystron has also been investigated.Both the PI and the MPC 
ontroller give satisfying results in normal operation.The MPC relies a lot on its internal model, therefore it is 
ru
ial to have a goodone. But when the model is good it feels more robust to 
hanges in for examplesetpoint values than the PI 
ontroller. The most important improvement to the MPC
ontroller would be a way to model the non-linear klystron gain properly in the MPCinternal model.The PI 
ontroller behaves well when a good set of 
ontrol parameters is used. Theproblem is to �nd these parameters. It 
an be a very time 
onsuming pro
ess. Themost important improvement to the PI model would be to add a feed forward 
ontrolof the beam.The klystron e�
ien
y 
ould be in
reased with the MPC 
ontroller, and probablywith the PI 
ontroller as well. How mu
h it 
ould be in
reased is a 
ompromisebetween how mu
h margin to the maximum power that is wanted, and how mu
henergy that would be saved.

44



8. Future workTo improve the results given in this thesis, and be able to use them on the real pro
ess,there are some issues to 
onsider.First of all the algorithms need to be implemented more e�
iently to be able torun the pro
ess in real time. If the PI 
ontroller would be 
hosen to work with, feedforward 
ontrol of the beam should be implemented. If the MPC 
ontroller would be
hosen, it might be worth the e�ort to make a new implementation of it to have full
ontrol of, and full insight into, its fun
tionality.Another thing that needs to be done is to repla
e the simulated AM-AM 
urveand AM-PM 
urve to the 
urves for the a
tual klystrons that are to be used in ESS.

45



9. Bibliography[1℄ K. J. Åström and R. M. Murray. Feedba
k Systems: An Introdu
tion forS
ientists and Engineers. Prin
eton University Press, Prin
eton, NJ, 2008.[2℄ A. Bemporad, M. Morari, and N. L. Ri
ker. Model Predi
tive Control Toolbox �User's Guide, 2011.[3℄ ESS Editor: S. Peggs. ESS Con
eptual Design Report. European SpallationSour
e, February 2012. ESS-2012-001.[4℄ A. J. Johansson, ESS, 2012. Personal Communi
ation.[5℄ Editor-in-
hief: R. Eriksson, ESS. ESS A

elerator homepage. http://ess-s
andinavia.eu/lina
. 2012-05-30.[6℄ Managing Editor: Dr C. Vettier, ESS. Neutrons and Health, July 2008.[7℄ Managing Editor: Dr. Vettier, ESS. Neutrons for S
ien
e, June 2009.[8℄ S. Molloy, ESS, 2012. Personal Communi
ation.[9℄ T. Poggi et al. ESS-Bilbao, RF Systems Group. Modelling, 
ontrol design andsimulation of a klystron ampli�er at ESS-Bilbao. LLRF Workshop, DESY,Hamburg, Germany, 2011.[10℄ R. Johansson. Predi
tive and Adaptive Control. Lund University, Dept. Auto-mati
 Control, 2011. Chapter 13.[11℄ S. Werin, MAX-lab. A

elerator Te
hnique. Lund, Sweden, 2006. 2.5th edition.[12℄ T. S
hil
her. Ve
tor Sum Control of Pulsed A

elerating Fields in LorentzFor
e Detuned Super
ondu
ting Cavities. PhD thesis, Universität Hamburg,Fa
hberei
hs Physik, 1998.[13℄ M. Vretenar. Radio frequen
y for parti
le a

elerators - evolution and anatomyof a te
hnology. In R. Bailey, editor, Pro
eedings of the CAS-CERN A

eleratorS
hool: RF for a

elerators, number CERN-2011-007 in CERN A

eleratorS
hool, pages 1�14, Ebeltoft, Denmark, 8-17 June 2011.

46



A. Appendix
A.1 ESS Parameters for ellipti
al 
avity high β

• β = 0.9

• Amplitude referen
e = 18.792700 MV
• Phase referen
e = 13.99996089◦

• Amplitude limits = ±1%

• Phase limits = ±1◦

• Maximum 
avity �ll time tfill = 250 µs
• RF frequen
y f = 704.42 MHz
• RF frequen
y ω = 2πf

• Tuning angle ψ = 14◦

• Loaded quality fa
tor QL = 820 · 103

• Resonan
e frequen
y ω0 = ω + ω·tan(ψ)
2QL

• r
Q = 477 Ω

• RL = r
Q · QL

2

• Pulse length = 2.86 ms
• Pulse frequen
y = 14 Hz
• Time delay = 2 µs
• Ib0 = 50 mA
• Ib = 2Ib0

• Modulator pulse length = 3.5 ms
• Modulator droop amplitude = 1.25%

• Modulator droop phase = 12◦

• Modulator ripple amplitude = 0.3%

• Modulator ripple frequen
y = 1 kHz
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Appendix A. AppendixA.2 Cal
ulation of ne
essary klystron output powerTo remain stationary at the referen
e level the following equation needs to be ful�lled
0 = ẋ = A · xref +B · u

m
u = −B−1 · A · xref .The input 
urrent to the 
avity, u, is not only the generator 
urrent ug but in
ludesthe input from the beam, ubeam as well. To get the needed generator 
urrent the latterone needs to be subtra
te.
ug = u− ubeam.To �nd the ne
essary output power of the klystron the 
onversions between theklystron and the generator 
urrent is needed

|ug| =
√

Pout ·RL · 2 · 2

RL

m

Pout =

(

|ug|·RL

2

)2

2 · RL
≈ 0.9 MW.
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A.3 Default values of PI parametersA.3 Default values of PI parameters
• Sampling time, Ts = 10−9 s
• Proportional gain, P = 2 · 10−4

• Integral gain, I = 160

• Tt = 100

• tinj = 250 µsA.4 Default values of MPC parameters
• Sampling time, Ts = 10−6 s
• Predi
tion horizon, p = 15

• Control horizon, m = 1

• Approximative linear gain of the klystron, Kk = 58000

• Weight matri
es, Q∆u = (1 1), Qx = (10 10)

• Noise model: Ã = B̃ = C̃ =

(

1 0

0 1

)

, D̃ =

(

0 0

0 0

)

• tinj = 250 µsA.5 Computer and software spe
i�
ations
• Linux version 3.3.6-3.f
17.x86_64
• Pro
essor: Intel(R) Core(TM) i7-2600 CPU � 3.40GHz
• Matlab version: Matlab R2011a (64-bit)A.6 Simulation parameters
• Solver type: Variable-step
• Solver: ode45 (Dormand-Prin
e)
• Max step size: 1e-6
• Min step size: auto
• Initial step size: auto
• Relative toleran
e: 1e-3
• Absolute toleran
e: auto
• Shape preservation: Disable all
• Number of 
onse
utive min steps: 1
• Time toleran
e: 10 · 128 · eps where eps = 2.2204e− 16

• Number of 
onse
utive zero 
rossings: 1000
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AppendixA.Appendix
A.7Simulinkmodelsand
ode
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A.7Simulinkmodelsand
ode
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Appendix A. Appendix
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Figure A.5 The modulator Matlab 
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A.7 Simulink models and 
ode
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