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Ūi, V̄iDecomposition matrices for K̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
¯̄Ui,

¯̄ViDecomposition matrices for ¯̄K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

vi Measurement noise vector of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

v[i] Measurement noise vector of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6



List of Symbols ix

v Measurement noise vector of network system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Wi Weighting matrix to join estimates for Ni (dKF2) . . . . . . . . . . . . . . . . . . . . . . . . . 18

W[i] Reduced weighting matrix for Ni (dKF2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

W Weighting matrix for network system N (dKF2) . . . . . . . . . . . . . . . . . . . . . . . . . . 20

W̄i Weighting matrix to join estimates for Ni (dKF3) . . . . . . . . . . . . . . . . . . . . . . . . . 24

W̄ Weighting matrix for network system N (dKF3) . . . . . . . . . . . . . . . . . . . . . . . . . . 24

wi Process noise vector of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

w[i] Process noise vector of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

w Process noise vector of network system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

w̄ Process noise vector of extended system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

w
lj
i Weight for estimate of Nl done by Nj and used by Ni . . . . . . . . . . . . . . . . . . . . 18

xi State vector of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

x[i] State vector of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

x State vector of network system N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5

x̂i State vector of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

x̂[i] State vector of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

x̂ State estimate of network system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

x̂loc
ji State estimate of Nj calculated by Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .18

x̂loc
[ji] Vector with all state estimates of Nj , communicated to Ni . . . . . . . . . . . . . . . . 20

x̃i State estimation error of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

x̃[i] State estimation error of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

x̃ State estimation error of network system N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

xi Steady state vector of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5

x[i] Steady state vector of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .6

x Steady state vector of network system N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

yi Measurement vector of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5

y[i] Measurement vector of subsystem N[i] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .6

y Measurement vector of network system N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
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ỹi Measurement prediction error of node Ni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
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Chapter 1

Introduction

Recent improvements in communication and calculation capabilities of mobile devices make
it possible to implement advanced distributed control and observer strategies in multi agent
systems. The usual advantages of distributed algorithms are the increase of efficiency, scal-
ability and robustness. However, the distribution of familiar centralized control algorithms
is usually not straightforward. It becomes especially challenging if strong communication
constraints are assumed and no central processing unit is allowed.
In many applications of multi agent systems, localization of the mobile devices is essential.
It is the objective of this thesis to design an algorithm, which estimates those locations in
a distributed fashion. In particular a network system of mobile devices is considered in this
work. Generally, the system dynamics are assumed to be time dependent and subject to
stochastic disturbances.
The framework mostly used to estimate states of centralized stochastic systems is the Kalman
Filter introduced by R. E. Kalman in 1960 [10]. In the literature different approaches for
distributed Kalman Filters can be found. One method is to introduce a central unit which
processes measurement information in a centralized fashion and distributes the state esti-
mates back to the devices, e.g. [17]. Other papers only investigated systems which have
significantly more states than available measurements. For these systems usually a Kalman
Filter in information form [3] is used. This form has the advantage that calculations can
be easily distributed among nodes, but a recalculation of the actual states is not trivial and
thus usually not doable in a decentralized fashion, e.g. [6, 11]. None of these methods will
be considered in this thesis, since neither a central processing unit nor a comparably small
measurement vector are considered.
When it comes to localization of moving objects, GPS based position estimation is widely
used. Nevertheless, this method is only applicable if the restrictions on the accuracy of the
position estimate are low. Applications, where this assumption does not hold include for
example the control of convoys on roads (e.g [7]). Using GPS for localization also fails in
an indoor environment. Therefore most indoor localization algorithms use a sensor network
instead which estimates the locations of the moving objects and communicates them back
to the devices, e.g [18, 22]. This method is usually referred to as “active mobile architec-
ture” because the mobile devices actively transmit signals to the sensors [18]. In [14] and
[19] a distributed consensus filter was designed to track moving objects using such a sensor

1
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network. A distributed Kalman Filter using this measurement method is presented in [1, 2].
In this work a data fusion step is added to the Kalman Filter to increase the quality of the
state estimates.
The drawback of an active mobile architecture is, that this method scales badly with an in-
creasing number of mobile devices. Furthermore privacy concerns are introduced since every
device is trackable by the infrastructure. This could be overcome by using a ”passive mobile
architecture“ where static reference nodes actively emit signals and the mobile devices pas-
sively use those signals to measure their distance to the reference nodes independently [18].
An example for this architecture is the Cricket system [16].
If the network system gets sufficiently large, not every mobile node can communicate to
every reference node. Consequently, the number of measurements available in both mobile
architectures reduces. In this case the amount of measurements available can be increased
by allowing mutual distance measurements and communication among neighboring mobile
devices. This is in particular advantageous if interactions among moving objects are already
used for other purposes, e.g. for collision avoidance. Then those measurements do not need
to be generated additionally. This concept of using measurements to mobile nodes can also
be found in algorithms for self-localization of nodes in networks, e.g. [8, 15]. These algo-
rithms usually use communication and additional distance measurements among unlocalized
nodes to improve performance. Nevertheless the positions of the nodes in the network are
usually assumed to be known and fixed, preserving a static graph [20, 23].
The measurement framework in this thesis extends the ”passive mobile architecture“ by al-
lowing additional communication and measurements to mobile devices while in general the
mobile devices are moving during operation. A theoretical framework to describe those sys-
tems will be introduced in Section 2. To clarify the notation a global Kalman Filter based
on [10] is given in Section 3.1. By applying the assumed communication restrictions to this
global filter a decentralized Kalman Filter is derived in Section 3.2. It was shown in [2] that
the performance of a distributed Kalman Filter can be improved by adding a data fusion step
when the active mobile architecture is used. Therefore it is investigated in Section 3.3.2 if the
introduction of a data fusion step is also applicable to the communication framework under
consideration. By modifying the algorithm given in [2] for the systems under consideration,
only an algorithm for static mobile systems could be found. Therefore a third distributed
Kalman Filter with weaker communication restrictions is introduced in Section 3.3.3 which
also uses a data fusion step. This algorithm is also applicable to systems which have a
dynamic graph. In Section 4 the performance of the introduced algorithms will be compared
using a numerical example and Matlab simulations.



Chapter 2

Problem Statement

The systems under consideration in this thesis consist of an arbitrary number η of mobile
devices N and an arbitrary number µ of reference nodes (sensors) M. All objects are lo-
cally distributed. While the reference nodes have a fixed position the mobile devices move
randomly inside a certain area. The communication network of these systems is subject to
physical constrains on the communication abilities of the nodes. The resulting communica-
tion topology will be introduced in Section 2.1. The objective of this work is to derive an
algorithm where the whole system calculates an estimate of a distributed quantity by using
only local measurements and information gathered through communication among devices.
Even though the main focus of this thesis is position estimation the derived algorithms are
also applicable to the estimation of any distributed state, e.g. temperature. Therefore only
a general dynamical model of the system will be introduced in Section 2.2 and the model
equations will be given. The derivation of the exact model equations for the application of
self-localization can be found in Section 4.

Example: (Three Agent Network) In order to give a more intuitive explanation of the
theoretical results in this paper, this running example is introduced. The system consists of
η = 3 mobile devices (squares) and µ = 2 reference nodes (circles) as shown in the picture
below. The black errors indicate communication among neighbors and the dashed gray lines
indicate which reference nodes are reachable by the mobile nodes.

N1

N3

N2

M2

M1

3
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2.1 Communication Topology

Graph theory is a convenient framework to study interactions of a finite set of elements. If the
topology of interactions among these elements changes over time the graph is called dynamic.
If this is not the case, a static graph is used [12, 23]. In this thesis we assume that only
devices with a distance smaller than a maximal communication radius ρ can communicate,
called “nearest neighboring scenario’ in the literature, e.g. [12]. If not stated differently
it will be assumed throughout this thesis that distance measurements can be taken to all
nodes, to which communication is possible. Furthermore a dynamic graph is used, because in
general all devices move randomly. The two graphs Gηk = (N , Eηk ) and Gµk = (M∪N , Eµk )
are introduced to model the interaction among the mobile nodes and between mobile and
reference nodes respectively. The subscript k indicates the dependency of G on the discrete
time k.
In Gηk the edge (Nj,Ni) is in Eηk if and only if mobile node Ni and Nj can communicate at
time k, giving the adjacency matrix Aη = [eij] with

eij =







1 if d(Nj,Ni) ≤ ρ

0 otherwise,
(2.1)

where d(., .) represents the euclidean distance between two nodes. If Nj and Ni can com-
municate, they are called neighbors. All neighbors of node Ni at time k are contained in the
set N[i],k, including node i itself. Therefore the number of neighbors of node i, including
itself, is given by1|N[i],k| = ζi,k.
Graph Gµk describes the communication between mobile nodes N and reference nodesM.

The edge (Mi,Ni) is in Eµk if and only if mobile node Ni can communicate to reference
nodeMi. This can be summarized in matrix Ãµ = [eij], given by

eij =







1 if d(Mj,Ni) ≤ ρ

0 otherwise,
(2.2)

similar to the adjacency matrix (2.1). If mobile node Ni can communicate to reference node
Mi, node Mj is reachable by node Ni. All reachable reference nodes Mj of node Ni at
time k are contained in the set M[i],k. The number of reference nodes reachable by device
Ni at time k is given by1 |M[i],k| = γi,k.

Example: (Three Agent Network) The communication topology of the three agent net-
work is assumed to be constant over time and is therefore modeled using the static graphs
Gη = (N , Eη) and Gµ = (M∪N , Eµ) with

N = {N1,N2,N3} η = 3

M = {M1,M2} µ = 2

1To simplify notation, the dependency of ζi,k, γi,k, N[i],k andM[i],k on the discrete time k will be dropped
from now on.
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Eη = {(N1,N1), (N2,N1), (N1,N2), (N2,N2), (N3,N2), (N3,N2), (N3,N3)}

Eµ = {(M1,N1), (M1,N2), (M1,N3), (M2,N3)}

and the adjacency matrices

Aη =





1 1 0
1 1 1
0 1 1



 Ãµ =

(
1 1 1
0 0 1

)

.

The sets of neighbors and the sets of reachable nodes are defined as follows:

N[1] = {N1,N2} ζ1 = 2, M[1] = {M1} γ1 = 1,

N[2] = {N1,N2,N3} ζ2 = 3, M[2] = {M1} γ2 = 1,

N[3] = {N2,N3} ζ3 = 2 M[3] = {M1,M2} γ3 = 2.

2.2 System Dynamics

The objective of this work is to estimate the states of the mobile devices N using information
gathered through communication to other mobile nodes and to the sensor nodesM. There-
fore the system dynamics are only connected to the mobile devices N and their dynamics
are furthermore assumed to be decoupled and linear. The system equation for one agent can
therefore be described using

xi(k) = Ai(k)xi(k − 1) + wi(k) with xi(0) = x0
i , ∀i ∈ N (2.3)

where xi ∈ R
ni is the state vector and wi ∈ R

ni is the process noise of node Ni. The
noise wi is modeled as a white zero mean Gaussian process wi with the covariance matrix
Qi = E[wiwi

T ]. The system equation for the overall system can be given in vector form

x(k) = A(k)x(k − 1) + w(k) with x(0) = x0 (2.4)

using x =
[

x1
T x2

T . . . xη
T
]
T

w =
[

w1
T w2

T . . . wη
T
]
T

and A being a block diagonal matrix diag{A} =
[

A1 A2 . . . Aη
]

. In (2.4) x ∈ R
n,

n =
∑η
i=1 ni is the state vector of the complete system and w ∈ R

n is the process noise with
covariance Q = E[wwT ].
In the considered setup the state estimation of one agent is based on measurements and
communication with other agents and reference nodes. Therefore it must be assumed that
in general the measurement equation of one agent is dependent on other agents states
leading to a coupled measurement equation. The measurement dynamics of one agent Ni
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are therefore given by

yi(k) = Ci(k)x(k) + vi(k) ∀i ∈ N (2.5)

where yi ∈ R
mi,k is the measurement vector2 and vi ∈ R

mi,k is the measurement noise of
node Ni. The noise vi is modeled as a white zero mean Gaussian process vi with the
covariance matrix Ri = E[vivi

T ]. The assumption that communication is only possible to
neighboring nodes was introduced in Section 2.1. This leads to zero columns c:j ∀j 6∈ N[i]

in the local measurement matrices Ci(k). By introducing the new variables

x[i](k) = Gxi (k)x(k)

A[i](k) = Gxi (k)A(k)Gxi (k)
T

w[i](k) = Gxi (k)w(k)

C[i](k) = Ci(k)G
x
i (k)

T

v[i](k) = Gxi (k)v(k)

(2.6)

with Gxi (k)
TGxi (k) = I, the measurement equation (2.5) can be rewritten in the following

equivalent form

yi(k) = C[i](k)x[i](k) + vi(k) (2.7)

where x[i] ∈ R
n[i],k, n[i],k =

∑

j∈N[i]
nj is the state vector3 of the subsystemN[i], with x[i](k) =

A[i](k)x[i](k − 1) + w[i](k). Furthermore the matrix C[i](k) = Ci(k)G
x
i (k)

T is the reduced
measurement matrix of node Ni. The selection matrix Gxi in (2.6) is given by the nonzero
lines of

GxI =







g1,i 0
. . .

0 gη,i







with gj,i =







Inj×nj if j ∈ N[i]

0nj×nj otherwise
.

Using (2.5) the measurement equation for the complete system is given in vector form by

y(k) = C(k)x(k) + v(k) (2.8)

using y =
[

y1
T y2

T . . . yη
T
]
T

C =
[

C1
T C2

T . . . Cη
T
]
T

v =
[

v1
T v2

T . . . vη
T
]
T .

In (2.8) y ∈ R
mk , mk =

∑η
i=1mi,k is the state vector4 of the complete system and v ∈ R

mk

is the measurement noise with covariance R = E[vvT ]. Using (2.4), (2.8), (2.3) and (2.5)
the model equations can be given

2The dependency of mi,k on k will be dropped.
3The dependency of n[i],k on k will be dropped.
4The dependency of mk on k will be dropped.
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Model equations

local:
xi(k) = Ai(k)xi(k − 1) + wi(k) with xi(0) = x0

i

yi(k) = C[i](k)x[i](k) + vi(k)
(2.9a)

global:
x(k) = A(k)x(k − 1) + w(k) with x(0) = x0

y(k) = C(k)x(k) + v(k)
(2.9b)

Example: (Three Agent Network) All three agents in this example have a state vector
of size ni = 2 ∀i ∈ N and their system matrix is assumed to be the identity matrix
Ai = I2×2 ∀ i ∈ N . Furthermore the dimensions of the measurement are m = {2, 3, 3} and
the time independent measurement matrices Ci and their reduced analogous C[i] are given
by

C1 =

(
16 12 0 0 0 0
−16 4 16 −4 0 0

)

C[1] =

(
16 12 0 0
−16 4 16 −4

)

C2 =





−16 4 16 −4 0 0
0 0 32 −24 0 0
0 0 −12 −2 12 2



 C[2] = C2

C3 =





0 0 −12 −2 12 2
0 0 0 0 12 10
0 0 0 0 −3 8



 C[3] =





−12 −2 12 2
0 0 12 10
0 0 −3 8



 .

Analogously the reduced state vectors x[i] are defined as

x[1] =
[
x1 x2

]T
x[2] =

[
x1 x2 x3

]T
x[3] =

[
x2 x3

]T

and the global model is given by




x1(k)
x2(k)
x3(k)



 =





A1 0 0
0 A2 0
0 0 A3









x1(k − 1)
x2(k − 1)
x3(k − 1)



+





w1

w2

w3









y1(k)
y2(k)
y3(k)



 =





C1

C2

C3









x1(k)
x2(k)
x3(k)



+





v1
v2
v3



 .
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Chapter 3

Kalman Filter Algorithms

In this chapter different Kalman Filter algorithms will be derived. As an introduction to the
terminology of Kalman Filters, the standard Kalman Filter found by R. E. Kalman in 1960
[10] will be briefly described in Section 3.1. This algorithm calculates a global state estimate
of the multi agent system using all available information. Conversely, the aim of a distributed
filter is to parallelize the state estimation such that every node determines its state estimate
independently. Due to the communication restrictions every node can only use a limited
amount of information to calculate a state estimate. Based on those restrictions the first
distributed algorithm is introduced as a non-optimal form of the global Kalman Filter in Sec-
tion 3.2. In Section 3.3 the concept of distributed Kalman Filtering using joined estimates
is introduced. This idea is taken from a model based data fusion algorithm [2] which will be
shortly introduced in Section 3.3.1. Afterwards this method is applied to the systems under
consideration in Section 3.3.2. Since only a filter for static network systems could be derived
in Section 3.3.1 this fusion algorithm is modified in Section 3.3.3 to handle graph changes.

3.1 Global Kalman Filter

A Kalman Filter is a state observer invented by R. E. Kalman in 1960 [10] designed for
systems of the form (2.9). The resulting estimate is unbiased and statistically optimal with
respect to the covariance of the estimation error [13]. The classical Kalman Filter consist of
two steps:

1. Update
The state prediction x̂(k|k − 1) of the previous timestep is updated using the current
measurement y(k). The normal Kalman Filter uses a linear function to calculate the
updated state estimate with

x̂(k|k) = L1(k)x̂(k|k − 1) + L2(k)y(k). (3.1a)

2. Prediction
By using the system equation (2.9) and the updated state estimate x̂(k|k), the state

9
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estimate x̂(k + 1|k) of time k is predicted using

x̂(k + 1|k) = A(k)x̂(k|k). (3.1b)

The state estimate x̂(k|k) of the Kalman Filter must be unbiased and statistically optimal
[13]. Therefore L1(k) and L2(k) must generate an unbiased estimate

E [x̂(k|k)− x(k)]
!

= 0⇔ E[x̂(k|k − 1)− x(k)] = 0 (3.2a)

and minimize the covariance matrix P(k|k) of the estimation error, with

P(k|k) = E
[

(x̂(k|k)− x(k))(x̂(k|k)− x(k))T
]

.

In the case of a global Kalman Filter, the second criterion is equivalent to minimizing the
trace of P(k|k) giving

L1, L2 = argmin
L1, L2

tr(P(k|k)). (3.2b)

By using (3.1) in (3.2a) it can be determined that

L1(k) = I − L2(k)C(k).

This leads to the following observation equations of the global Kalman Filter

x̂(k|k) = x̂(k|k − 1) + K(k)(y(k)−Cx̂(k|k − 1)) (3.3a)

x̂(k + 1|k) = Ax̂(k|k) with x̂(1|0) = x̂0 (3.3b)

where ŷ(k) = Cx̂(k) is the measurement prediction and K(k) = L2(k) is the Kalman gain.
This leads to a recursive state estimation, as visualized in Fig. 3.1. Using the model equations
(2.9) and the estimation equations (3.3) the covariance matrices P of the estimation error
x̃ for the global model are given by

P(k|k) = E
[

x̃(k|k)x̃(k|k)T
]

=
[

I −K(k)C(k)
]

P(k|k − 1)
[

I −C(k)TK(k)T
]

+ K(k)R(k)K(k)T

(3.4a)

P(k + 1|k) = E
[

x̃(k + 1|k)x̃(k + 1|k)T
]

= A(k)P(k|k)A(k) + Q(k)
(3.4b)

where x̃(k + 1|k) = x(k)− x̂(k + 1|k) and x̃(k|k) = x(k)− x̂(k|k) are the prediction and
the estimation error, respectively. Since K(k) must fulfill (3.2b), it can be calculated using
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Measurement y(k)

Gain calc. K(k)

Update x̂(k|k)

Prediction x̂(k + 1|k)

k=k+1

Fig. 3.1: Schematic representation of the global Kalman Filter algorithm. By using a global
Kalman Filter, all measurements y(k) in the network are available for the state estimation. The
gain calculation is performed online because a time dependent system is assumed.

the following minimization problem

K(k) = argmin
K(k)

tr(P(k|k)). (3.5)

It is shown in Appendix A.2 that the conditions for an optimal K become

K(k) = P(k|k − 1)C(k)T
[

C(k)P(k|k − 1)C(k)T + R(k)
]−1
. (3.6)

Using (3.3), (3.4) and (3.6) the global Kalman Filter algorithm can be summarized as fol-
lows:

global Kalman Filter:

K(k) = P(k|k − 1)C(k)T
[
C(k)P(k|k − 1)C(k)T + R(k)

]
−1

x̂(k|k) = x̂(k|k − 1) + K(k)(y(k)−C(k)x̂(k|k − 1))

P(k|k) =
[
I −K(k)C(k)

]
P(k|k − 1)

[
I −C(k)TK(k)T

]

+ K(k)R(k)K(k)T
(3.7)

x̂(k + 1|k) = A(k)x̂(k|k) with x̂(1|0) = x̂0

P(k + 1|k) = A(k)P(k|k)A(k) + Q(k) with P(1|0) = P0

It can be seen in (3.1) that the Kalman gain K can be calculated offline, if the matrices A

and C are time independent and assumptions about the covariances R and Q can be made
a priori to the simulation.
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Communication

x̂j(k) ∀j ∈ N[i]

Get x̂[i]

Measurement yi(k)

Gain calc. Ki(k)

Update x̂i(k|k)

Prediction x̂i(k + 1|k)

k=k+1

Fig. 3.2: Schematic representation of a distributed Kalman Filter using only local measurements
yi(k). The communication of the state predictions x̂i(k|k + 1) is needed, since the local update
equation (3.8) of the system is dependent on the subsystem state prediction x̂[i](k|k − 1) of the
former timestep. The local Kalman gain Ki(k) must be calculated online, if the system dynamics
are time dependent.

3.2 Distributed Kalman Filter using Local

Measurements

This distributed Kalman Filter is based on the global filter given in Section 3.1. To guarantee
that the algorithm is separable among nodes, the calculation of a local state estimate x̂i must
depend only on locally available information. In other words, every node has only access to
its measurement vector yi. The resulting algorithm is schematically shown in Fig. 3.2. It can
be seen, that communication of the state prediction x̂i(k + 1|k) is allowed among neighbors.
This is necessary since the local measurement equation (2.9) is dependent on the subsystem
state estimate x[i]. When using this algorithm, the observation equations for every single
node i ∈ N become

x̂i(k|k) = x̂i(k|k − 1)

+Ki(k)
(

yi(k)− C[i](k)x̂[i](k|k − 1)
)

x̂i(k + 1|k) = Ai(k)x̂i(k|k) with x̂i(1|0) = x̂0
i .

(3.8)

When (3.8) is written in matrix form

x̂(k|k) = x̂(k|k − 1) + K(k) (y(k)−C(k)x̂(k|k − 1)) (3.9)

x̂(k + |k) = A(k)x̂(k|k) with x̂(1|0) = x̂0
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the Kalman Matrix K(k), diag{K} =
[

K1 . . . Kη
]

becomes block diagonal. To isolate

the free parameters of K(k) for the optimization problem a matrix decomposition was used.
This idea was inspired by [2]. Following this paper, the decoupling Kalman gain can be
expressed by a sum

K(k) =
η
∑

i=1

Ui
TKi(k)Vi(k) (3.10)

with Ui =
[

0ni×ni(i−1) Ini×ni 0ni×ni(η−i)
]

Vi(k) =
[

0
mi×

∑i−1

j=1
mj

Imi×mi 0mi×
∑η

j=i+1
mj

]

where the matrices 0 and I are the zero and the identity matrix respectively.

Example: (Three Agent Network) For the three agent network introduced in Section 2
the Kalman Matrix K for the distributed algorithm is given by

K =





[K1] 0 0
0 [K2] 0
0 0 [K3]



 with

dim(K1) = 2× 2
dim(K2) = 2× 3
dim(K3) = 2× 3.

The decomposition matrices Ui and Vi become

U1 =

[
1 0 0 . . . 0
0 1 0 . . . 0

]

V1 =

[
1 0 0 . . . 0
0 1 0 . . . 0

]

U2 =

[
0 0 1 0 0 0
0 0 0 1 0 0

]

V2 =





0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0





U3 =

[
0 . . . 0 1 0
0 . . . 0 0 1

]

V3 =





0 . . . 0 1 0 0
0 . . . 0 0 1 0
0 . . . 0 0 0 1





The problem of calculating an optimal diagonal matrix is known in many applications, e.g.
[2, 4]. Following [2], in this thesis the optimization criterion (3.2b) for the global Kalman
Filter is used to calculate the Kalman gain (3.10), even though this does not lead to an
optimal result. Therefore the following optimization problem

K(k) = argmin
K(k)

tr(P(k|k)) (3.11)

s.t. K(k) =
η
∑

i=1

Ui
TKi(k)Vi(k)

is given for the gain matrix. It is shown in Appendix A.3 that the following Kalman gains



14 3 Kalman Filter Algorithms

Ki ∀i ∈ N solve this optimization problem

Ki(k) = −Υi(k)
(

Ψi(k)
)−1

with Υi(k) = UiP(k|k − 1)Ci(k)
T

Ψi(k) = Ci(k)P(k|k − 1)Ci(k)
T +Ri(k).

(3.12)

Offline Gain Calculation

It is possible, that in a special application the graph of the network is static and the matrices
A and C are time independent. If assumptions about the covariances R and Q can be
made a priori to the experiment the Kalman gains Ki can then be calculated offline. In this
case, the estimation error covariance P(k|k − 1) in (3.12) can be calculated using (3.4b).
Then the distributed Kalman filter (dKF) with offline gain calculation can be summarized as
follows:

dKF using local measurements (offline gain calculation)

offline: Ki(k) = UiP(k|k − 1)Ci
T
[
CiP(k|k − 1)Ci

T +Ri
]
−1

P(k|k) =
[
I −K(k)C

]
P(k|k − 1)

[
I −CTK(k)T

]

+ K(k)RK(k)T
(3.13)

P(k + 1|k) = AP(k|k)A + Q with P(1|0) = P0

online: x̂i(k|k) = x̂i(k|k − 1) +Ki(k)
(
yi(k)− C[i]x̂[i](k|k − 1)

)

x̂i(k + 1|k) = Aix̂i(k|k) with x̂i(1|0) = x̂0
i

Communication : x̂j(k) ∀j ∈ N[i]

Online Calculation

Usually assumptions about a time independent graph do not hold. In this case Υi and Ψi
need to be calculated online. This has to be done independently in every node without
involving further communication. Using the same argumentation as in (2.7) we can rewrite
(3.12) in

Υi(k) = p[i](k|k − 1)C[i](k)
T (3.14)

Ψi(k) = C[i](k)P[i](k|k − 1)C[i](k)
T +Ri(k)

with P[i](k|k − 1) = GxiP(k|k − 1)(Gxi )
T being the covariance of the subsystem estimation

error x̃[i](k|k − 1) and p[i](k|k − 1) being the columns of P[i](k|k − 1) corresponding to x̃i.
Even though C[i] and Ri in (3.14) are known by node i, the calculation of P[i](k|k − 1)
in (3.14) requires the Kalman gains Kj∀j ∈ N[i] and measurement matrices Cj ∀j ∈ N[i].



3.3 Distributed Kalman Filter with Data Fusion 15

Therefore P[i](k|k−1) cannot be calculated analytically and is therefore approximated using

P[i](k|k − 1) = E
[

x̃(k|k − 1)x̃(k|k − 1)T
]

(3.15)

≈
1

k

k∑

l=1

(

(x[i] − x̂[i](l|l − 1))(x[i] − x̂[i](l|l − 1))T
)

where x[i] is the mean value of x̂[i](k|k− 1). This leads to a completely distributed recursive
algorithm given by:

dKF using local measurements (offline gain calculation)

P[i](k|k − 1) =
1

k

k∑

l=1

(
(x[i] − x̂[i](l|l − 1))(x[i] − x̂[i](l|l− 1))T

)

Ki(k) = p[i](k|k − 1)C[i](k)
T

[
C[i](k)P[i](k|k − 1)C[i](k)

T +Ri(k)
]
−1 (3.16)

x̂i(k|k) = x̂i(k|k − 1) +Ki(k)
(
yi(k)− C[i](k)x̂[i](k|k − 1)

)

x̂i(k + 1|k) = Ai(k)x̂i(k|k) with x̂i(1|0) = x̂0
i

Communication : x̂j(k) ∀j ∈ N[i]

3.3 Distributed Kalman Filter with Data Fusion

Using only local information for the state estimation result in a strongly restricted optimiza-
tion problem as given in Section 3.2. Therefore state estimates can be improved by using
more information about the global system. Consequently, extending the available information
for the state estimation in every node is the objective for the Kalman Filter derived in this
section. The idea for its realization is taken from the model based fusion algorithm given
in [2] leading to an extension of the state vector. To clarify this concept it will be briefly
introduced in Section 3.3.1. Afterwards this method is applied to networked systems with
static graphs in Section 3.3.2. Finally, this fusion algorithm is modified in Section 3.3.3 for
systems with a dynamic graph.

3.3.1 Data Fusion in Sensor Networks

In the model based data fusion algorithm derived in [2] the position of one mobile device is
estimated by a network of σ locally distributed sensor nodes S. The communication abilities
of the sensors among each other are modeled using a static graph Gσ = (S, Eσ) where the
edge (p, q) is in Eσ if and only if sensor p and q can exchange messages. Sensors to which
sensor p can communicate are called neighbors and are contained in the set S[p], including
sensor Sp itself. It is assumed that the dynamics of the observed device are time invariant
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offline:

Communication

x̂q(k) ∀q ∈ S[p]

Measurement yp(k)

Gain calc. Kp(k)

Weight calc. W[p](k)

Update x̂loc,p(k|k)

Data fusion x̂reg,p(k|k)

Prediction x̂loc,p(k + 1|k)

k = k + 1

Fig. 3.3: Schematic representation of the data fusion algorithm for sensor networks introduced
in [2]. The considered system consists of multiple sensors monitoring one target. Every sensor p
estimates the position of the target x̂loc,p using local measurements yp. All local position estimates
are joined into a regional estimate x̂loc,p in the data fusion step using weights (see (3.18) for
details). The gains Kp and weights Wp are calculated offline.

and the measurements are taken using an active mobile architecture. Similar to (2.3) and
(2.5), the dynamics of the mobile device and the measurement equation of the sensor nodes
S are given by the time invariant stochastic linear model

x(k + 1) = Ax(k) + w(k)

yp(k) = Cpx(k) + v(k) ∀p ∈ S.
(3.17)

When state estimation is done in a system like this, usually every sensor has its individual
Kalman filter using only local measurements yp. This leads to a decoupled estimation, where
every node uses an algorithm similar to Fig. 3.1. In [2] a communication step is introduced
to couple the state estimation in such a system. This algorithm is schematically shown in
Fig. 3.3. It can be seen in Fig. 3.3 that all local estimates x̂loc,p(k|k) of the state x(k)
are communicated among neighboring sensors and merged based on a weighted graph. This
leads to the following observation equations for every node p ∈ S:

x̂loc,p(k|k) = x̂loc,p(k|k − 1) +Kp
(

yp − Cpx̂
loc,p

)

x̂reg,p(k|k) =
∑

q∈S[p]

wpqx̂
loc,q

x̂loc,p(k + 1|k) = Ax̂reg,p(k|k)

(3.18)
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where x̂loc,p is the local estimate of the state x(k) of the mobile device calculated by sensor
node p. The Kalman gains Kp ∀p ∈ S and the weights wpq ∀p, q ∈ S are optimized offline
in [2]. Please refer to [1] or [2] for details on this optimization procedure.

3.3.2 Data Fusion for Multi Agent Systems

In this section a distributed Kalman Filter is derived, which uses the concept of joined
estimates for the system under consideration. The idea is, to let every node estimate the
state of itself and its neighbors. If this is done, more estimates of one state variable are
available and can be joined using the algorithm introduced in Section 3.3.1. In order to use
this idea for the introduced systems, the given model needs to be extended. The new local
state ξi ∈ R

n[i] of every node is now given by the former subsystem state x[i] leading to the
extended local system equation

ξi(k) = A[i](k)ξi(k − 1) + w[i] with ξi(0) = ξ0i . (3.19a)

Since the measurements available in the network are fixed, the new measurement equation
is given by (2.7) using ξi = x[i]:

yi(k) = C[i](k)ξi(k) + vi(k). (3.19b)

Using (3.19) the extended global model can be given in matrix form with

ξ(k) = Ā(k)ξ(k − 1) + w̄ with ξ(0) = ξ0

y = C̄(k)ξ(k) + v(k)
(3.20)

using

w̄ =
[

w[1]
T w[2]

T . . . w[η]
T
]
T

Ā(k) =







A[1] 0
. . .

0 A[ζi]







C̄(k) =







C[1] 0
. . .

0 C[ζi]






.

In (3.20) ξ ∈ R
n̄, n̄k =

∑η
i=1 n[i] is the state vector1 of the extended system and w̄ ∈ R

n̄ is

the process noise with covariance Q̄ = E[w̄w̄T ].

Example: (Three Agent Network) For the three agent network introduced in Section 2
the extended model equations become














[
x1(k)
x2(k)

]





x1(k)
x2(k)
x3(k)





[
x2(k)
x3(k)

]














=





A[1] 0 0
0 A[2] 0
0 0 A[3]


















[
x1(k − 1)
x2(k − 1)

]





x1(k − 1)
x2(k − 1)
x3(k − 1)





[
x2(k − 1)
x3(k − 1)

]



























[
w1

w2

]





w1

w2

w3





[
w2

w3

]














1To simplify notation, the dependency of n̄k on the discrete time k will be dropped from now on.
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



y1(k)
y2(k)
y3(k)



 =





C[1] 0 0
0 C[2] 0
0 0 C[3]


















[
x1(k)
x2(k)

]





x1(k)
x2(k)
x3(k)





[
x2(k)
x3(k)

]














+





v1
v2
v3





When the system given in (3.20) is used for state estimation, a distributed Kalman Filter
could be derived analogously to Section 3.2, giving the following local estimation equations:

ξ̂i(k|k) = ξ̂loc
i (k|k − 1) + K̄i(k)

(

yi(k)− C[i](k)ξ̂
loc
i (k|k − 1)

)

ξ̂loc
i (k + 1|k) = A[i](k)ξ̂

loc
i (k|k) with ξ̂loc

i (1|0) = x̂0
[i] (3.21)

where the local state estimate ξ̂loc
i (k|k) of node Ni is a column vector containing the state

estimates x̂loc
ji ∀j ∈ N[i] of its neighbors Nj. When looking at (3.21) one can see, that

this Kalman Filter would be completely decoupled among different nodes. Therefore a data
fusion step, analogously to the Kalman Filter introduced in [2], is added to increase the
performance. The resulting algorithm has the same structure as the one shown in Fig. 3.3
but uses a generally time dependent system model. The new algorithm is visualized in
Fig. 3.4. It can be seen in Fig. 3.4 that the local state estimates ξ̂loc

i (k|k) are communicated

among neighbors and joined to a regional state estimate ξ̂reg
i (k|k) using weights, similar to

the fusion algorithm in Section 3.3.1. When a data fusion step is introduced in (3.21) the
following local estimation equations can be derived

ξ̂loc
i (k|k) = ξ̂loc

i (k|k − 1) + K̄i(k)
(

yi(k)− C[i](k)ξ̂
loc
i (k|k − 1)

)

ξ̂
reg
i (k|k) = Wi(k)ξ̂

loc(k|k)

ξ̂loc
i (k + 1|k) = A[i](k)ξ̂

reg
i (k|k) with ξ̂loc

i (1|0) = x̂0
[i]

(3.22)

where ξ̂loc(k|k) =
[

ξ̂loc
1
T ξ̂loc

2
T . . . ξ̂loc

η
T
]T

is a column vector containing all local state

estimates. The weighting matrixWi in (3.22) contains the the sub matrices Wji ⊂Wi if j ∈
N[i], one under the other. The single weights Wji are given by

Wji =
[

Ω1
i . . . Ωηi

]

(3.23)

using Ωji =
[

Ω1j
i . . . Ω

ζjj

i

]

with Ωlji =







w
lj
i if N[i](j) = N[j](l)

0np×np otherwise

where p = N[j](l) describes the lth element of the set N[j]. In (3.23) wlji is the weight for the
state estimate of Nl calculated by Nj and used by Ni. In order to get an unbiased estimate,
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Communication

ξ̂j(k) ∀j ∈ N[i]

Get ξ̂loc
[i]

Measurement yi(k)

Gain calc.K̄i(k)

Weight calc. Wi(k)

Update ξ̂loc
i (k|k)

Data fusion ξ̂reg
i (k|k)

Prediction ξ̂loc
i (k + 1|k)

k=k+1

Fig. 3.4: Schematic representation of the distributed Kalman Filter using data fusion for the
systems under consideration. To generate multiple estimates of one position, every node estimates
its own position and the position of its neighbors. This is modeled using the extended state
variables ξ̂loc

i (3.19). All position estimates are communicated and joined using weights. This
generates regional estimates ξ̂reg

i which are used for prediction (see (3.22) for details).

the estimation equation has to fulfill (3.2a), which leads to the following constrain for Wji

Wji(k)In̄×nj = Inj×nj . (3.24)

Example: (Three Agent Network) In the three agent network the vector ξ̂loc of local
estimates and the weighting matrix W have the following form

ξ̂loc =
([
x̂loc

11 x̂loc
21

] [
x̂loc

12 x̂loc
22 x̂loc

32

] [
x̂loc

23 x̂loc
33

])T

W =

















[
W11

W21

]





W12

W22

W32





[
W23

W33

]

















=

















w11
1 0 w12

1 0 0 0 0

0 w21
1 0 w22

1 0 0 0

w11
2 0 w12

2 0 0 0 0

0 w21
2 0 w22

2 0 w23
2 0

0 0 0 0 w32
2 0 w33

2

0 0 0 w22
3 0 w23

3 0

0 0 0 0 w32
3 0 w33

3
















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It can be seen in (3.23) that the weighting matrices Wji includes many zero columns. There-

fore (3.22) can be rewritten for every estimate x̂loc
ji ⊂ ξ̂

reg
i ∀j ∈ N[i] in

x̂loc
ji (k|k) = Wji(k)G

ξ
ji(k)

TG
ξ
ji(k)ξ̂

loc(k|k)

= W[ji](k)x̂
loc
[ji](k|k)

(3.25)

where x̂loc
[ji] contains all state estimates of node Nj which where communicated to node Ni

by its neighbors Nj ∀j ∈ N[i]. The selection matrix Gξji is given by

G
ξ
ji =

[

H
1j
i H

ηj
i

]

(3.26)

using H lji =







h1,1 h1,qm
. . .

hpm,1 hpm,qm







with hp,q =







InJ×nJ if (N[L](p)=L)∩(N[L](q)=J)

L=N[i](l), J=N[i](j)

0nJ×nJ otherwise

with pm and qm being the number of common neighbors N[i] ∩N[J ] and N[i] ∩N[L], respec-

tively. Using Gξji(k) the constrain (3.24) can be rewritten in

W[ji](k)e(k) = Inj×nj with e(k) = Gξji(k)In̄×nj (3.27)

Using (3.25) and introducing the column vector ξ̂loc
[i] with x̂loc

[ji] ∈ ξ̂
loc
[i] if j ∈ N[i], the local

estimation equations can be written, equivalent to (3.22), as

ξ̂loc
i (k|k) = ξ̂loc

i (k|k − 1) + K̄i(k)
(

yi(k)− C[i](k)ξ̂
loc
i (k|k − 1)

)

ξ̂
reg
i (k|k) =W[i](k)ξ̂

loc
[i] (k|k) (3.28)

ξ̂loc
i (k + 1|k) = A[i](k)ξ̂

reg
i (k|k) with ξ̂loc

i (1|0) = x̂0
[i]

where W[i] is a block diagonal matrix containing W[ji] ∈ W[i] if j ∈ N[i]. The schematic
representation of (3.28) is shown in Fig. 3.4. When (3.28) is written in matrix form

ξ̂loc(k|k) = ξ̂reg(k|k − 1) + K̄(k)(y− C̄(k)ξ̂reg(k|k − 1))

ξ̂reg(k|k) = W(k)ξ̂loc(k|k) (3.29)

ξ̂reg(k + 1|k) = Ā(k)ξ̂reg(k|k) with ξ̂loc(1|0) = x̂0

with W =
[

W1
T . . . Wη

T
]
T . The Kalman Matrix K̄(k) becomes block diagonal in

(3.29) with diag{K̄} =
[

K̄1 . . . K̄η
]

.
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Example: (Three Agent Network) Using the selection matrices Gξji the zeros in W can
be eliminated giving the following reduced state vectors and weighting matrices for the single
systems:

x̂loc
[11] =

(
x̂loc

11 x̂loc
12

)
T W[11] =

(
w11

1 w12
1

)

x̂loc
[21] =

(
x̂loc

21 x̂loc
22

)
T W[21] =

(
w21

1 w22
1

)

x̂loc
[12] =

(
x̂loc

11 x̂loc
12

)
T W[11] =

(
w11

2 w12
2

)

ξ̂loc
[22] =

(
x̂loc

21 x̂loc
22 x̂loc

23

)
T W[22] =

(
w21

2 w22
2 w23

2

)

ξ̂loc
[32] =

(
x̂loc

22 x̂loc
23

)
T W[32] =

(
w22

2 w23
2

)

ξ̂loc
[23] =

(
x̂loc

22 x̂loc
23

)
T W[23] =

(
w22

3 w23
3

)

ξ̂loc
[33] =

(
x̂loc

32 x̂loc
33

)
T W[33] =

(
w32

3 w33
3

)
.

Using the extended model equations (3.20) and the estimation equations (3.22) the covari-
ance matrices P̄ of the estimation error ξ̃ are given by

P̄(k|k) = W(k)
[

I − K̄(k)C̄(k)
]

P̄(k|k − 1)
[

I − C̄(k)T K̄(k)T
]

W(k)T

+ W(k)K̄(k)R(k)K̄(k)TW(k)T (3.30)

P̄(k + |k) = Ā(k)P̄(k|k)Ā(k) + Q̄(k).

To isolate the free parameters of K̄(k) for the optimization problem (3.2b) again a matrix
decomposition was used.

K̄(k) =
η
∑

i=1

Ūi(k)
T K̄i(k)V̄i(k) (3.31)

with Ūi(k) =
[

0n[i]×n[i](i−1) In[i]×n[i]
0n[i]×n[i](η−i)

]

V̄i(k) =
[

0
mi×

∑i−1

j=1
mj

Imi×mi 0mi×
∑η

j=i+1
mj

]

where the matrices 0 and I are the zero and the identity matrix respectively. Using the the
optimality constrain (3.24) on the weights and matrix decomposition (3.31) in (3.2b) one
gets the following optimization problem

[K̄(k), W(k)] = argmin
K̄(k)

tr(P̄(k|k)) (3.32)

s.t. K̄(k) =
η
∑

i=1

Ūi(k)
T K̄i(k)V̄i(k)

W(k)In̄×ni = In×ni.



22 3 Kalman Filter Algorithms

Example: (Three Agent Network) For the three agent network the Kalman Matrix K̄
becomes

K̄ =













[
K̄11

K̄21

]

0 0

0





K̄12

K̄22

K̄32



 0

0 0

[
K̄23

K̄33

]













with

K̄1 =

[
K̄11

K̄21

]

, dim(K̄1) = 5× 2

K̄2 =





K̄12

K̄22

K̄32



 , dim(K̄2) = 7 × 3

K̄3 =

[
K̄23

K̄33

]

, dim(K̄3) = 5× 3.

It is shown in [2] that an integrated solution of this problem with respect to both constrains
is not possible. Furthermore the optimality constrain on W in (3.32) can be divided in one
constrain for every sub matrix as given in (3.27). Therefore (3.32) can be separated in

K̄(k) = argmin
K̄(k)

tr(P̄(k|k))

s.t. K̄(k) =
η
∑

i=1

Ūi(k)
T K̄i(k)V̄i(k)

W(k) = W(k − 1)

(3.33)

and ∀i ∈ N[i]

W[ji](k) = argmin
W[ji](k)

tr
(

W[ji](k)Φji(k)W[ji](k)
T
)

s.t. W[ji](k)e(k) = Inj×nj

(3.34)

with

e(k) = Gξji(k)In̄×nj

Φji(k) = Gξji(k)
[

I − K̄(k)C̄(k)
]

P̄(k|k − 1)
[

I − C̄(k)T K̄(k)T
]

G
ξ
ji(k)

T

+ Gξji(k)K̄(k)R(k)K̄(k)TGξji(k)
T .

It is shown in Appendix A.4 that the optimal solution to the optimization problem (3.33) is
given by2







vec[K̄1]
...

vec[K̄η]







= −







Ῡ11
T ⊗ Ξ̄11 . . . Ῡ1η

T ⊗ Ξ̄1η
...

. . .
...

Ῡη1
T ⊗ Ξ̄η1 . . . Ῡηη

T ⊗ Ξ̄ηη







−1 





Ψ̄1
...

Ψ̄η







(3.35)

2All variables K̄, Ῡ, Ξ̄, Ψ̄ are dependent on the discrete time k in (3.35)
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with

Ψ̄ij(k) = −vec[ŪiW
TWP̄(k|k − 1)C̄iT V̄i

T ]

Ξ̄ij(k) = Ūi(k)W(k − 1)TW(k − 1)Ūj(k)
T

Ῡij(k) = V̄jC̄P̄(k|k − 1)C̄T V̄i
T + V̄jRV̄i

T .

The solution to the optimization problem (3.34), also derived in Appendix A.4, becomes

W[ji](k) = δ(k)T
(

I − Γ0
1(k)(Γ

0
1(k))T

)

(3.36)

with δ(k) = (Φji(k))
−1e(k)

(

e(k)T (Φji(k))
−1e(k)

)−1

Γ0(k) = Null

([

Φji(k) e(k)
e(k)T 0ni×ni

])

Γ0
1(k) = Γ0[1 : n[i], :](k)

where Null(.) denotes a matrix containing the vectors spanning its null space and .[1 : n, :]
denotes the first n lines of a matrix.

Offline Gain Calculation

It can be seen in (3.35) and (3.36) that the calculation of K̄i and W[i] is highly coupled
between nodes and that even information from outside the subsystem N[i] are needed to

calculate ξ̂loc
i . Therefore this approach can only be used for special applications where the

graph of the network is static, the matrices Ā and C̄ are time independent and assumptions
about the covariances R and Q̄ can be made a priori. Then K̄i and W[i] can be calculated
offline and provided to the mobile devices before they start operating. This leads to the
following algorithm:

dKF with data fusion (offline gain calculation)

offline: K̄(k) = −






Ῡ11
T ⊗ Ξ̄11 . . . Ῡ1η

T ⊗ Ξ̄1η

...
. . .

...
Ῡη1

T ⊗ Ξ̄η1 . . . Ῡηη
T ⊗ Ξ̄ηη






−1 




Ψ̄1

...
Ψ̄η






W[ji](k) = δ(k)T
(
I − Γ0

1(k)(Γ0
1(k))T

)

P̄(k|k) = W(k)
[
I − K̄(k)C̄

]
P(k|k − 1)

[
I − C̄T K̄(k)T

]
W(k)T

+ W(k)K̄(k)RK(k)TW(k)T

(3.37)

P̄(k + 1|k) = ĀP̄(k|k)Ā + Q̄ with P̄(1|0) = P̄0

online: ξ̂loc
i (k|k) = ξ̂reg

i (k|k − 1) + K̄i(k)
(

yi(k)− C[i]ξ̂
reg
i (k|k − 1)

)
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Communication : ξ̂j(k) ∀j ∈ N[i]

ξ̂
reg
i (k|k) =Wi(k)ξ̂

loc(k|k)

ξ̂
reg
i (k + 1|k) = A[i]ξ̂

reg
i (k|k) with ξ̂reg

i (1|0) = x̂0
[i]

Online Gain Calculation

To calculate K̄i and Wi online, (3.35) and (3.36) need to be separable but the attempt to
show this property failed. It will be shown in the next section how the whole problem can be
rewritten to get an algorithm that can be calculated online.

3.3.3 Data Fusion for Dynamic Multi Agent Systems

In this section the algorithm introduced in Section 3.3.2 will be modified to make online
gain calculation possible. The idea is to introduce a second communication step, similar
to the distributed Kalman filter introduced in Section 3.2. This leads to a new algorithm,
schematically shown in Fig. 3.5. It can be seen in Fig. 3.5 that the joined state estimates
x̂i(k + 1|k) are now communicated to neighboring nodes. Therefore every node only needs
to calculate a joined estimate of its own state x̂i(k|k) and not of the complete subsystem

ξ̂
reg
i (k|k) as in Fig. 3.4. Using this framework the observation equations (3.22) for every

single node Ni ∈ N change to

ξ̂loc
i (k|k) = ξ̂loc

i (k|k − 1) + K̄i(k)
(

yi(k)− C[i](k)ξ̂
loc
i (k|k − 1)

)

= x̂[i](k|k − 1) + K̄i(k)ỹi(k)

x̂i(k|k) = W̄i(k)ξ̂
loc(k|k) (3.38)

x̂i(k + 1|k) = Ai(k)x̂i(k|k) with x̂i(1|0) = x̂0
i

where W̄i is given by the lines of Wi that correspond to x̂loc
ii in ξ̂loc

i (k|k). When (3.38) is
written in matrix, the following estimation equations are obtained

ξ̂loc(k|k) = Gx(k)x̂(k|k − 1) + K̄(k)ỹ(k)

x̂(k|k) = W̄(k)ξ̂loc(k|k)

x̂(k + 1|k) = A(k)x(k|k) with x̂(1|0) = x̂0

(3.39)

with W̄ =
[

W̄1
T . . . W̄η

T
]
T . By substituting the first subequation of (3.39) into the

second subequation, the estimation equation (3.39) can be rewritten in

x̂(k|k) = W̄(k)Gx(k)x̂(k|k − 1) + W̄(k)K̄(k)ỹ(k)

= x̂(k|k − 1) + ¯̄K(k)ỹ(k)
(3.40)

x̂(k + 1|k) = A(k)x̂(k|k) with x̂(1|0) = x̂0
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Communication

Communication

ξ̂j(k|k) ∀j ∈ N[i]

Get ξ̂loc
[i] (k|k)

x̂j(k|k − 1) ∀j ∈ N[i]

Get ξ̂loc
[i] (k|k − 1)

Measurement yi(k)

Gain calc.K̄i(k)

Weight calc. Wi(k)

Update ξ̂loc
i (k|k)

Data fusion x̂i(k|k)

Prediction x̂i(k + 1|k)

k=k+1

Fig. 3.5: Schematic representation of the extended distributed Kalman Filter using data fusion. To
simplify the filter given in Fig. 3.4, it is extended by an additional communication step. Consequently
only the local state xi(k) has to be predicted by every node (3.38). To incorporate data fusion,
still the extended state ξ̂loc

i (k|k) needs to be estimated.

with ¯̄K(k) = W̄(k)K̄(k) =
[

¯̄K1(k)
T . . . ¯̄Kη(k)

T
]
T

and W̄(k)Gx(k) = I, due to (3.24).

Example: (Three Agent Network) Using the weighting matrix W for this example, in-
troduced in Section 3.3.2, the new weighting matrix W̄ becomes

W̄ =





w11 0 w12 0 0 0 0

0 w21 0 w22 0 w23 0

0 0 0 0 w32 0 w33





Given the constrain that communication is only allowed between neighbors the local estima-
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tion equations (3.38) change to

ỹi(k) = yi(k)− C[i]x̂[i](k|k − 1)

x̂i(k|k) = x̂i(k|k − 1) + ¯̄K[i](k)ỹ[i](k)

x̂i(k − 1|k) = Ai(k)x̂i(k|k) with x̂i(1|0) = x̂0
i

(3.41)

using ¯̄K[i](k) = ¯̄Ki(k)G
y
i (k)

T

ỹ[i](k) = Gyi (k)ỹ(k) with ỹj(k) ⊂ ỹ[i](k) if j ∈ N[i].

The selection matrix Gyi in (3.41) is given by the nonzero lines of

G
y
I =







g1,i 0
. . .

0 gη,i







with gj,i =







Im[j]×m[j]
if j ∈ N[i]

0m[j]×m[j]
otherwise

.

The new algorithm given in (3.40) and (3.41) is visualized in Fig. 3.6. It can be seen in
Fig. 3.6, that by introducing an additional communication step the observation algorithm
reduces to a form that is similar to the first distributed Kalman Filter introduced in Sec-
tion 3.2. Nevertheless (3.22) uses the measurement information of the whole subsystem N[i]

whereas (3.9) only uses local measurements. This is because in Fig. 3.6 the measurement
prediction error ỹi is communicated among neighbors to calculate ỹ[i] a priori to the update
step.
Similar to (3.4) the covariance matrices P of the estimation error x̃ are given by

P(k|k) =
[

I − ¯̄K(k)C(k)
]

P(k|k − 1)
[

I −C(k)T ¯̄K(k)T
]

+ ¯̄K(k)R(k) ¯̄K(k)T

P(k + 1|k) = A(k)P(k|k)A(k) + Q(k). (3.42a)

Example: (Three Agent Network) The Kalman matrix ¯̄K of the three agent network has
the following form

¯̄K =








[ ¯̄K11
¯̄K21] 0

[ ¯̄K12
¯̄K22

¯̄K32]

0 [ ¯̄K23
¯̄K33]








with

¯̄K1 =
[

¯̄K11
¯̄K21

]

dim = 2× 5

¯̄K2 =
[

¯̄K12
¯̄K22

¯̄K32

]

dim = 2× 8

¯̄K3 =
[

¯̄K23
¯̄K33

]

dim = 2× 6.

To isolate the free parameters of ¯̄K(k) for the optimization problem (3.2b) again a matrix
decomposition can be used

¯̄K(k) =
η
∑

i=1

¯̄Ui
T ¯̄K[i](k)

¯̄Vi(k) (3.43)
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Communication

Communication

x̂j(k) ∀j ∈ N[i]

ŷj(k) ∀j ∈ N[i]

Get x̂[i]

Get ŷ[i]

Data fusion ŷi

Measurement yi(k)

Gain calc. ¯̄Ki

Update x̂i(k|k)

Prediction x̂i(k + 1|k)

k=k+1

Fig. 3.6: Schematic representation of the rearranged distributed Kalman Filter using data fusion
and an additional communication step. It was derived in (3.40) that the Kalman Filter given
in Fig. 3.5 can be rearranged as given in this figure. By using this filter, only the local state
estimates x̂i need to be calculated by every node (3.41). The data fusion is realized by additionally
communicating the measurement error ỹi among neighbors.

with ¯̄Ui =
[

0ni×ni(i−1) Ini×ni 0ni×ni(η−i)
]

¯̄Vi(k) = Gyi (k).

The minimization problem (3.2b) is then given by

¯̄K(k) = argmin
¯̄
K(k)

tr(P(k|k)) (3.44)

s.t. ¯̄K(k) =
η
∑

i=1

¯̄Ui
T ¯̄Ki(k)

¯̄Vi(k)
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and can be solved similar to Section 3.2 leading to the optimal Kalman gains ¯̄Ki

¯̄Ki(k) = − ¯̄Υi(k)
( ¯̄Ψi(k)

)−1
(3.45)

with ¯̄Υi(k) = ¯̄UiP(k|k − 1) ¯̄C[i](k)
T

¯̄Ψi(k) = ¯̄C[i](k)P(k|k − 1) ¯̄C[i](k)
T +R[i](k)

where ¯̄C[i] = GyiC is the measurement matrix of the subsystem N[i].

Offline Gain Calculation

If the graph of the network is static, the matrices Ā and C̄ are time independent and
assumptions about the covariances R and Q̄ can be made a priori, the Kalman gain can
calculated offline using (3.45) with (3.42) directly. The algorithm is then given by

Extended dKF with data fusion (offline gain calculation)

offline: ¯̄Ki(k) = ¯̄UiP(k|k − 1) ¯̄C[i]
T
[

¯̄C[i]P(k|k − 1) ¯̄C[i]
T +R[i]

]
−1

P(k|k) =
[

I − ¯̄
K(k)C

]

P(k|k − 1)
[

I −CT
¯̄
K(k)T

]

+ ¯̄K(k)R ¯̄K(k)T
(3.46)

P(k + |k) = AP(k|k)A + Q with P(1|0) = P0

online: ỹi(k|k − 1) = yi(k)− C[i]x̂[i](k|k − 1)

Communication : ŷj(k) ∀j ∈ N[i]

x̂i(k|k) = x̂i(k|k − 1) + ¯̄K[i](k)ỹ[i](k)

x̂i(k|k − 1) = Aix̂i(k − 1|k − 1) with x̂i(1|0) = x̂0
i

Communication : x̂j(k) ∀j ∈ N[i]

Online Gain Calculation

The structure of (3.45) is already decoupled and very similar to (3.12). Nevertheless the

optimal Kalman gain (3.45) cannot be simplified similarly since ¯̄C[i] 6= C[i] and Cj ⊂
¯̄C[i] ∀j ∈

N[i]. Therefore information even beyond those available in N[i] are necessary to calculate
¯̄Υi(k) and ¯̄Ψi(k) independently. That is why ¯̄Υi(k) and ¯̄Ψi(k) need to be approximated
using measurements. It can be found in the literature, e.g. [13], that the following equalities



3.3 Distributed Kalman Filter with Data Fusion 29

hold for a global Kalman Filter

E
[

x̃i(k|k − 1)ỹ(k)T
]

= P(k|k − 1)C(k)

E
[

ỹ(k)ỹ(k)T
]

= C(k)P(k|k − 1)C(k)T + R(k).
(3.47)

Therefore ¯̄Υi(k) and ¯̄Ψi(k) can be approximated using

¯̄Υi(k) = E
[

x̃i(k|k − 1)ỹ[i](k)
T
]

≈
1

k

k∑

l=1

(

(xi − x̂i(l|l − 1))(y[i] − ŷ[i](l|l − 1))T
)

¯̄Ψi(k) = E
[

ỹ[i](k)ỹ[i](k)
T
]

(3.48a)

≈
1

k

k∑

l=1

(

(y[i] − ŷ[i](l|l − 1))(y[i] − ŷ[i](l|l − 1))T
)

(3.48b)

with the initial conditions

¯̄Υi(0) = ¯̄UiP
0 ¯̄C[i](0)

¯̄Ψi(0) = ¯̄C[i](0)P0 ¯̄C[i](0)T +R[i](0).

In (3.48) xi and y[i] are the mean values of x̂i(k|k − 1) and ŷ[i](k), respectively. This leads
to the fully distributed algorithm

Extended dKF with data fusion (online gain calculation)

ỹi(k) = yi(k)− C[i]x̂[i](k|k − 1)

Communication : ŷj(k) ∀j ∈ N[i]

¯̄Υi(k) =
1

k

k∑

l=1

(

(xi − x̂i(l|l − 1))(y[i] − ŷ[i](l|l− 1))T
)

¯̄Ψi(k) =
1

k

k∑

l=1

(

(y[i] − ŷ[i](l|l− 1))(y[i] − ŷ[i](l|l − 1))T
)

(3.49)

¯̄Ki(k) = − ¯̄Υi(k)
( ¯̄Ψi(k)

)
−1

x̂i(k|k) = x̂i(k|k − 1) + ¯̄K[i](k)ỹ[i](k)

x̂i(k + 1|k) = Aix̂i(k|k) with x̂i(1|0) = x̂0
i

Communication : x̂j(k) ∀j ∈ N[i]



30 3 Kalman Filter Algorithms



Chapter 4

Numerical Example
Self-localization of Mobile Devices

To compare the performance of the distributed Kalman Filters, simulations were done in
Matlab. The investigated system of mobile agents estimates the position of every agent
in a decentralized fashion. Communication and distance measurements are possible among
neighboring mobile nodes and to reachable reference nodes. The set up for this numerical
example and its system dynamics are given in detail in Section 4.1. Afterwards the spec-
ifications used in Matlab are given and the obtained simulation results are described in
Section 4.3.

4.1 System Dynamics

The derivation of the Kalman Filter algorithms in Section 3 was based on the communication
topology and the general linear model of an arbitrary multi-agent system, both introduced
in Section 2. These general system properties will be specified in this section for a system of
robots who estimate their position using a distributed Kalman Filter algorithm. All assump-
tions made in Section 3 also hold for this system. To argue the validity of the generated
results, the chosen parameter will be furthermore discussed in Section 4.2.

4.1.1 Network Properties

The investigated system consists of µ = 6 reference nodesM and η = 8 mobile devices N .
Those are spread on a 2D surface as shown in Fig. 4.1. The positions p = [px py]T of the
reference nodes are chosen as given below

p̌1 =

[

0
0

]

p̌2 =

[

0
4

]

p̌3 =

[

0
8

]

p̌4 =

[

4
0

]

p̌5 =

[

4
4

]

p̌6 =

[

4
8

] (4.1)

31
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Fig. 4.1: Initial positions of mobile (circles) and reference (squares) nodes. This setup was used
for all simulations given in this section.

and the initial positions of the mobile devices are given by

p0
1 =

[

2.0
1.5

]

p0
2 =

[

4.0
1.0

]

p0
3 =

[

5.5
1.8

]

p0
4 =

[

3.0
3.8

]

p0
5 =

[

1.5
2.8

]

p0
6 =

[

3.5
2.0

]

p0
7 =

[

3.5
3.2

]

p0
8 =

[

6.0
3.7

]

.

(4.2)

The communication topology is modeled using graph theory as introduced in Section 2.1.
Since all properties of the graphs Gη and Gµ are extractable from the adjacency matrixAη and
its equivalent Ãµ for Gµ, only those will be given for the investigated system. Nevertheless
the mobile devices are moving in the 2D plane. That is why both matrices are subject to
changes and are therefore only given for the initial state. Using a communication radius of
ρ = 2.5m the initial matrices Aη and Ãµ become

Aη0 =















1 1 0 0 1 1 0 0
1 1 1 0 0 1 1 0
0 1 1 0 0 1 1 1
0 0 0 1 1 1 1 0
1 0 0 1 1 1 0 0
1 1 1 1 1 1 1 0
0 1 1 1 0 1 1 1
0 0 1 0 0 0 1 1















Ãµ0 =















1 1 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 1 0 0 1 0
0 0 0 0 1 0
0 0 0 0 1 1















. (4.3)
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4.1.2 Model Equations

In this example the positions of the moving devices N are estimated. Every node i ∈ R
has a position pi = [pxi p

y
i ]
T in the 2D plane. The reference nodesM are static thus their

position does not change over time. Conversely the mobile nodes N are moving in the 2D
plane. The dynamics connected to the node positions can be described by

pi(k + 1) = pi(k) + ∆pi(k) with pi(0) = p0
i ∀i ∈ N (4.4a)

p̌i(k + 1) = p̌i(k) with p̌i() = p̌i ∀i ∈M (4.4b)

where ∆pi is the position shift of node i. To estimate the positions of the mobile agents,
distance measurements are used. The distances d between the mobile nodes N can be
calculated using

d2
ij =

(

pi − pj
)T (

pi − pj
)

with i, j ∈ N . (4.5)

To get a linear measurement equation, (4.5) is linearized around the steady state positions
pi and pj using a first order Taylor approximation, leading to

d2
ji = d

2

ji + 2
(

pi − pj
)T

(pi − pi)− 2
(

pi − pj
)T (

pj − pj
)

(4.6)

with d
2

ji = d2
ji(pi,pj) being the distance between the steady state positions of both nodes.

The distances between the reference nodes and the mobile nodes can be calculated analo-
gously. By introducing the system variables for the mobile nodes Ni ∈ N

xi(k) = pi(k)− pi, ∀i ∈ N

yji(k) = d2
ji(k)− d

2

ji, ∀i, j ∈ N

Cji = 2
(

pi − pj
)T
, ∀i, j ∈ N

(4.7a)

and the variables for the measurements from mobile to reference nodesMi ∈M

y̌ji(k) = d2
ji(k)− d

2

ji, ∀i ∈ N , j ∈M

Čji = 2
(

pi − pj
)T
, ∀i ∈ N , j ∈M.

(4.7b)

the following measurement equations for one measurement yji can be derived

yji(k) = Cji (xi(k)− xj(k)) if i, j ∈ N

y̌ji(k) = Čjixi(k) if i ∈ N , j ∈M.
(4.8)

By assuming white noise vi on the distance measurements, the measurement equation for
one mobile node Ni can be given in vector form analogously to (2.5) by

yi(k) = Cix(k) + vi(k). (4.9)
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with x = [xT1 . . . x
T
η ]T . The measurement matrix yi in (4.9) is given by the nonzero lines of

yI =
[

y1,i . . . yi−1,i

[

y̌1,i . . . y̌µ,i
]

yi+1,i . . . yη,i
]T

with yj,i = if (j, i) 6∈ Eη i, j ∈ N

and y̌j,i = if (j, i) 6∈ Eµ i ∈ N , j ∈M (4.10)

The measurement matrix Ci in (4.9) is given by the nonzero lines of CI , where CI is defined
as

CI =
























−C1,i 0 . . . 0 C1,i 0 . . . 0

0
. . .

...
−Ci−1,i Ci−1,i

...

0

...







Č1,i
...

Čµ,i







...

0

...

Ci+1,i −Ci+1,i
...

. . . 0
0 . . . 0 Cη,i 0 . . . 0 −Cη,i
























with Cj,i = 0 if (j, i) 6∈ Eη, i, j ∈ N

and Čj,i = 0 if (j, i) 6∈ Eµ, i ∈ N , j ∈M (4.11)

Example: (Measurement equation for mobile node N1) Using the definitions in (4.11)
and (4.10) the measurement equation for node N1 is given by









y̌1,1
y̌2,1
y2,1
y5,1
y6,1









=









Č1,1 0 0 0 0 0 0 0

Č2,1 0 0 0 0 0 0 0
C2,1 −C2,1 0 0 0 0 0 0
C5,1 0 0 0 −C5,1 0 0 0
C6,1 0 0 0 0 −C6,1 0 0









x(k) + v(k). (4.12)

By removing the nonzero columns of C1 one gets the reduced measurement matrix C[1].
Using C[1] leads to the following, equivalent measurement equation:









y̌1,1
y̌2,1
y2,1
y5,1
y6,1









=









Č1,1 0 0 0

Č2,1 0 0 0
C2,1 −C2,1 0 0
C5,1 0 −C5,1 0
C6,1 0 0 −C6,1















x1

x2

x5

x6







+







v1
v2
v5
v6






. (4.13)
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Static Graph

As mentioned in Section 3 there are applications where the graph of the system does not
change. This is also true for the position estimation of mobile agents, as discussed in this
chapter. One possibility to obtain a static graph is to use a strategy to preserve the graph
while moving the agents, as given for example in [9]. In this thesis a simpler set up is
investigated, where the movement of the robots is restricted to a small area around their
steady state position. It is furthermore assumed that the robots move significantly slower
than the sampling frequency. Therefore the position shift ∆pi in (4.4) is very small and can
be approximated by white process noise w. Using these assumptions (4.4) and (4.9) can be
used to derive the following system equations for one node

xi(k) = Aixi(k − 1) + wi(k) with xi(0) = I2×1 ∀i ∈ N

yi(k) = C[i]x[i](k) + vi(k)
(4.14)

where Ai is the identity matrix I2×2. The measurement matrix C[i] contains the nonzero
columns of Ci and x[i] is the corresponding state vector, both defined in (2.7). Following
(2.5), the matrix form of (4.14) is given by

x(k) = Ax(k − 1) + w(k) with x(0) = 016×1

y(k) = Cx(k) + v(k).
(4.15)

Dynamic Graph

If the movement of the robots is not restricted, the graph of the system becomes dynamic.
Furthermore, if the mobile nodes are moving in the 2D plane, the linearization of the model
around a fixed steady state is not applicable. But since it is assumed that the dynamics of
the positions are significantly slower than the sampling time, e.g. the mobile devices have
a fairly low velocity, the time scale τ of the robot movement and the time scale k of the
position estimation can be separated. To model the global behavior of the system a switching
scheme is introduced, where the steady state position p is updated after a certain time Tτ ,

p(τ) =
1

κ

kτ−1∑

k=kτ−1

(x̂(τ − 1, k) + p(τ − 1)) ∀k ∈ [kτ−1, kτ). (4.16)

By introducing those additional dynamics, the linearization (4.6) has to be redone in every
time step τ . Therefore the system variables (4.17) become time dependent

xi(τ, k) = pi(k)− pi(τ), k ∈ [kτ , kτ+1), ∀i ∈ N ,

yji(τ, k) = d2
ji(k)− d

2

ji(τ), k ∈ [kτ , kτ+1), ∀i, j ∈ N ,

Cji(τ) = 2
(

pi(τ)− pj(τ)
)T
, k ∈ [kτ , kτ+1), ∀i, j ∈ N .

(4.17a)



36 4 Numerical Example: Self-localization of Mobile Devices

The variables including reference nodes become

y̌ji(τ, k) = d2
ji(k)− d

2

ji(τ), k ∈ [kτ , kτ+1),

∀i ∈ N , j ∈M,

Čji(τ) = 2
(

pi(τ)− pj(τ)
)T
, k ∈ [kτ , kτ+1),

∀i ∈ N , j ∈M.

(4.17b)

Using these new variables and the general system dynamics given in (4.4) and (4.9) a switch-
ing model for the system of moving robots can be given:

x(τ, k) = Ax(τ, k − 1) + w(k), k ∈ [kτ , kτ+1)

y(τ, k) = C(τ)x(τ, k) + v(k), k ∈ [kτ , kτ+1)
(4.18)

with x(τ, kτ − 1) = x(τ − 1, kτ − 1) + ∆p(τ),

∆p(0) = p(τ − 1)− p(τ) = 016×1,

x(0) = 016×1,

where ∆p(τ) is the position shift at time τ . The local system equations for every single
robot can be derived analogously.

4.2 Parameter Selection

While selecting the parameters the main focus was to make reasonable assumptions which
would lead to meaningful simulation results. The parameter choices will be argued in this
section and are summarized in Table 4.1. It was already mentioned in Section 4.1.1 that
the investigated system consists of η = 8 mobile nodes and µ = 6 reference nodes. Their
positions are given in (4.2) and (4.1), respectively. The communication topology of the
system is given in (4.3).
The fusion algorithm introduced in Section 3.3.1 was implemented in real robots and exper-
imental results where published in [1]. Since the experiments in [1] use ultrasound for the
distance measurements, this setup was also assumed in this thesis. Following the parameters
used in [21], the communication radius was set to ρ = 2.5m and the measurement noise on
those distance measurements was set to σd = 0.002m2. It is furthermore assumed that the
robots move with an average velocity of v = 0.1m/s and that a collision avoidance strategy
is implemented to preserve a minimum distance dmin = 0.2m among robots.
Using those specifications random trajectories of the robots where generated and mutual
measurements where simulated. The sampling rate was set to fk = 100Hz to compromise
between measurement accuracy and computational costs. The switching frequency for the
model was set to fτ = 10Hz. To preserve sensitivity of the online gain calculation on
changing conditions, the number of measurements used for this purpose was restricted to
nsave = 300.
It is crucial for the Kalman Filter algorithm to perform well, to make reasonable assumptions
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Table 4.1: Parameters used for the simulation of both scenarios.

Parameter Value Description

Network properties
µ 6 number of reference nodes
η 8 number of mobile nodes
ρ 2.5 m2 communication radius

Robot behavior
dmin 0.2 m minimum distance between nodes
σd 0.002 m2 noise for distance measurements
v 0.1 m

s
average velocity of the robots

Simulation parameters
fk 100 Hz sampling rate
fτ 10 Hz switching frequency
nsave 300 Number of stored measurements for online calculation

Kalman Filter parameters
Q diag(0.001 m2) covariance matrix of process noise
R diag(0.05 m2) covariance matrix of meas. noise
x̂(0) 016×1 initial conditions for state vector
P(0) diag(0.001m2) initial conditions for covariance matrix

about the initial conditions. In the simulations, the initial positions of the mobile nodes (see
(4.2)) where used as initial steady state positions p(τ = 0, k = 0). Therefore the initial
conditions for the state estimate are zero. Giving a sampling rate of fk = 100Hz and a
velocity of v = 0.1m/s the covariance of the process noise becomes Qi = diag(0.001m2).
Analogously the initial covariance of the estimation error P is set to P(0) = diag(0.001m2).
Since the model equations are linearized around a steady state position, the output variable
y does not relate directly to the distance measurement. By simulating measurements ymeas
and yreal with and without measurement noise, respectively, the covariance matrix R was
calculated. By using the approximation

R = E
[

vvT
]

≈
1

kend

kend∑

k=1

(

v(k)v(k)T
)

with v(k) = ymeas(k)− yreal(k)

a covariance matrix of R = diag(0.05 m2) was obtained. Following the usual convention, a
diagonal matrix was used. To simplify the algorithm it was assumed, that R is not a function
of the distance nor the time.
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4.3 Simulation Results

In this section the performance of the introduced Kalman Filter algorithms is investigated
using Matlab simulations of two different scenarios. Firstly the mobile nodes are only
allowed to move in a small area around their steady state position. This leads to a system
with a static graph. In this set up, the algorithms using offline gain calculation can be used
and compared. Secondly, the restrictions on the movement of the robots where dropped,
allowing the agents to move in the 2D plane. This leads to a dynamic graph. Therefore
online gain calculation is used for the second scenario. To refer to the different algorithms
in an easy fashion, abbreviations are introduced in Table 4.2.

Table 4.2: Abbreviations for the simulated Kalman Filter Algorithms. The equation specifying
each algorithm is given in the last column.

Abbrev. Algorithm name Defining equation

gKF global Kalman Filter p. 11, (3.1)

dKF1 distributed Kalman Filter using offline: p. 14, (3.2)
global measurements online: p. 15, (3.2)

dKF2 distributed Kalman Filter with data fusion offline: p. 23, (3.3.2)

dKF3 extended distributed Kalman Filter offline: p. 28, (3.46)
with data fusion for systems with dynamic graph online: p. 29, (3.3.3)

4.3.1 Static Graph

To generate a scenario where a static graph is preserved throughout the simulation, the
movement of the robots was restricted to an area of radius r = 0.4m around their steady
state positions (see (4.2)). The randomly generated trajectories for the mobile nodes, using
the robot parameters specified in Table 4.1, are shown in Fig. 4.2. Using those trajectories
simulations where done with all three distributed algorithms, given in Table 4.2. The results
for the global Kalman Filter (gKF) are also given for comparison. At first the algorithms
where tested using offline gain calculation. Afterwards also online gain calculation was used
for the static graph to see the impact of the approximations made on the performance of
dKF1 and dKF3. Finally also the switched model (4.18) was used to verify its applicability to
the given problem. The simulation results are shown in Fig. 4.3. In this graphic the average
RMS error ε

ε =
1

kend

kend∑

k=1

√

(pk − p̂(k))(p(k)− p̂(k))T

with ε =
√

(pk − p̂(k))(p(k)− p̂(k))T

(4.19)
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Fig. 4.2: Randomly generated trajectories of mobile robots N in the 2D-plane. The movement
was restricted to an area of radius r = 0.4m around the steady state positions of the agents. This
leads to a static graph and linear dynamics of the system.
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Fig. 4.3: Comparison of the average RMS error ε of the position estimation for the static graph
scenario, visualized in Fig. 4.2. Simulations where done using online gain calculation (online calc.)
and offline gain calculation (offline calc.). In the last column the performance of the algorithms
is shown when the gains are calculated online and the switched model (4.18) is used (switched
model).
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of the position estimation error is plotted for the different algorithms using the respective
scenario as specified underneath the bars. The position estimate in (4.19) is calculated using
(4.7a) with p̂(k) = x̂(k) + p(k).
When comparing only the offline and online gain calculation scenarios in Figure 4.3, it can
be seen that the most precise position estimates were obtained when offline gain calculation
was used. This result was expected since in this case more available information can be used
and less approximations have to be utilized to calculate the Kalman matrix. When looking at
the results of the first scenario it can also be seen, that the performance of dKF2 gets very
close to the performance of the gKF. This proves again, that the data fusion concept does
improve the accuracy of the estimation. The extended data fusion algorithm dKF3, which
can also be calculated online, performs similar than the dKF2 algorithm. Nevertheless it is
also obvious that the improvement gained, in comparison to the simpler algorithm dKF1 is
not significant.
When comparing the performance of the single algorithms in different scenarios a different
behavior of dKF1 and dKF3 can be seen. The error of dKF1 nearly doubles when the gain
is calculated online and can be reduced even far below the error of the offline scenario, when
the switched model was used. This is due to the fact, that using a more realistic model by
redoing the linearization, the predicted state estimates gets more accurate. Since the state
prediction is used to calculate the covariance matrix online (see (3.15)) the impact of these
adjustments is quite large. A comparable behavior regarding the first and the last scenario
can be seen in the results obtained by using the gKF.
By looking at the estimation error of algorithm dKF3 a different behavior can be seen. The
error is also increased when using online gain calculation due to the necessary approximations.
But due to more available measurements, the impact of those approximations is lower than
in the dKF1 case. Furthermore, it can be seen, that introducing the switched model does
not improve the performance of dKF3 as much as seen with the gKF and dKF1 algorithm.

4.3.2 Dynamic Graph

In this second scenario the movement of the robots is not restricted to a certain area. It is
assumed that the robots have an implemented collision avoidance strategy to have a mini-
mum distance of dmin = 0.2m between each other at all times. Fig. 4.4 shows the randomly
generated trajectories using those assumptions and the simulation parameters specified in
Table 4.1. Due to the movement of the robots the graph changes during the simulations.
New measurements are available if one robot gets closer to another one, and others are lost
due to an increased distance. This introduces switches in the behavior of the state estima-
tion, since the number of available measurements changes over time. Those switches cause
difficulties in the calculation of the covariance matrices of the prediction error.
The covariance matrices are calculated from measurements using (3.15) and (3.48) for al-
gorithm dKF1 and dKF3 , respectively. This approximation uses stored measurements from
previous timesteps as well as current ones. Since the graph is dynamic, the number of stored
values for every available distance measurement differes. If a new node is entering the com-
munication horizon, no stored values are available for this measurement. This can lead to
undesired effects since the covariance calculation needs some time to converge (compare
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Fig. 4.4: Randomly generated trajectories of mobile robots N in the 2D-plane. By loosening the
restrictions on the movement of the mobile devices, the graph of the system becomes dynamic,
and the switched model (4.18) must be used. The movement was restricted to always ensure a
minimum distance of dmin = 0.2m between nodes. The robots move with an average velocity of
v = 0.1m

s .

Fig. B.2 in Appendix B). Therefore a hysteresis was introduced, where a certain number
of measurements is gathered before the measurement is used for gain calculation. The size
of the hysteresis was set to nwait = 100 and nwait = 300 for the dKF1 and dKF3 algo-
rithm, respectively. This method ensures that the covariance converges before it is actually
used for gain calculation. It additionally reduces the number of graph changes by not using
measurements to neighbors which are in communication distance only for a very short time.

To compare the investigated algorithms, the RMS error of the position estimates

ε =
1

kend

τend∑

τ=0

kτ+1−1
∑

k=kτ

√

(p(τ, k)− p̂(τ, k))(p(τ, k)− p̂(τ, k))T

with ε =
√

(p(τ, k)− p̂(τ, k))(p(τ, k)− p̂(τ, k))T

(4.20)

was calculated, similar to (4.19). The resulting errors for the different algorithms are shown
in Fig. 4.5. Since the performance of the algorithms was not satisfying for a communication
horizon of ρ = 2.5m it was investigated if an increased communication horizon of ρ = 3.5m
decreases the error. This expectation proved to be true, leading to a significantly reduced
error for both algorithms when a larger horizon is used.
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Fig. 4.5: Comparison of the average RMS error ε for the dynamic graph scenario, visualized in
Fig. 4.4. For both communication radiuses ρ = 2.5m and ρ = 3.5m simulations were done with the
hysteresis for the graph changes turned on (hys on) and off (hys off). The size of the hysteresis
was set to nwait = 100 and nwait = 300 for the dKF1 and dKF3 algorithm, respectively.

The devolution of the error for one single node is shown in Fig. 4.7 where the error is plotted
over time for node N8. The corresponding graph switches for Fig. 4.5 are visualized in
Fig. 4.6. By comparing the graph switches for the different scenarios in Fig. 4.6, one can
see, that by introducing a hysteresis on the used measurements, the number of graph changes
could be reduced. But on the other hand this also reduces the average number of neighbors
and reachable nodes significantly, as it can be seen in Table 4.3. This can also have negative
effects on the performance of the filter.

Looking at Fig. 4.5 again, it can be seen that the introduction of the hysteresis has quite
large effects when only a small communication horizon is used. Therefore it can be concluded
that graph switches are more crucial if the system is not well coupled. In this case situations

Table 4.3: Comparison of the average coupling ζ between mobile nodes and the average number
γ of reachable reference nodes for different simulated scenarios. For completeness also the average
coupling in the static graph is given.

graph scenario ζ γ

static ρ = 2.5 3.8 1.3

dynamic ρ = 2.5, hys off 3.3 1.1

ρ = 2.5, hys on 2.8 1.0

ρ = 3.5, hys off 5.4 2.5

ρ = 3.5, hys on 4.8 2.3
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can occur where the coupling for some nodes gets too low to obtain good estimation re-
sults. Furthermore, by using a switched model, this can result in a fast blowup of the error.
Fortunately it was observed that the error reduces again when new measurements become
available. This behavior can be seen in the unscaled version of Fig. 4.7 which can be found in
Appendix B, Fig. B.1. It was furthermore observed that the dKF1 algorithm is more robust
to graph changes than the dKF3 algorithm. This might be due to the fact that the online
gain calculation for dKF3 depends fully on available measurement whereas in dKF1 only the
covariance of the state prediction is approximated.
By comparing the estimation errors obtained by using ρ = 3.5m with the errors shown for
the third scenario in Fig. 4.3 one can see that they are in the same range. Therefore it seems
necessary to have a higher coupling when graph changes occur in the network to ensure
reliable performance. The second interesting observation is that the overall performance of
the simple algorithm dKF1 is better then the performance of the dKF3 algorithm when using
a dynamic graph. But on the other hand it can be seen in Fig. 4.3 that the estimation error
for dKF1 is also decreased below the error for dKF3 when only the switched model is used
even if no graph changes occur. Therefore it is assumed, that the accuracy of the state
prediction gained by using the switched model is more advantageous for the simple Kalman
Filter, than the use of additional measurements is for the data fusion filter. It should be
object of further work to investigate the performance of dKF1 and dKF3 when a fully linear
model is used.
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Chapter 5

Conclusion

In this thesis different distributed Kalman Filter algorithms where derived for both static
and dynamic network systems. The objective for all algorithms was to estimate the position
of mobile nodes in a distributed fashion. Distance measurements and communication were
restricted to only take place among neighbors.
Firstly, a distributed filter was designed, which is based on a normal global Kalman Filter
algorithm. It was obtained by restricting the optimization problem for the Kalman gain what
leads to a distributed filter that only uses local measurements. Afterwards, the concept of a
data fusion Kalman Filter was applied to the network system. A straight forward derivation
of this filter could only be found for systems with a static graph structure. Therefore an
additional communication step was introduced to derive a distributed data fusion Kalman
Filter that is usable for both static and dynamic network systems.
For all investigated algorithms, the analytical calculation of the gain matrix is strongly coupled
among different nodes. If the graph of the investigated system is static and the model is time
independent, the gain calculation can be done offline. But usually this is not the case. In
this work it was therefore proposed to approximate covariance matrices needed for the gain
calculation, using recent measurements. This leads to a fully decentralized online algorithm
for both distributed filters.
To investigate the performance of the introduced algorithms, simulations where done in
Matlab. Since the position estimation is based on distance measurements in the considered
systems, the measurement equation becomes nonlinear. To obtain linear dynamics, the model
was linearized around a steady state position.
By simulating the linearized system using a setup where the graph is static, it was found, that
introducing a data fusion step increases the accuracy of the state estimation. This is true for
both online and offline gain calculation. As expected, it was also shown that approximating
the covariance matrices leads to a small performance reduction but is still applicable.
When free movement of the mobile devices was considered in the investigated example, the
linearizion of the model around one steady state position was not applicable anymore. In
this case it was assumed that the devices move with a velocity significantly smaller than the
sampling rate. Therefore a switched system could be introduced where the dynamics of the
position estimation and the robot movement were separated.
Using this model, simulations were done for a scenario involving graph changes. It was

47
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found, that a higher average coupling among the nodes is necessary if the graph changes,
to ensure reliable performance. Furthermore, it was seen that the simple distributed filter
performs better in this scenario than the one using a data fusion step. This pattern was
also found when combining a static graph scenario with the switched model. Therefore it is
assumed, that the accuracy of the state prediction, gained by using the switched model is
more advantageous for the simple Kalman Filter, than the use of additional measurements
is for the data fusion filter.
It was shown in this work, that by using distance measurements and communication among
mobile devices for localization purposes, distributed position estimation could be improved
and performed online. Therefore, this method has a high potential to be used in future
applications involving challenging distributed localization problems, such as the control of
autonomous vehicles or trucks moving in a convoy.



Appendix A

Details on the Kalman Gain
Calculation

In this section the solutions to the optimization problems for the calculation of the Kalman
gains used in Section 3 are derived in detail. First some useful matrix derivation rules will be
given and then the Kalman gains for the different algorithms will be derived. The dependency
of the matrices on the discrete time k will be dropped in this chapter to simplify notation.

A.1 Some Matrix Derivation Rules

The matrix derivation rules given below are taken from [5]. The use of vec[.] indicates the
vectorization of a matrix and ⊗ is the Kronecker Product.

d tr(AXT )

dX
= (vec[A]) T (A.1a)

d tr(BXTA)

dX
= (vec[AB]) T (A.1b)

d tr(XAXT )

dX
=
(

vec[X(A+ AT )]
)
T (A.1c)

d tr(AXBXTC)

dX
=
(

vec[ATCTXBT + CAXB]
)
T (A.1d)

d vec[ATXB]

d vec[X]
= (B ⊗ A) T (A.1e)

vec[ABC] = (CT ⊗A)vec[B] (A.1f)
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A.2 Global Kalman Filter

This section derives the Kalman Matrix for the global Kalman Filter algorithm discussed in
Section 3.1. To simplify notation the covariance matrix P(k|k) is rewritten to

P(k|k) =
[

I K
]

F
[

I K
]
T (A.2)

with F =

[

I

−C

]

P(k|k − 1)

[

I

−C

]

T +

[

0 0

0 R

]

to separate the part F of P(k|k) which is not a function of K. Using a partition for F

F =

[

F11 F12

F21 F22

]

=

[

P(k|k − 1) −P(k|k − 1)CT

−CP(k|k − 1) CP(k|k − 1)CT + R

]

(A.3)

the covariance matrix (A.2) can be rewritten as

P(k|k) = F11 + KF12 + F21KT + KF22K
T . (A.4)

Using (A.4) the matrix equality tr(A) = tr(AT ) and the symmetry of P = PT the cost
function J = tr(P(k|k)) in (3.5) becomes

J = tr(P(k|k)) = tr(F11) + 2tr(F12K
T ) + tr(KF22KT ).

With the matrix derivation rules (A.1a) and (A.1c) and the symmetry of P = PT its derivative
is given by

dJ

dK
= (vec[F12 + KF22])

T . (A.5)

Since (A.5) has to be zero to obtain a minimum, the optimal Kalman gain K is given by

K = −F12(F22)
−1.

= P(k|k − 1)CT
[

CP(k|k − 1)CT + R
]−1 (A.6)

A.3 Distributed Kalman filter using Local Measurements

This section derives the Kalman Matrix for the distributed Kalman Filter algorithm discussed
in Section 3.2. To obtain an equation for K̄i the minimum point of the cost function J with
respect to K̄i has to be calculated using

0 =
dJ

dK̄i
=

dJ

dK̄

dK̄

dK̄i
. (A.7)
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The outer derivative in (A.7) is given in (A.5) where K̄ is vectorized. Using the matrix
derivation rule (A.1e) the inner derivative of (A.7) becomes

d vec[K̄]

d vec[K̄i]
=
(

Vi ⊗ Ūi
)
T . (A.8)

Using (A.5) and (A.8) in (A.7) and applying (A.1f) the condition for optimality becomes

0 = Ūi
(

F12 + K̄F22

)

Vi
T . (A.9)

Separating both parts and using (3.10) leads to

0 = Ūi (F12)Vi
T +

η
∑

j=1






Ūi Ūj

T

︸ ︷︷ ︸

=0 if i6=j

K̄jVjF22Vi
T







= Ūi (F12)Vi
T + K̄iViF22Vi

T . (A.10)

Since (A.10) has to be zero to obtain a minimum, the optimal Kalman gain K̄i is given by

K̄i = −Υi(Ψ̄ij)
−1 (A.11)

with

Υi = ŪiF12Vi
T = ŪiP(k|k − 1)(Ci)

T (A.12)

Ψ̄ij = ViF22Vi
T = CiP(k|k − 1)Ci

T +Ri. (A.13)

A.4 Distributed Kalman filter with Data Fusion

This section derives the Kalman matrix and the weighting matrix for the distributed Kalman
Filter algorithm discussed in Section 3.3.2. Both derivations are partially based on ideas
given in [2].

Kalman Matrix

Since the covariance matrix given in (3.30) differs from (3.4) the decomposition of P̄(k|k)
changes to

P̄(k|k) = W
[

I K̄
]

F
[

I K̄
]
TWT (A.14)

with F =

[

I

−C̄

]

P̄(k|k − 1)

[

I

−C̄

]

T +

[

0 0

0 R

]

.
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Using again a partition for F

F =

[

F11 F12

F21 F22

]

=

[

P̄(k|k − 1) −P̄(k|k − 1)C̄T

−C̄P̄(k|k − 1) C̄P̄(k|k − 1)C̄T + R

] (A.15)

the covariance matrix (3.30) can be rewritten as

P(k|k) = W
(

F11 + K̄F12 + F21K̄T + K̄F22K̄T
)

WT . (A.16)

Using (A.16), the matrix equality tr(A) = tr(AT ) and the symmetry of P = PT the cost
function J = tr(P(k|k)) becomes

J = tr(P(k|k)) = tr(WF11WT ) + 2tr(WF12K̄TWT )

+ tr(WK̄F22K̄TWT ).
(A.17)

To obtain an equation for K̄i the minimum point of the cost function J with respect to K̄i
has to be calculated using

0 =
dJ

dK̄i
=

dJ

dK̄

dK̄

dK̄i
. (A.18)

With the matrix derivation rules (A.1b) and (A.1d) the outer derivative of (A.18) is given by

dJ

dK̄
=
(

vec[WTW(F12 + K̄F22)]
)
T . (A.19)

while the inner derivative is equivalent to (A.8). This leads to the following condition for
optimality:

0 = vec[ŪiW
TW

(

F12 + K̄F22

)

V̄i
T ]. (A.20)

By separating both parts of (A.20) and using (3.31) one gets

0 = vec[ŪiW
TW (F12) V̄i

T ]

+
η
∑

j=1

(

vec[ŪiW
TWŪj

T K̄jV̄jF22V̄i
T ]
) (A.21)
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By introducing

Ψ̄ij = vec[ŪiW
TWF12V̄i

T ]

= −vec[ŪiW
TWP̄(k|k − 1)C̄iT V̄i

T ]

Ξ̄ij = ŪiW
TWŪj

T

Ῡij = V̄jF22V̄i
T = V̄jC̄P̄(k|k − 1)C̄T V̄i

T + V̄jRV̄i
T

and using the matrix rule for vectorization, (A.21) becomes

−Ψ̄ij =
η
∑

j=1

(

(Ῡij
T ⊗ Ξ̄ij)vec[K̄j]

)

. (A.22)

This leads to a system of linear equations for K and can be represented in matrix form as







vec[K̄1]
...

vec[K̄η]







= −







Ῡ11
T ⊗ Ξ̄11 . . . Ῡ1η

T ⊗ Ξ̄1η
...

. . .
...

Ῡη1
T ⊗ Ξ̄η1 . . . Ῡηη

T ⊗ Ξ̄ηη







−1 





Ψ̄1
...

Ψ̄η







(A.23)

Weighting Matrix

It was shown in [2] that (3.34) can be solved using Lagrange multipliers1, what leads to the
conditions for optimality given by

Γ

[

W T

Λ

]

=

[

0n×ni
Ini×ni

]

with Γ =

[

Φ e

eT 0ni×ni

]

. (A.24)

The general solution of (A.24) in terms of ν can be obtained by using the Moore-Penrose
pseudo inverse, leading to

[

W T

Λ

]

=






Φ−1e
(

eTΦ−1e
)−1

−
(

eTΦ−1e
)−1




+ Γ0ν (A.25)

where Γ0 is a matrix containing the vectors spanning the null space of Γ. Since (A.25) is
usually under determined, the additional minimization problem

W = argmin
W

tr
(

WW T
)

(A.26)

s.t. (A.24)

1To simplify notation the subscripts of W[ji] and Φji will be droped.
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is introduced to calculate ν in (A.25). By using (A.25) the cost function J = tr
(

WW T
)

of

(A.26) becomes

J = (δ + Γ0
1ν)
T (δ + Γ0

1ν)

with δ = Φ−1e
(

eTΦ−1e
)−1 (A.27)

where Γ0
1 is the part of Γ0 corresponding to W T in (A.25). Since the derivative of (A.27)

with respect to ν is given by

dJ

dν
= 2(Γ0

1ν + δ)TΓ0
1

ν becomes

ν = −(Γ0
1)T δ.

Using (A.28) in (A.25) the optimal W can be written as

W = δT
(

I − Γ0
1(Γ0

1)
T
)

. (A.28)



Appendix B

Additional plots

In this appendix additional plots are included to show some details on the performance of the
investigated algorithms. Explanations age given below the figures. For details please refer to
Section 4.3.1 and Section 4.3.2.
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Fig. B.1: Comparison of estimation error ε of node N8 over time. All four scenarios visualized in
Fig. 4.5 are given from top to bottom. From left to right, the performance of dKF1 and dKF3 can
be compared. This is the unscaled version of Fig. 4.5.
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Fig. B.2: Comparison of the position estimation error ε (see (4.19)) for algorithm dKF1 and
dKF3 when the Kalman gain is calculated online and the switched model is used (third scenario in
Fig. 4.3) with the static graph scenario. The error is plotted for every node Ni from top to bottom
of the figure.
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Fig. B.3: Visualization of the graph changes in Gη and Gµ when using a communication radius
of ρ = 3.5m and a hysteresis to reduce switches (forth scenario in Fig. 4.5) in the dynamic graph
scenario. The communication topology is given for every mobile node from top to bottom of the
figure.
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Fig. B.4: Comparison of estimation error ε (see (4.19)) for algorithm dKF1 and dKF3 when using
a communication radius of ρ = 3.5m and a hysteresis to reduce switches (forth scenario in Fig. 4.5)
in the dynamic graph scenario. The error is plotted for every node Ni from top to bottom of the
figure.
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