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Chapter 1

Introduction

The human balance system is a complex control system using multiple sen-
sory inputs together with the nervous system and skeletal muscles to maintain
upright stance. One can look at the balance control system as a dynamic feed-
back and feedforward control system, where the input signals originate from
the sensory input from visual, vestibular and somatosensory receptors, which
sense changes in position and velocity of the body [11, 15]. This information
is integrated by the central nervous system resulting in response actions, body
motions, to maintain stability. If a repeated disturbance of postural control
is introduced, the body respond with an adaptation process striving to reduce
body movements [9, 14, 18].

There are many ways of introducing a postural perturbation. Usually, one
of the sensory input is stimulated, i.e. proprioceptive stimulation by muscles or
muscle tendons [7], vestibular stimulation by galvanic transmastoidal currents
or visual stimulation by altering or moving the visual surroundings. The vision
supplies important feedback information and some feedforward ability to re-
spond with anticipatory control actions to movement. By the removal of vision,
a postural disturbance is created which requires increased postural response to
maintain body stability. If one sensory input is stimulated, the resulting body
movements are detected by the other sensory receptors and the new information
are processed and reweighted by the central nervous system to base the control
actions on the more reliable sensory inputs.

In most cases, this process is highly effective and the postural control can be
managed without conscious control. However, a certain mental alertness may
be needed when the balance control have to adapt to new balance perturbations
that perhaps require a new movement pattern behavior. Schlesinger et al (1998)
give evidence for that attention plays a role in postural control when higher levels
of sensory integration or motor coordination are required, such when disturbing
one of the sensory inputs by stimulations. [19]. A reduced mental alertness could
be caused by medication or alcohol. Previous studies suggest that the effects
of sleep deprivation influence the attention negatively, consequently resulting
in reduced cognitive performance [19]. The subjects in these studies have been
subjected to different levels of sleep deprivation. However, persons with 24 hours
or less of sleep deprivation did not in these studies show deteriorated postural
control [22, 19]. We make the assumption that attention deficits may disturb
the postural control system, especially the adaptation processes, during periods



where higher levels of postural control are needed. In this thesis, the decreased
attention is the result of up to 36 hours of sleep deprivation.

The postural control problem can be analysed using control theory. System
identification methods make it possible to describe properties of the postural
control system with mathematical models. These models can describe input-
output relations, for instance between the induced balance disturbance and the
response actions exercised by the subject to maintain balance [12]. The use
of control theory to analyse postural control is however a difficult task since
the biomechanical complexity of the human body may change in response to
the balance task. Small balance perturbations and quiet stance may result in
a response pattern where it is sufficient to move around the ankle joint like a
segmented inverted pendulum to maintain balance [12]. However, when high
intensity balance perturbations are applied, it is possible that the subject also
may use movements of knees and the hip resulting in a multi-segmented inverted
pendulum dynamics behavior [12, 17]. Consequently, the choice of model order
is highly dependent of the postural control strategy.

The aim of this thesis is to study the effect on postural control and the
ability to adapt new movement patterns when mental alertness is reduced by
sleep deprivation. In this study, postural control of seventeen subjects were in-
vestigated with posturography after 24 hours and 36 hours of sleep deprivation.
The subjects were exposed to calf vibration stimulus in order to induce balance
perturbations. Forces and torques exerted by the feet are recorded by a force
platform and the body sway was measured by a 3D ultrasonic positioning sys-
tem. A control test after normal sleep was performed either one week before or
one week after the sleep deprivation test.

Methods of system identification are used to assess whether changes in sway
patterns and ability to adapt to a balance perturbation are changed due to
sleep deprivation. Two subspace identification algorithms are used, N4SID and
MOESP, to identify models between input data (stimulus) and output data
(torques and body sway). Also, a statistical analysis of the variance of recorded
body sway is performed as another method to assess possible changes of adap-
tation and postural control due to sleep deprivation. A correlation analysis of
the movements of different body sections is used to characterize the movement
pattern during time. This analysis also investigates the likelihood to use a more
complex movement pattern when being sleep deprived.

The remainder of the thesis is organized as follows. In chapter two, the
biological background of postural control is presented. Chapter three deals
with the experimental setup and how the test trials were performed. Theory
of analysis methods applied in the thesis including the mathematical system
modeling and identification are covered in chapter four. Chapter five describes
the implementation and modeling procedure and strategies used when analysing
the data from the experiments. The results of the study are presented in chapter
six and the conclusions are stated in the subsequent chapter.



Chapter 2

Background

2.1 Postural control

A human’s balance control masks a complex process that involve many subsys-
tem like sensory receptors and the central nervous system together with skeletal
muscles to maintain postural stability. The sensory information is used to detect
changes in position and velocity of the body that violate the equilibrium. The
information is then processed by the central nervous system so that appropriate
counteract response of antigravity muscles and postural reflexes can be initiated.
To prevent falling, high sensitivity of the sensory system is needed to be able
to detect changes of the body position at early stage and rapidly make suitable
correction movements. Therefore, postural control uses both feedback and feed-
forward (predictive) control involving the visual, vestibular and somatosensory
receptors. The possibility of the human body to determine its own orientation
and velocities of different body parts is called kinaesthesia and relies on the
highly effective sensory system.

The central nervous system plays an integral part in postural control when
processing the sensory information. The visual, vestibular and somatosensory
receptors deliver a certain level of complementary data which is used for in-
creasing the likelihood of an accurate response. Another advantage of using
complementary data is that reductive ability is added. This is important in
cases where damages to one or more of the receptors have occurred, maybe as a
result of diseases or injuries. In a situation like this, the information from other
receptors are given higher weights in the processing procedure to compensate for
the information loss. Over time new methods and strategies can be learned in
order to maintain body stability even though the sensory system has functional
deficits.

2.2 The somatosensory receptor system

The somatosensory receptors can be divided into two subgroups. Position and
tension in muscles, tendons and joints of different body sections are sensed by
the proprioceptive receptors. The exteroceptive receptors register the pressure
and forces acting on the skin.



The proprioceptive receptors are neuromuscular spindles located in the mus-
cles, tendon receptors (Golgi tendon) and joint receptors. The muscle spindles
are being activated both in case of muscle stretch and in the case of muscle con-
traction. In this manner, the length of a muscle can be sensed at any time and
this information is sent to the central nervous system for further processing. The
tendon receptors operate in an antagonist manner to the muscle spindles. In
case of muscle contraction, the Golgi receptors sense the corresponding stretch
of the tendon. Even though muscle contraction is the main stimulus, ability to
sense passive tendon stretch is possible. The joint receptors are located near the
joint capsule. Activation are done by joint movement and stretching the muscle
attached to the joint capsule.

The exteroceptive receptor system consists many mechanoreceptors located
in the skin. They have the ability to sense and detect force, velocity and accel-
eration of indentations of the skin [23, 13].

2.3 The vestibular system

The vestibular system located in the internal ear plays an important role in pos-
tural control. In addition, the information from the vestibular system contribute
to maintain fixation of the eyes when a rapid movement of the head occur [1].
Therefore, the quality of the visual information is enhanced by the vestibular
system resulting in fully sufficient visual perception despite movements of the
head. However, studies have shown that unilateral loss of vestibular function
only initially causes falling tendencies, nystagmus and vertigo of the patient [4].
After some days of compensations, adequate postural control can be achieved
through visual and proprioceptive reception alone. In this case, postural func-
tion disturbances can only be detected when the patient is being exposed to
conflicting sensory stimulation [4].

The vestibular system consists of the labyrinthes, which are located on both
sides of the head. The labyrinthe contains three semicircular canals placed in
different planes forming the kinetic labyrinth. Thus, the angular acceleration
of the head can be measured in three dimensions. The labyrinthe is filled with
endolymph fluid which in addition to its wave propagation property used for
the conscious perception of sound also has an important role when detecting
movements of the head. A movement of the head causes angular acceleration
which induce a flow of the endolymph fluid of the semicircular canals. At the
ends of each semicircular canal there is an expansion, the ampullae, which con-
tain the sensory epithelium (crista ampullaris). Together with hair cells (cilia)
the cupula is formed. When a movement of the head is initiated near a plane
of one semicircular canal, it causes a lag of the endolymph fluid due to inertia
resulting in a swing of the cupula in the opposite direction to that of the move-
ment of the head [1]. When the movement ceases, the moment of inertia of the
endolymph fluid induce a movement of the cupula in the other direction. The
fine hair cell are bent by this movement of the cupula. Depending on direction,
the polarization are either increased or decreased of the endings of the nerve
cells, evoking an action potential used for neuromechanical transmission.

The static labyrinth consists two vesicles, the utricle and the saccule, filled
with endolymph fluid. In the macula located in the utricle and in the saccula
contains special hair cells associated with calcium crystals called otoliths. When



the head is being exposed to linear acceleration, e.g. gravitational pull, or
transient movement, moment of inertia of the otoliths are induced. The cilias
are bent by the movements of the otoliths and, like in the semicircular canals,
this cause either an increase or decrease of the polarization of the vestibular
afferent neurons. Thus, the position of the head with respect to gravity can be
determined.

The vestibular system has an estimated frequency range of > 0.1 Hz for the
semicircular canals and < 0.1 Hz for the otolith organs [5, 25].

2.4 The visual system

The light sensitive photoreceptors of the retina collect the visual information and
send it through the optic nerve for further processing. By the use of the visual
information, both feedback and some feedforward ability is provided. However,
the visual system is not necessary for posture control [5], but it provides comple-
mentary information to the other sensory systems which increases the likelihood
of proper postural control in situations of vestibular or proprioceptive function
loss. Furthermore, it is commonly known that performing balance tasks with
eyes closed is more difficult than in the case of open eyes due to less informa-
tion to base the stabilizing movements upon. However, if the balance task is
of simple nature, the absence of vision input does not immediately effect the
postural control system as long as other reliable sources of balance information,
e.g. somatosensory and vestibular inputs, are available [8].

2.5 The central nervous system

All the information registered by somatosensory, vestibular and visual systems
are integrated by the central nervous system. This information processing is
done using three stages of between the stimulus and the resulting motor com-
mand.

2.6 Body mechanics

The biomechanical body design of the human yields restrictions to postural
control by the means of possible movement patterns. Limitations are caused
by the geometrical configurations of body parts and the maximum muscle force
that can be generated by stabilizing muscle used in postural control [11]. These
facts make it difficult to analyze the body mechanics, both theoretically and
experimentally. Although, the biomechanical structure obviously has the ability
to generate appropriate stabilizing motions which are needed since the physical
structure of the body is clearly unstable at upright stance.

Depending on the characteristics of the body motions due to various dis-
turbances, the body motions have been classified into groups, e.g. the ’ankle’
strategy and the ’hip’ strategy [9]. Using the ankle strategy, for instance, the
body is stiff and move around the ankle joint. One can resemble the body dy-
namics in this case with an inverted pendulum which is unstable in the upright
position and need some kind of controller action for position control [12]. When
the control task become harder, e.g. when the induced disturbances are more



intense, a more complex body dynamics is adopted and the inverted pendulum
model is afflicted with larger model errors.
Postural Control

F D> > Vision —— Information (7455  Motor Commands

I
a Vestibular — i .

Proprioception — A A
" Biomechanical
"\ constraints

|L, Exteroception — Y

Information | Motions

Figure 2.1: Schematic illustration of the human postural control system. The
sensory inputs are integrated with motor commands to maintain a stable stance.



Chapter 3

Experimental setup
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Figure 3.1: Schematic illustration of the posturographic measurement system.
In this thesis, only stimulus to the calf muscles is applied.

3.1 Subjects

The 17 subjects, nine male and eight female aged between 16 and 38 years, that
participated in the study were healthy and without any history of diseases of the
central nervous system or injury of the lower extremities. Mean age was 23.4
years, o = 5.08; mean weight 74.3 kg, 0 = 17.29 and mean height 1.77 m, o =
0.09. Furthermore, no one had at the time of investigation taken any medication
or other drugs. Neither did they consume any alcohol for at least 48 hours prior
the posturographic tests. The subjects were instructed not to consume any
beverages containing caffeine during the awake period. Activities like intense
computer gaming were not allowed due to the fact that this may affect the

10



oculomotor response test. The experiments were performed in accordance with
the Helsinki declaration of 1975 and approved by the local ethics committee.

3.2 Equipment

The posturography was done using a custom made force platform developed at
the Department of Solid Mechanics, Lund Institute of Technology. The force
platform was able to record shear forces and torques in three dimensions, making
a total of six degrees of freedom. Recorded data were sampled with the software
Postcon running on a PC connected to an AD converter.

The vibratory proprioceptive stimulation was done using vibrators attached
to the belly of the gastrocnemius muscles of both legs. The vibrations were
generated by a revolving DC-motor having a 3.5 g weight placed 1.0 mm ec-
centric at one end. The motor was embedded in a cylindrical plastic shell with
diameter 1 cm and length 6 cm. The motor was fed with an pseudo random
binary sequence (PRBS) in order to reduce effects of anticipatory behavior of
the subjects response to the stimulation. By the use of a PRBS signal, the
subjects have no possibility to predict when future stimulation sequences will
occur. Hence, the subjects have no feedforward ability to base their postural
control strategy on anticipations of the stimulation signal.

Vestibular
galvanic stimuli

Vibratory
proprioceptive

stimuli —

| @ Marker

Figure 3.2: Schematic illustration of the Zebris system for measurement, of body
movements. The placement of the position markers on a subject standing on
the force platform are shown.

Body movements were measured by Zebris CMS-HS measuring System for
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3D Motion Analysis. The Zebris system uses six position markers placed on
the subjects body on ankle, knee, hip, shoulder, head and neck. By the use
of three ultrasonic transmitters arranged in a triangle which continuously are
sending pulses at 40 kHz, the positions of the markers can be determined by
triangulation. The markers receive the pulses by small microphones and due
the different running times of the pulses and phase characteristics the distance
between transmitter and marker can be determined. Hence, the exact positions
of the markers were determined in three dimensions by its x- y- z- coordinates.

To make sure that the subjects have stayed awake during the test period,
EEG equipment was used to record the brain activity. If a subject has fallen
asleep, this can be seen in the EEG-data. The EEG-data was collected over the
frontal pole using three electrodes, EEG signal, ground and reference signal.
The ground channel was attached to the forehead, the EEG channel to the
upper temple and a reference electrode placed on the mastoid bone. Data was
recorded by a device, Embletta XactTrace EEG X50, using a sample frequency
of 2000 Hz. The data were then down sampled to 100 Hz to reduce the size of
data. EEG brain activity has much lower frequency, about 10 Hz. Hence, it
is possible to down sample data without any loss of information or unwanted
aliasing distortion. The EEG device was equipped with 16 Mb of memory
making 12 hours of maximum recording time. The subjects were wearing the
EEG recorder during the night before the initial measurement. At this time,
the 12-hour data was downloaded to a computer and the EEG recorder was
prepared for the forthcoming 12-hour recording during the day.

Also, the EEG equipment had ability to record movements of the device,
which can be used as a measure of body movements during the awake period. If
movement of the equipment are being recorded, the person will almost certainly
not be asleep at this time.

3.3 Test procedure

To measure effects on postural control and adaptation after sleep deprivation,
posturographic test using a force platform and oculomotor response test was
made. These measurements were performed after 24 h and 36 h of sleep depri-
vation. As comparison, a control test including health and sensitivity tests were
done after normal sleep.

The following randomization strategy was used during the test to avoid bi-
ased results. The group of subjects were split into two smaller groups where the
first group of subjects performed the control test without any sleep deprivation
prior the real test. The other group did the sleep deprivation posturographic
test first and the control test afterwards. In this procedure, unwanted effects like
adaptation to the posturographic test itself caused by repetition was minimized.

Also, each one of the two groups were subdivided into two smaller groups
performing the tests with open and closed eyes in different order as another
randomization strategy. Otherwise, the results may be effected by the subjects’
habitation to the posturographic test with increased performance during the
second test as a consequence.

12



3.3.1 Sleep deprivation test

The subjects were instructed to stand on the force platform without shoes in
an erect and relaxed posture with the arms crossed over the chest. The an-
gle between the feet was about 30° and the heels placed approximately 3 cm
apart. The posturographic test used vibratory proprioceptive stimulation of
the calf muscles in order to introduce balance perturbations. Each subject was
submitted to this stimulation two times, one with eyes open and one with eyes
closed. In the open eyes test, the subjects were told to focus on a photograph
placed 1.5 meters away on the wall. Between the two posturographic tests,
the subjects stepped down from the force platform and relaxed for about three
minutes. During the tests, the subjects were wearing headphones with classical
music in order to suppress auditory feedback from the stimulation equipment
and surroundings.

The oculomotor response was tested using five electrodes attached to the
eye surroundings measuring muscle activities of the oculomotor control. One
electrode was placed right below the eye, and another one above, measuring the
eye movements in vertical directions. In a similar way, two other electrodes were
placed in horizontal direction measuring the horizontal movements. A ground
channel was attached to the forehead. Two tests were performed. The saccade
test measured how rapid the subject could move the line of vision between two
points. Three angles of eye movement were examined in the saccade test, 20°,
40° and 60°. The other test method, slow pursuit, tested how well the subject
could follow a moving point with angular velocity of 10, 20, 30 and 40 degree/s.

When the subjects arrived to lab they were told to make a subjective esti-
mation of their sleepiness using a scale from zero to ten where zero is extremely
alert and ten is extremely sleepy. To avoid problems of guidance from the grade
numbers, a slider without grading was used. In this way, the subjects could put
the marker somewhere on the non graded scale. The number between zero and
ten was then read off from the other side of the stick.

During the sleepless period 12-36h, EEG (electroencephalogram) data from
the subjects were recorded which made it possible to analyse the brain wave
activity. The main purpose of recording the EEG data was to use it as measure of
the awakeness of the subjects during the test period. If the subject accidentally
had fallen asleep, this would be seen in the EEG data as changes in brain wave
characteristics.

3.3.2 Control test

To be able to analyse the effect of sleep deprivation on postural control, a test
under normal circumstances has to be made. The control test was performed
after normal sleep and include posturography, oculomotor response test, sensi-
tivity test and finally an examination of a doctor assuring that the subject does
not have or have had any diseases of the central nervous system, the vestibular
system or other parts of the body that might effect postural control.

The exteroceptive receptors of the feet senses pressure and forces acting on
the skin. These receptors are part of the somatosensory system which collect
information that are processed in the central nervous system for maintaining
postural control. Therefore, it is important to examine the subjects’ sensitivity
of the exteroceptive receptors of the feet prior the posturographic test. The test
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examined the sensitivity to vibration and pressure on the larger and smaller
digits of the feet together with the heel of both feet and was performed during
the control trials.

3.3.3 Some notations

For convenience, the following notations of trials are used in the remainder of
the thesis.

e CC - Control trial, Closed eyes
e CO - Control trial. Open eyes

e SD24C - 24 hour Sleep Deprivation trial, Closed eyes

SD240 - 24 hour Sleep Deprivation trial, Open eyes

SD36C - 36 hour Sleep Deprivation trial, Closed eyes

SD360 - 36 hour Sleep Deprivation trial, Open eyes
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Chapter 4

Analysis methods

This thesis uses two main methods to analyse adaptation and postural control;
variance analysis and system identification methods. First, a characterization of
recorded data is performed using spectral analysis method, e.g. coherence and
power spectrum. The subsequent sections cover the variance and correlation
analysis together with the mathematical modeling using system identification
methods.

4.1 Spectral analysis

When the data properties should be characterized, the use of spectral analysis
often shows many interesting things. The power distribution can be studied
with a power spectrum which correlates the power to the frequency. Moreover,
a coherence spectrum is a good test for linearity of input-output relations [10].

4.1.1 Power spectrum

The autospectrum and the power cross spectrum of the signals u and y are
obtained by taking the fourier transform of the autocovariance function and the
cross-covariance function. Hence,

SUu(iw) = ]:{Cuu(T)} (41)
Suy(zw) = f{cuy(T)}7 (4.2)

where the autocovariance function Cl, and cross-covariance function Cy, are
given by

Cunlr) = Jim 5 [ (et =7) (4.3)
Cun(r) = Jim oo | (=) (4.4)
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4.1.2 Coherence spectrum

The coherence spectrum between two signals is defined as the ratio
72 (w) _ |Sﬂb’y(zw)|2
w Sz (iw)Syy (iw)

The quadratic coherence, 'ygy, always has a value between 0 and 1. If the noise
level is low, the value of the quadratic coherence will be close to 1. In this case,
there is a linear response between input and output. The coherence function
can be described as a correlation function between two signals in the frequency
domain.

In this particularly case of posture control, coherence spectrum can be cal-
culated to express how well the input (stimulus) and the outputs are correlated
in the frequency domain. However, it should be pointed out that there is three
things that will effect the coherence. First, a person has normally a large part
of spontaneous body sway when standing upright. For control of an inverted
pendulum, it is necessary to move around the unstable equilibrium point and
respond with appropriate control actions. Hence, this fact will decrease the co-
herence between stimulus input and outputs. Second, the coherence is expected
to be higher in the anteroposterior plane than in the lateral plane since calf
vibration stimulus are being used. Third, the body movements have low fre-
quency characteristics. Most of the power has frequencies below 0.5 Hz. Above
this frequency, the coherence spectrum is expected to be close to zero.

(4.5)

4.2 Variance and correlation analysis

One way to study the body sway is to perform an analysis of the recorded
variance. In the trials, data from force platform i.e. forces and moments together
with the positions of the body are measured. A natural measure of body sway is
the variance of the measured data. For instance, the position itself of the body is
not interesting, it is the variance of the movements that characterizes the body
sway. This quantitative analysis of calculated variance values of measured torque
correspond to the energy of the response movements toward the force platform
expressed by the subject to maintain postural stability [16]. Furthermore, the
correlation analysis between the movements of knee, hip, shoulder and head
is another interesting quantitative method that reflects the movement pattern
used. High correlation between different body segments suggest a movement
pattern that can be modeled like an inverted pendulum.

Using the same notation as previously, the data set was divided into five
periods where the first period corresponds to the 30 a of quiet stance before
onset of vibration. The latter four periods (I, II, IIT and IV) are of length 50
s making a total stimulation time of 200 s. If there is statistical significant
differences between the variance of these periods, conclusions can be drawn
about adaptation of posture control. For example, if the variance of the last
period is less than the first stimulus period, there is some kind of adaptation
process initiated by the stimulus that reduces the amount of sway caused by
the stimulation.

Previous findings have shown that the torque variance values have a depen-
dence of the test subjects’ squared height and squared weight. For normaliza-
tion, the torque variance data were divided with the squared height and squared
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weight. The variances of the body segment movements were normalized only
with respect to the subjects’ squared length.

The statistical analysis was done using SPSS software to obtain significance
values. The Wilcoxon non-parametric test was used to find statistical differ-
ences between the six test trials since the values were not normally distributed
according to the Kolmograv-Smirnov test and the Shapiro Wilks non parametric
test. Also, the Wilcoxon non parametric test was used to obtain statistically
significance for differences of the variances between the four stimulus periods
and for the correlation analysis. The same methodology was applied to the
position data recorded by the Zebris equipment. P-values less than 0.05 are
considered significant.

4.3 Mathematical modeling

The second methodology applied in this thesis to analyse the properties of pos-
tural control after sleep deprivation is mathematical modeling using system
identification methods. Most of the identification is performed with subspace
algorithms (MIMO) which make it possible to estimate the system directly from
input-output data.

The mathematical description of the deviations from the equilibrium point
during perturbed stance can be written using a state space approach,

Tht1 = AJ?k +BUk+Uk
ye = Cxp+ Dup + ex, (4.6)
where
e k denotes the sample time index;

e A B,C and D denotes coefficient matrices which is to be estimated by
fitting the model to data;

e v, and ey is stochastic disturbances acting on the process, i.e. the body
mechanics, and on the measurement, respectively;

e {uy} is the stimulus vibration to the calf muscles;

e {y;} is the response sequence to the stimulation, i.e. positions of body
segments and force-data from the platform;

e 1 denotes state variables, like position, velocity and other ’storage’ vari-
ables.

4.3.1 Inverted pendulum dynamics

When the body is exposed to perturbations in the sagittal plane, e.g. propri-
oceptive stimulation of the calf muscles, the subject respond with body move-
ments to regain stability. If the perturbations are small, it is sufficient to use
the ’ankle’ strategy, i.e. the muscles rotate the body around the ankle joint, to
maintain upright stance at equilibrium [10] p. 476. When the control task be-
come harder, it is more likely for the subject to incorporate movements around
the hip joint. Hence, the body dynamics can be modelled as an single linked
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or multi-linked inverted pendulum [12]. The physical model of a one-segment
inverted pendulum can be described as follows.
The following assumptions are to be made [12]:

e Assumption 1: The body is stiff and has the mass m (kg).

e Assumption 2: The body center of mass is located | (m) from the force
platform.

e Assumption 3: There is an equilibrium between the forces acting on the
body and the torque accentuated by the feet.

If a person does not respond to the momentum caused by gravitational forces,

the body is modeled by the force equilibrium of an inverted pendulum. Let the

body moment of inertia around the ankle joint be given by J, then a person

standing upright and subjected to a gravitational force g fulfills the equilibrium
d*0 ) 9

Jﬁ =mglsinf(t), J=mi". (4.7)

It is clear that this equilibrium is unstable. Hence, a person who does not
counteract the gravitational force g with a stabilizing torque will certainly fall.
Including a stabilizing torque, Tpqi(t), and a disturbance torque, T}, originating
in the proprioceptive stimulation, the following two assumptions are necessary.

e Assumption 4: There is a stabilizing torque Ty (t) around the ankle.

e Assumption 5: There is a disturbance torque T;(¢) from the environment
(i.e. induced by the vibrating stimulation of the calf muscles).

This now yield the following equilibrium equation

d?0
J = = mgl sin 0(t) + Ty (t) + Tu(t), J =mi>. (4.8)

Now, introduce the state vector

~(2)-(3)

Under the assumption of small movements around the equilibrium point, lin-
earization around # = 0 can be made.

U poa(t) + Beg(t) = ( (1) ) ( i; ) + < % > (Toa + Ta)

= -
y(t) = Cox(t)=(1 0 )( 2 ) (4.10)

e ©

Since system 4.10 is a continuous system, it has to be transformed to a discrete
system to fit the form of system 4.6. Note that Ty, + Ty is replaced with input
signal u, the vibration PRBS signal. This is not the same as the two torques
Tya; and Ty, but used as input for all estimated models. Having this, the main
problem is to estimate the matrices A, B, C' and D using system identification.
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4.3.2 Subspace based identification

In recent years, the use of subspace identification methods have grown consid-
erably [20]. The basic idea is to estimate the state variables, i.e. the matrices
A, B,C and D, directly from the input output data.

Again, consider the discrete-time time-invariant linear system of equation
4.6 with the process and measurement noise given by the zero mean sequences
{vr} and {er} with the covariance matrix

E:E[( :: ) (o er )] = ( EEZ” EE”: ) >0 (4.11)

The orthogonality condition

Uk

E[( Ok ) (of e )]>0 (4.12)

is believed to be true. For a more thorough description of subspace identifica-
tion, see [3, 10].

In this thesis, two algorithms of subspace identification are used for identi-
fication of the state space system given in equation 4.6.

e Numerical algorithms for Subspace State Space System IDentification
(N4SID).

e Multivariable Output-Error State Space Algorithm (MOESP).

Multivariable Output-Error State Space Algorithm (MOESP)

The MOESP algorithm is a very effective approach for state-space identification
by Verhaegen and Dewilde [24].

1. Organize the data in Hankel structure and define the following matrices:

Yk Ye+1 o Yk4s—1
Ye+1  Yk+2 .- Ykt
v = . . - (4.13)
Ye+r—1 Yk+r -+ Yktstr—2
Uk Uk41 .- Uk4s—1
Uk+1  Uk42 - Uk+s
U = ' A _ (4.14)
Uktr—1 Uk4r .- Ukystr—2
and
X = ( T Tk+4+1 oo Thts—1 ) (415)

2. Make the QR-factorization
(1)
)= (e 0 (@ (4.16)
Yo Ro1 Rao Q2
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3. Calculate the column space of the extended observability matrix using the
singular value decomposition, R = USVT

()05 () e

Now, by inspection of the magnitude of the singular values of S, the order
can be determined. Up to a non-singular similarity transformation matrix
T € R"™"™, U, is an estimate of the extended controllability matrix

/% (4.18)
which can be used to calculate the estimates A, C' of A and C.

4. Apply least-square estimation using the estimates A and C to the state-
space model

The1 = Aa:k + Buy + Kwk
yp = Cuxy+wp, (4.19)

to find estimates of the B matrix.

N4SID algorithm

The N4SID algorithm is similar to the MOESP except in the step where the
QR-factorization is made. N4SID makes no QR-factorization in step 2. Instead,
an oblique projection O; of the row space of Y along the row space of U in the
row space of block Hankel matrix W' consisting of inputs and outputs is made.
The name oblique refers to non orthogonal projections and can be interpreted
as follows. Make the orthogonal projection of the row space of Y into the joint
row space of U and W and decompose the result along the row space of W.
The oblique projection O; is denoted O; = Y/yW. Steps two and three in the
MOESP algorithm are now replaced with the following:

e Make the oblique projection O; = Y/y'W

e Calculate the SVD composition of the weighted O;:

Sl 0 VlT T
WiOWo = (U Us ) 0 0 vro ) =Sl (4.20)
2

where Wi and W5 denotes weighting matrices. For more information, see
Overschee and De Moor (1999) [3].

4.3.3 Model reduction

The model order of a system can be reduced using the balanced realization of the
original system. For a more detailed description of balanced model reduction,
see Johansson (2004) [10].

The observability and reachability of the states answers the two question:

o What states can be reached with a given input energy assuming zero initial
state?
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o What state energy is necessary for uxp = 0 in order to obtain specified
output energy?

The reachability and observability of a system can be analysed using the reach-
ability and observability Gramians, P and (). Furthermore, there exists a trans-
formation z; Tz such that the reachability Gramian Pz equals the observability
Gramian @ .. This property is obtained by choosing a state space representation

z where

P, = Q. =X =diag(01,02,...), 0i=+N(PQ). (4.21)
The ith eigenvalues of matrix PQ is denoted \;(PQ) and ¥ is a diagonal ma-
trix with elements o;. Now, the magnitude of the diagonal elements o; of the
Gramian ¥ expresses the relative importance of each state. For small values of
o, the corresponding state have less importance and can be eliminated. This
procedure is known as balanced model reduction and can be performed in MAT-
LAB with balreal and modred.

4.3.4 A PID approach

Considering a model of reduced order, i.e. rigid body structure, the postural
control can be analysed from a PID (proportional, integrating, derivative) point
of view. Having the force equilibrium in eq. (4.8), we make the assumption that
PID control via the ankle torque Ty, is sufficient to maintain upright stance.
The P, I, D components can be written as

P : —mglsinf(t) — kJO(t) (4.22)
I —pJ/tO(t)dt (4.23)
D : —nJét) (4.24)

and is characterized by the parameters k,n and p. These parameters have the
following interpretation. The parameter k can be seen as a spring constant, the
parameter 7 describe the damping of the system and the parameter p is related
to the importance given to the integral component of the control system. It
can be pointed out that the integral component is not initially necessary for
stability. However, it is used to eliminate any bias of the controlled system.

When a subject is exposed to proprioceptive stimulus, the vibration v in-
troduces disturbances of the sensory inputs, leading to misperception of the
position @ and the angular velocity 6 yielding the following modification of the
P and D actions.

P —mglsin6(t) — kJO(t) + byv(t) (4.25)
I : —pJ t O(t)dt + bav(t), (4.26)
) (4.27)

where b, and b2 denotes the relative influence of the disturbance v to the per-
ceptions of 6 and 6.
Using PID-control together with the force equilibrium in eq. (4.8) yield

d%0

g
dt?

= mglsin0(t) + Tpai(t) + Tu(t), (4.28)
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with the control law

Tyar(t) = —mglsin 0(t) — kJO(t) —nJO(t) — pJ /t O(t)dt + (by +b2)v(t). (4.29)

to

Elimination of Tjq; from eq. (4.29) gives

J% = —anl—(j(t) —kJO(t) — pJ /to O(t)dt + Ty(t) + (b1 + ba)v(t).  (4.30)

In eg. (4.30), there are three states that affect motion: the angular veloc-
ity df/dt, angular position 6 and the bias compensation achieved by integral
action. Following Johansson (1988), a Laplace transformation and algebraic
simplification gives the transfer function

L(by + by)s Ls
3 J(lz 2 V(s)+ 3
s3+ns?+ks+p s3+ns?+ks+p

0(s) = Tu(s). (4.31)
For small movements around the equilibrium 6 = 0, sin 6 is approximately equal
to 6. Linearization around the equilibrium gives a transfer functions between
stimulus V' and disturbance Ty:

Tyar(s) = (Js* — mgl)0(s) — Ta(s) (4.32)
(b1 + b2)(s® — 45?) B n82+(k+%)+pTd(s). (4.33)

= = V -
s3+ns2+ks+p () s3+mns2+ks+p

Normalization with respect to frequency yields the stimulus dependence

(b +b2) ((2)° = 2% (2)?)

el bt

wo wg

Toar(s) = V(s). (4.34)

Introducing the parameters swiftness, stiffness and damping, a more functional
representation of the transfer function properties is obtained.

e Swiftness: wy = p'/?
e Stiffness: k/w?
e Damping: n/wp

The swiftness parameter is a bandwidth (rad/s) and provides information about
the highest angular frequency of the disturbance for which the postural control
system can make appropriate correction. The stiffness and damping are dimen-
sionless stability parameters. If the swiftness parameter is large, the subject
has rapid response to disturbance, i.e. rapid compensation for small deviations
from the equilibrium point. The damping parameter characterize the damping
of sway velocity and a high value means a large damping.

These three parameters of postural control can be fully determined from
the denominator of the transfer function. At this point, we have two possible
methods to identify the parameters swiftness, stiffness and damping.
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e Estimate a higher order MIMO or SISO model using the previously de-
scribed subspace approach. Perform balanced model reduction such that
a third order model is obtained. From the third order state space system,
find a transfer function from u to y using spectral factorization [10]. The
last step involves solving the Riccati equation

P =APAT — APCT(CPCT + %) 'CPAT +%,, (4.35)

where {er} and {v;} are noise sequences acting on kinematics and mea-
surements. The transfer function is then given by

H(z)=C(zI — A)7'K +1, (4.36)

where K = APCT(CPCT + X,)7!. For further details, see Johansson
(2004) [10]. Finally, calculate the parameters swiftness, stiffness and
damping from the denominator of the transfer function H(z).

e Estimate a higher order ARMAX model of the discrete transfer function

between input u(tx) and output y(t;) and perform model reduction until
a third order model is obtained. The ARMAX model is given by

y(te) = %u(m + %e(tk), (4.37)

where {e(t)} denotes a noise factor. The three parameters swiftness, stiff-
ness and damping can be determined from the autoregressive polynomial
A(q) = ¢ + a1¢® + a2q + az. When using the ARMAX approach, only
SISO systems can be considered.
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Chapter 5

Identification procedure

All identification was done using the system identification toolbox in MATLAB.
Before any models could be estimated, it was necessary to pre-process the data
recorded by the force platform and by the Zebris position system.

5.1 Pre-processing of data

The raw force data is afflicted with the characteristics from the force platform
itself and need to be normalized in order to get the actual forces and torques.
This was done by a MATLAB routine written by Per-Anders Fransson.

Furthermore, the position data recorded by the Zebris system had occasion-
ally spikes due to signal loss from the microphones. The simplest way to reduce
the amount of spikes is to remove the spike and interpolate with a straight line
between the gap. Like the normalisation procedure, this was performed by a
MATLAB routine written by Per-Anders Fransson.

The force data and the Zebris data was synchronized using the input PRBS
signal which make it possible to put all data into a single matrix. For iden-
tification purposes, the data was arranged in iddata objects with the desired
number of outputs and the PRBS stimulus sequence as input.

The sampling frequency used was 50 Hz. However, the human postural
dynamics is a system with much less frequencies of body movements, typically
below 0.5 Hz. When the sample time is near zero, all system dynamics are
described by integrators [21]. Hence, almost all poles and zeros are located
close [Re Im]=[1, 0] in the unit circle. In this case, problems may arise in
the identification process due to bad conditioned matrices. To avoid this, the
data was re-sampled with 1/10 of the original sample frequency after low pass
filtering resulting in data series with a sample frequency of 5 Hz.

Finally, constants and linear trend were removed before any identification
as this are considered to be disturbances in system identification. All channel
were normalized with respect to the amplitude of the signal. If one channel has
a much larger signal range than the other outputs, this may cause problems in
the subspace identification process.
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5.2 Model order

It can be argued what model order that is appropriate. If the stimulation
disturbance is small, the subject has little problem to maintain postural stability.
In this case a suitable model of body dynamics would be to resemble the body as
an inverted pendulum. Necessary states for the inverted pendulum are position
and velocity of mass centrum in space. Since the variances of the movement
along the z-axis is very small compared to the body sway in the x — y-plane, the
degrees of freedom can be reduced by neglecting movements along the z-axis.
Hence, a model of order four can model movements of a rigid body structure.

However, as we are using high intensity stimulus, more complex movement
patterns may be adopted by the subject. One strategy is to move around both
the ankle joint and the hip joint, like an double linked inverted pendulum. A
double linked pendulum can be modeled with 8 states which imply a model of
8th order. Therefore, the estimated MIMO models are of eighth order.

5.3 Evaluation

The estimated models need to be evaluated in some way to assess their simula-
tion or predictive ability. The following methods are used:

e Simulation. The estimated model is driven by an identical input sequence
as the PRBS stimulus sequence used in the experiments and the model
response is compared to the measured output of the true system. Also,
the k-step ahead predictor can be studied to evaluate the predictive ability
of the model. If k£ equals infinity, pure simulation is achieved.

e Percentage Variance Accounted For (VAF) between simulated and true
output. VAF is defined as:

_Yar =9\ 0%
<1 Vary) ) 100% (5.1)

VAF should be interpreted as a measure how well the model explain the
variation of the output variables. If the simulated output is identical to
the true output, VAF equals 100 %. Low values indicate that the model
only explain a small fraction of the total variation of the output variables.
However, it should be pointed out that a subject always has a large part of
spontaneous sway that cannot be explained from the stimulus to the calf
muscles. Furthermore, it is possible to achieve negative values of VAF in
cases of larger variance of the error signal than the variance of the signal
itself.

5.4 Model estimation

As described previously, the data consist of recordings from six trials for each
subject. The maximal number of outputs are 24, where 18 are (x, y, z)-coordinates
of the six position markers and 6 are forces and torques recorded by the force
platform. The approach was to estimate one model for movements in the an-
teroposterior direction and one model for the lateral movement. In the antero-
posterior model, the y-coordinates of the knee, hip, shoulder and head together
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with the force F, and torque M, were used as outputs. The neck marker was
considered redundant due to its high correlation with the head marker. Fur-
thermore, the ankle marker was excluded since this point naturally move with
very small amplitude. In this way, the reduced data set consists of one input
(stimulus) and seven outputs. The lateral models were estimated from data sets
with the same structure, but with the use of the x -coordinates and the force
F, and the torque M, instead.

The data sets were divided into five periods with quiet stance being the first
30 s period. The four stimulus periods, are denoted period I-IV, have all the
length 50 s. All data series used were detrended to remove offsets and linear
trends in the data. The delay time in the system was set to 0.2 s which is known
from previous experiments to be a good approximation. The initial state vector
was estimated for highest accuracy in the simulations.

The discussion concerning the dynamics of a double segment inverted pen-
dulum suggests models of 8th order. However, models of less or of higher order
could be of interest. Therefore, model orders from 4 to 12 were tested and
Akaikes Final Prediction Error (FPE) was used to decide appropriate model
order. However, in many cases the FPE value suggested a model order higher
than 8. As the model order increases, the risk for unstable estimated systems
also increases resulting in simulations that “explodes”. Hence, the best thing is
to use a model order that capture most of the major dynamics of the system
without being unnecessary high. Considering the above, models of 8th order
were chosen.

One model on each of the four stimulus periods was estimated using the
N4SID algorithm. A fifth model was estimated on the whole stimulus period
of 200 s. Two evaluation strategies were used. First, the estimated model of
stimulus period I was validated against itself and the subsequent three periods.
The purpose of this was to see variations of VAF when the first period is val-
idated against all four stimulus periods. For instance, if there is some kind of
time varying phenomenon due to any adaptation process, a model estimated
on period I may not be a good model on later time segments since the system
may have changed. If this is the case, it will be seen in the VAF values when
comparing simulated and true output of the system.

As another validation strategy, the four models estimated periods I, II, IIT
and IV were validated against the same time segment. Here, the hypothesis was
that the subject may adapt to the stimulus resulting in reduced body sway. In
other words, the stimulus will cause smaller part of the recorded body sway due
to this adaptation. Consequently, the calculated VAF values will decrease for
models of forthcoming time segments if this hypothesis is true.

The mean values of the VAF values were calculated and plotted for all sim-
ulation strategies.

The parameters swiftness, stiffness and damping were calculated for periods
I-IV and the complete stimulus period for every trial. This was done both with
the anteroposterior torques Mx and the shoulder position as outputs. Statistical
analysis of differences between periods I-IV, and between the test trials CC, CO,
SD24C, SD24CO, SD36C and SD360 was performed using the Wilcoxon non-
parametric test since the values were not normally distributed.
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Chapter 6

Results

The subjective scoring of sleepiness showed that 15 of the 17 subjects considered
themselves more sleepy after 36 hours of sleep deprivation. The eye test (ocu-
lomotor response) indicated a reduced alertness due to sleep deprivation. This
was most evident in eye movement velocity which was statistically lower during
sleep deprived conditions, especially in cases of large amplitudes in movements.

The recorded EEG data suggested that all subjects had stayed awake during
36 hour test period. Due to measurement failure, data was lost from the pos-
turographic examination of one of the subjects reducing the number of subjects
to 16.

The amplitudes of postural body sway were always largest in the antero-
posterior direction with a distinct peak at the time of onset of the vibration
stimulus. This peak can be resembled as some kind of initial step response.
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Figure 6.1: Recorded body sway of one subject. Body sway is clearly greater in
magnitude in the anteroposterior direction than it is in lateral direction. Body
movements along the z-axis is negligible compared to anteroposterior and lateral
movement and are therefore not plotted.
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Figure 6.2: XY-plot of recorded body movements from one subject during the
complete test sequence including quiet stance and stimulus period. Both with
closed eyes and open eyes, the body sway is greater in magnitude at the head
and progressively less in magnitude down towards the feet. Constants have been
added to the lateral data series for better visualisation.
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6.1 Variance and correlation analysis

6.1.1 Variance of torque data

The variance analysis of measured torque in closed and open eyes tests in the
anteroposterior direction can be seen in figure 6.3. In the closed eyes trials, the
body sway was significantly larger for three of the four stimulus period compared
with closed eyes control trials. For the 36 hour closed eyes trials, the body sway
was significantly lower in the first stimulus period when comparing with control
trials. This was not the case in subsequent stimulus periods. However, the most
interesting fact is that the body sway measured in the 24 hour trial seemed to be
significantly larger than the 36 hour recording (figure 6.3, period I and period
V).

The open eyes anteroposterior torque variance results do not suggest that the
postural control is effected by sleep deprivation. The only significant difference
was obtained for the third stimulus period where both the 24 hour and the 36
hour recording clearly proved a larger body sway than the open eyes control
trials. Since the statistical difference was more evident in the closed eyes trials
where statistical difference from the control trial was determined in period II,
IIT and IV, it can be concluded that postural control is effected by 24 hour sleep
deprivation with closed eyes.

Figure 6.4 show the results of the lateral torque variance. In the closed eyes
trials, where there is statistical difference suggesting larger body sway in 24
hour recording in period II, III and IV comparing with closed eyes control tests.
Furthermore, periods III and IV have higher significance level with P < 0.01.
Also, the 36 hour sleep deprivation recording produced significant difference
(P < 0.05) in period IIT and IV suggesting weaker postural control in the second
half of the stimulus period.

The open eyes lateral torque variance analysis produced significant difference
in the 24 hour trial in period II, IIT and IV. In the 36 hour recording, there was
only a significant difference in period IV.

From the results, effects on postural control due to sleep deprivation is more
distinct in lateral data than it is in anteroposterior recordings. In the lateral
results, larger body sway can be concluded in later stimulus periods in both
closed and open eyes trials. The anteroposterior results do only suggest larger
body sway in closed eyes trials.
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Figure 6.3: Anteroposterior results of torque variance recorded by force plat-
form. * denotes a significance level of P < 0.05 and ** denotes significance level
with P < 0.01.
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Lateral Torque Variance in Closed Eyes Tests
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Figure 6.4: Lateral results of torque variance recorded by force platform. *

denotes a significance level of P < 0.05 and ** denotes significance level with
P <0.01.
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The study of adaptive behavior to the stimulus sequence, i.e. comparisons of
torque variance between period I and period IV, some indications for decreased
adaptive ability were found. In the anteroposterior torque, no statistical differ-
ences could be concluded between period I and period IV in the trials SD24C,
SD240 and SD36C. Consequently, poor anteroposterior adaptation to the stim-
ulus is suggested in three of four sleep deprivation tests. Laterally, all trials
except the open eyes control test (CO) were found to have non significant dif-
ferences when comparing period I with period IV. The statistical results of the
comparisons period I-IV and QS-period I are presented in table 6.1.

Table 6.1: Summary of the statistical result found between the torque variance
values during quiet stance (QS), period I and period IV. P-values less than 0.05
are considered significant and ns denotes non significant (p > 0.05).

Anteroposterior Lateral
QS-1 -1V QS-1 -1V

CC p < 0.00 »<0.01 | p<0.01 ns

6]0) p < 0.01 p<0.05| p<0.05|p<0.05
SD24C p < 0.00 ns ns ns
SD240 p < 0.00 ns p < 0.01 ns
SD36C p < 0.00 p<0.05 | p<0.05 ns
SD360 p < 0.00 ns ns ns

6.1.2 Variance of position data

Considering anteroposterior movements, the analysis of recorded body motions
show almost no significant difference between the control trials and both the 24
hour and the 36 hour sleep deprivation trials.

Laterally, no statistical differences were found between the control trials
and the sleep deprivation trials in period I. However, in period IV, the lateral
data show statistical differences between the control test and 24 hours of sleep
deprivation at the knee (p < 0.05), the hip (p < 0.05), shoulder (p < 0.05) and
the head (p < 0.05). Also, statistical differences between control test and 36
hour of sleep deprivation in period IV was found at the hip (p < 0.05). This
result can be seen in figures 6.5 and 6.6.
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Figure 6.5: Lateral variance of the knee and the hip. Statistical differences are
found in period IV between CC and SD24C at the knee, between CC and SD36C
and SD24C at the hip.
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Shoulder Movements
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Figure 6.6: Lateral variance of shoulder and head position. The statistical
differences in period IV between sleep deprivation trials and control trials are
more distinct than for knee and hip movements.
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The initial response to the onset of vibratory stimulation is an increase of
body sway. This can be seen in the statistical analysis performed on the po-
sition recordings presented in table 6.2 where variance of period I is compared
with variance of period IV. In every trial, CC, CO, SD24C, SD240, SD36C and
SD360, there are significant differences of anteroposterior body sway between
quiet stance (QS) and the first stimulus period (period I), see table 6.2. A com-
parison between stimulus period I and period IV show statistically differences
of body sway (position variance) in both closed eyes and open eyes control trials
and in 24 hour sleep deprived closed eyes trials (CC, CO and SD24C). However,
in the 24 hour open eyes and the two 36 hour sleep deprivation tests, there is
statistical evidence suggesting no difference between the recorded body sway of
period I and period IV. Thus, the decrease of body sway found in the control
trials is not present in the sleep deprived tests, especially in case of 36 hour
sleep deprivation.

The lateral body sway was found to decrease in the control test with eyes
open (CO) and in the two trials with 24 hours of sleep deprivation (table 6.2).
In all the other trials, no significant differences of variance were found between
period I and period IV.
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Table 6.2: Statistical analysis of calculated variances of position data. For p-

values larger than 0.05, non significance (ns) are concluded.

Anteroposterior Lateral
QS-I -1V QS-1 -1V
ccC Head p < 0.00 p<0.01 ]| p<0.01 ns
Shoulder p < 0.00 p<0.01 | p<0.01 ns
Hip p < 0.00 p<0.01 || p<0.05 ns
Knee p < 0.00 p <0.05 || p<0.05 ns
CO Head p < 0.01 p < 0.05 ns ns
Shoulder p < 0.01 p < 0.05 ns ns
Hip p < 0.00 p <0.01 ns p < 0.05
Knee p <0.01 p < 0.05 ns p < 0.05
SD24C Head p < 0.05 p<0.01 | p<0.05 ns
Shoulder p < 0.01 p < 0.05 ns ns
Hip p < 0.01 p < 0.05 ns ns
Knee p <0.01 p <0.05 || p<0.05 ns
SD240 Head p < 0.00 p<0.01 | p<0.01 ns
Shoulder p < 0.01 p<0.05| p<0.01 | p<0.05
Hip p < 0.00 ns p <0.01 ns
Knee p < 0.00 ns p < 0.01 ns
SD36C Head p < 0.00 p < 0.01 ns ns
Shoulder p < 0.00 ns ns ns
Hip p < 0.00 ns ns ns
Knee p < 0.00 ns p > 0.05 ns
SD360 Head p < 0.05 p < 0.05 ns ns
Shoulder p < 0.01 ns ns ns
Hip p < 0.01 ns ns ns
Knee p < 0.00 ns ns ns
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6.1.3 Correlation

Figures 6.7 and 6.8 show calculated correlation coefficients between movements
of different body section in anteroposterior and lateral plane, respectively. In ev-
ery period including quiet stance, correlation coefficients are calculated between
head-shoulder, head-hip, head-knee, shoulder-hip, shoulder-knee and hip-knee.
Evidently, there is a distinct increase of correlation of anteroposterior movement
at the onset of stimulus in period I. This suggest that a more rigid body posture
is adopted, and hence, the assumption of inverted pendulum dynamics in the
mathematical modeling section is supported.
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Figure 6.7: Anteroposterior correlation between different body sections over
time. The correlation values suggest that the subjects have adopted a move-
ment pattern with more coordinated movements of the body sections due to the
vibration stimulus.

The correlation between lateral moving body segments do not produce the
same result as in the anteroposterior case. Here, there is obviously a high
correlation in all periods. However, indications can be seen in the lateral open
eyes trial suggesting that some adaptation of a more rigid posture occur in the
first stimulus period (period I).
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Figure 6.8: Lateral correlation between different body sections over time. There
is a small increase of correlation in the open eyes trial, especially in the 24 hours
of sleep deprivation with (SD240).

6.2 System identification analysis

In this section, the results of the system identification analysis are presented.
First, coherence spectrum and power spectrum for a typical subject are shown.

6.2.1

The quadratic coherence spectrum was high between the input (stimulus) and
outputs of the anteroposterior plane for frequencies below 0.1 Hz. Above this
frequency, the coherence values were close to zero. In the lateral plane, the
coherence spectrum show low values for all frequencies suggesting that the input-
output relation has large noise levels or large amounts of spontaneous sway.
Interestingly, the coherence for the open eyes trials were systematically lower
than in the closed eyes trials. Figure 6.9 shows the coherence between stimulus
and anteroposterior and lateral torques, respectively, of a subject in a closed
eyes control trial.

It can be concluded that the data from the posturographic trials is not the

Coherence spectrum
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easiest data to model. As input signal we have a vibration signal of a certain
frequency which is turned on and off according to a PRBS schedule. This input
signal differs a lot from the outputs (forces, moments and positions) and the
coherence between input and output are therefore not necessarily optimal, i.e.
close to 1.

Furthermore, it should again be pointed out that the recorded body sway
consists of partly stimulus induced sway and partly spontaneous body sway
from the normal balance control. Depending on the relation between these two
types of body sway, the coherence is effected. Subjects with large amounts
of spontaneous sway are more difficult to model since the coherence between
stimulus and sway will be low.
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Figure 6.9: Coherence spectrum between stimulus and anteroposterior and lat-
eral torques (Mx and My) for closed eyes control test (CC). The coherence
between stimulus anteroposterior torque (Mx) is higher than in the lateral case.
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Power spectrum for stimulus (input)

10 T
10° -
10° F -
10'10 1 1 1
107 10" 10° 10" 10°
Frequency [Hz]
. Power spectrum for Mx
10 T
10° + -
10'5 1 1 1
107 10" 10° 10 10°
Frequency [Hz]
. Power spectrum for My
10 T
10° + -
10'5 1 1 1
107 10" 10° 10 10°

Frequency [Hz]

Figure 6.10: Power spectrum for stimulus (input), anteroposterior torque (Mx)
and lateral torque (My) for closed eyes control test (CC). The plots show that
the stimulus signal used as input has appropriate bandwidth according the power
spectrum of the outputs.
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6.2.2 Anteroposterior modeling

The following figures show the mean VAF values for the six trials, CC, CO
SD24C, SD240, SD36C and SD360, when the model of stimulus period I is
validated against all four periods. The most noticeable fact is that the VAF
value decreases when the validation is performed on subsequent data segments.
However, it is obvious that output error, the difference between simulated and
true output, will be larger when a model is estimated on one time segment
and simulated on a later time segment. Therefore, the calculated VAF value is
expected to decrease. Interestingly, the VAF values seem to increase in when
the third stimulus period is used as validation set. The explanation of this
would probably be that the stimulus sequence of the third period contains longer
intervals of vibration which results in a larger response of body sway. The
fraction of spontaneous sway that can not be explained from the model will be
lower and hence, the model will have greater ability to explain the measured
body sway.

In some cases, the error signal has a larger variance than the variance of the
true output which result in negative VAF values. Negative VAF values can be
a result of an unstable model with eigenvalues of the system matrix A outside
the unit circle.

However, the variance of the error will also be large if the characteristics of
the system have changed during time. If the validations on subsequent time
segments result in many negative VAF values compared to the validation on the
same data set and the estimated system have all poles inside the unit circle,
i.e. the system is stable, changes of the system dynamics are suggested. In the
anteroposterior case, the model estimated on the first stimulus period give some
negative VAF values when the validation is performed on period three and four.
This suggest that some kind of time varying phenomenon is present. No clear
difference between the six trials can be noticed in these anteroposterior models.

When looking on the four models estimated on each single stimulus period
and validated against the same data set, the calculated VAF values are higher,
around 50-60 % for all periods. Interestingly, there is an increase in VAF in
period three which can be explained by the longer stimulation intervals of this
period. A comparison between the six trials suggests that the two trials after
36 hours of sleep deprivation have higher values of VAF in period three and
four. This can not be seen in the control trials. Evidently, a larger part of
the body sway measured in the two last periods in the SD36C and SD360 can
be explained from the stimulus to the calf muscles. This may be a result of
decreased attention which negatively effect the adaptation to the stimulus. It
should be mentioned that all of the estimated models have non-negative VAF
values.
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Figure 6.11: Mean VAF of anteroposterior model 1 estimated on the first stim-
ulus period. Simulation and calculation of VAF values are done on all four

stimulus periods.
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Figure 6.12: Mean VAF of the four anteroposterior models estimated on period
I to period IV. Simulation and calculation are done using the same data set as
for the estimation process.
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Anteroposterior simulation
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Figure 6.13: Eight order model estimated on the whole stimulation period.
Outputs are position of knee, hip, shoulder, head and neck and the force and
torque in anteroposterior direction (Fy, Mx).
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Anteroposterior residuals
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Figure 6.14: Residual series of the model simulation in figure 6.13.
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Correlation function of residuals
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Figure 6.15: Correlation function of residuals from the anteroposterior model in
figure 6.13. The correlation function for the residuals of Mx, Fy and shoulder
are plotted for lags up to 20 samples.

6.2.3 Lateral modeling

The same analysis on models with lateral movements as outputs indicate some
differences compared to the anteroposterior case. First, the response to the
stimulus is not as "direct” as when anteroposterior movements are studied. Re-
membering the coherence analysis, this is naturally since the coherence between
stimulus and the response variables are significantly lower in the lateral case
than in the anteroposterior case. It is therefore expected that the VAF values
calculated for simulated output are lower than for the corresponding anteropos-
terior model. Second, the validation of the model on the first stimulus period
on subsequent periods result in a large part of negative VAF values.

In cases of negative VAF values, i.e. the variance of the error signal is greater
than the variance of the measured signal, the model fails to explain any of the
variation of the output variables. In figure 6.16, cases of negative VAF values
are counted as zero which explain the large decrease of mean VAF values when
the first lateral model is simulated and compared with data from subsequent
periods. However, in five of the six trials, there are indications of a further
decrease of VAF during period II-IV. This suggest, that the model estimated on
the first stimulus period performes worse when simulated and compared against
data from period IV than when compared with data from period II. Hence, the
subject is using some kind of adaptation strategy suppressing the influence of
the stimulus disturbance.

The lateral models estimated on the full stimulus period showed poor perfor-
mance with negative VAF values or close to zero. Evidently, the lateral data is
more non-stationary than the anteroposterior data which causes bad modeling
properties. The lateral results should be interpreted with these restrictions in
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Figure 6.16: Mean VAF of lateral model 1 estimated on the first stimulus period.
Simulation and calculation of VAF are done on all four stimulus periods.

48



Lateral CC Lateral CO
50 50 +
40 - 40 A
¥ 30 1 & 30
S 204 —3 S 204
10 A 10 A
0 0
| 1 n \% | 1 n \Y%
~+ Fx = My -+ Knee -+ Hip -+ Shoulder -e- Face ~+ Fx = My -+ Knee -+ Hip -+ Shoulder -e- Face
Lateral SD24C Lateral SD240
50 4 50 4
40 - 40 -
=30 | M‘ =30 1
% T><F<: é \ﬁ ]
S 20 A S 204
10 A 10 A
0 0
| 1 n \% | 1 n \%
—~+ Fx = My =+ Knee -+ Hip - Shoulder -»- Face —~+ Fx = My =+ Knee -+ Hip - Shoulder - Face
Lateral SD36C Lateral SD360
50 + 50 +
40 4 40 4
& 30 & 30 -\/\_
p f20] T
S 20 A S 20 A
10 A 10 A
0 0
| Il ] \% | I ] \%
‘+ Fx -= My -+ Knee -+ Hip - Shoulder -e- Face‘ ‘+ Fx -= My -+ Knee -+ Hip - Shoulder -e- Face‘

Figure 6.17: Mean VAF of the four lateral models estimated on period I to
period IV. Simulation and calculation are done using the same data set as for
the estimation process.
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6.2.4 Parameter extraction

In this section, the main results of the analysis of the parameters swiftness, stiff-
ness and damping are presented. Statistical analysis using the non-parametric
Wilcoxon test showed little significance for differences, both when comparing
different trials and when comparing different stimulus periods. The most clear
differences were found in the stiffness parameter when considering the complete
stimulus period and the sub-periods I-IV, see figure 6.21. In figures 6.18 to
6.22, the star notation is used for significance levels. A significance level with
P-values less than 0.05 is denoted with one star.
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Figure 6.18: The parameters swiftness, stiffness and damping extracted from
an ARMAX model with the anteroposterior torque Mx as output signal. Little
evidence is found for difference between the trials. * denotes significance level
with P < 0.05.
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Figure 6.19: The parameters swiftness, stiffness and damping extracted from an
ARMAX model with the shoulder position as output signal. Only a few trials
have statistical evidence for differences in the parameters. Again, * denotes a
significance level of P < 0.05.
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Figure 6.20: The swiftness parameter calculated from third order ARMAX
model with anteroposterior torque as output signal. Only closed eyes trials
are considered.
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Figure 6.21: The stiffness parameter calculated from third order ARMAX model
with anteroposterior torque as output signal. Only closed eyes trials are consid-
ered.
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Figure 6.22: The damping parameter calculated from third order ARMAX
model with anteroposterior torque as output signal. Only closed eyes trials
are considered.
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Chapter 7

Discussion

In this thesis, properties of postural control and adaptation of 17 subjects has
been investigated after sleep deprivation up to 36 hours. Both the assessment of
mathematical models describing input-output relations and statistical analysis
of variance have been applied to the recorded data.

7.1 Variance and correlation

The characterization of recorded body sway using variance analysis produces
significant results where it can be concluded that attention influences the human
postural stability. It is suggested that anteroposterior stability decreases in
closed eyes tests with 24 hours of sleep deprivation. Also, the lateral stability
is affected by sleep deprivation of 24 hours, both in trials with open and closed
eyes. The Zebris recordings of position data support these findings from the
force platform data. The variance analysis of position data show a worsened
stability in trials with 24 hours of sleep deprivation, but only in the lateral
direction. Hence, the conclusion that 24 hours of sleep deprivation decreases
postural stability more than 36 hour of sleep deprivation can be drawn.

Strongest evidence for decreased postural stability was found in periods after
the first stimulus period, i.e. period II-IV. Previous research have shown that
a task is more sensitive to sleepiness if it is long, monotonous and demand
continuous attention [2]. Consequently, it may be the case that the increased
level of attention at the onset of vibratory stimulation during period I maintains
the postural activity. With time, the postural task to preserve balance under
the perturbations caused by the vibratory stimulation become more monotonous
and some attention is lost. This reasoning support the findings of worsened
stability in periods II-IV.

The attention may play another important role in this study of postural
control and sleep deprivation. The results from torque data and position data
showed that reduced stability were more often recorded in the lateral direction
than in the anteroposterior direction. One hypothesis involving attention, is that
the subject uses high attention to respond to the anteroposterior disturbances
caused by the vibratory stimulus of the calf muscles. The lateral perturbations
are not as strong as in the anteroposterior direction, and hence, little attention
is given to lateral balance control.
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The interesting fact that the 36 hour tests and calculated significance values
indicate a ’recovery’ where the body sway again decreases. Intuitively, the body
sway is expected to increase with the level of sleep deprivation resulting in larger
sway after 36 hours. The explanation of this finding can be habituation the
posturographic test procedure itself. Every subject perform the 36 hour sleep
deprivation trial after they have performed the 24 hour trial. Thus, they have
greater experience and ability of how to respond to the balance perturbations
and consequently, the recorded body sway is reduced in the 36 hour trial.

The correlation analysis shows that the immediate response to the stimula-
tion onset was that a more rigid body posture with higher correlation between
the movement of different body sections. This is also in the line of the work of
Fransson (2005) [6].

7.2 System identification

The subspace identification using N4SID and MOESP algorithms have proven
to be very effective methods to model the body sway and torques exerted by the
feet with the stimulus signal as input. Since the data is non-stationary, the main
approach have been to segment the data series in order to estimate sub models
on shorter time intervals. The comparison and the use of different validation
and simulation strategies suggest that the characteristics of data have changed
during time in almost every posturographic trial. When dividing the stimulus
period into four periods and estimate models on each sub intervals, higher VAF
values were obtained compared to the model estimated on the complete data
set. This indicates time dependent properties, for example a change of system
dynamics during time. However, it was difficult to find analysis methods to
characterize the time dependence of the system dynamics.

One idea was to apply balanced model reduction to the higher order an-
teroposterior models for stimulus periods I-IV and the total stimulus period.
Reducing the model order to three, it is possible to consider the postural con-
trol problem from a PID perspective. The postural control is in this case per-
formed via the ankle torque by the use of proportional, integrative and derivative
control actions. The advantage of this approach is that the three parameters
of motion, swiftness, stiffness and damping easily can be extracted from the
model. These parameters characterize the human dynamics and have been used
to assess changes in the modelled system. However, the statistical analysis of
calculated parameter values show little evidence for parameter changes. Only
in a few cases, statistical evidence is found for the hypothesis that the subject
may change control strategy due to increased difficulties to maintain balance as
an effect of being sleep deprived. Consequently, it is suggested that the subjects
have a rigid body posture in all trials which resembles a single-linked inverted
pendulum. This conclusion does not violate the findings from the variance anal-
ysis, where increased body sway was found in 24 hour sleep deprivation trials
with closed eyes. An increase of body sway may appear although the system
dynamics is described by a rigid body structure.

The lateral models were found to be less reliable with bad simulation proper-
ties. Probably, this is a consequence of the poor coherence between stimulus and
the lateral movement. The lateral data do not have such a direct response as the
anteroposterior movement, which can be concluded by inspection of recorded
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data and comparing with the stimulus sequence. There are two possible con-
clusions that can be drawn from the lateral modeling. The first hypothesis, is
that the lateral data is afflicted with larger time varying characteristics than
in the anteroposterior data. This implies, that a model estimated on one of
periods I-IV, performs very poorly when the simulated output is compared with
data from another period. Furthermore, the fact that models estimated on the
complete lateral data series had bad performance and negative VAF values or
close to zero support this conclusion of larger time varying characteristics in
lateral data.

The other possibility is that the lateral movement simply cannot be described
with a model with the stimulus sequence only as input. Hence, one cannot reject
the risk of making conclusions on incorrect basis. Therefore, the conclusions
concerning the lateral modeling should be taken with some caution.

If any conclusions should be drawn from the system identification analy-
sis, it would be that sleep deprivation does not degrade postural control and
the ability to use adaptation pattern to handle the induced balance perturba-
tions. At least, this can not be supported by the analysis methods used in
this study. According to the findings of Schlesinger et al., sleep deprivation
only effect postural control in cases where higher levels of sensory integration
or motor coordination is required [19]. The balance task in this study is fairly
simple with the most difficult test condition during closed eyes trials where the
removal of visual input implies that the postural control action have to be based
entirely on somatosensory and vestibular inputs. However, on healthy subjects
the integration by the central nervous system is highly effective and despite the
reduced mental alertness due to sleep deprivation, balance can be maintained
without problems when perturbations to the proprioceptive sensory system is
introduced.

7.3 Difficulties

In every experimental study there are many sources of error that will affect the
outcome. First, we have the experimental methodology involving the subjects.
Even though hard efforts were made to establish equal test conditions, there is
always a risk of results influenced by difference in test conditions. One major
problem in a study like this, is the habituation to the test method itself and
especially to the posturography test. Worse postural stability is highly possible
when a person performs a posturography for the first time. Since the ’first time
posturography’ either is control trial or 24 hours of sleep deprivation, these ef-
fects will not have influence on the 36 hour sleep deprivation test. Unfortunately,
it is almost impossible to eliminate this phenomenon in the results.

In cases of large amounts of spontaneous movements in the normal balance
control used to maintain upright stance, it is difficult to apply system identifica-
tion methods. Subjects with this property has poor coherence between stimulus
and response in terms of movements. Methods of data filtering can be used to
reduce the amounts of spontaneous sway. However, one should be careful when
applying filter techniques due to the difficulty to determine and characterize
which part of the response data that can be derived from the stimulus and the
part that originates from spontaneous motion.

The extraction of the dynamical parameters swiftness, stiffness and damping
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from MIMO-models resulted in strange parameter values. Consequently, the
ARMAX approach was used instead. However, it is desirable to be able to
perform the same parameter extraction from the higher order MIMO-models
and compare the results with the ARMAX method.

The quantitative results and the results from the system identification method-
ology showed some discrepancy. The most interesting results, the deteriorated
adaptation after sleep deprivation, is assessed using quatitative variance anal-
ysis. Naturally, it is of great interest to support these evidence using system
identification methods. This matter needs further investigation.
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Chapter 8

Conclusions

From this study of postural control and the effects of sleep deprivation, the
following conclusions can be drawn.

Analysis of variance suggest a weaker postural stability after 24 hours of
sleep deprivation, especially in lateral direction.

Analysis of variance suggest a deterioration of adaptation, both after 24
hours and 36 hours of sleep deprivation. Apparently, sleep deprivation
impairs postural adaptation.

Correlation of body segments indicate adaptive behavior in movement
patterns. However, no distinct differences due to sleep deprivation can be
concluded.

Subspace based identification can successfully be used for the identification
of MIMO models between stimulus perturbation and movement response
of the subject.

Evaluation of subspace based modeling using VAF values give evidence for
time dependant system characteristics which can be connected to adapta-
tion.

System identification methodology used in this thesis does not give any
clear support of deterioration of postural stability due to sleep deprivation,
nor can this hypothesis be excluded.
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