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ABSTRACT

The main purpose with this master thesis is to show how

a microcomputer, Intel 8080, is used to implement a special

kind of adaptive regulators, called self-tuning regulators.

The report presents some theory, software solution and

some experiments.

The programmemory requirement is about 1.4K.Bytes, and

the datamemory needed is 0.5K Bytes.

The self-tuning regulator have been implemented on different

processes simulated by a analog computer.

SAMMANFATTNING

Andamdlet med detta examensarbete, dr att visa hur en
mikrodator, Intel 8080, anvdnds fér att implementera vissa .y
typer av adaptiva regulatorer, s.k. sjdlvinstdllande
regulatorer.

I rapporten framférs en del teori,mjukvaruldsningen,

och en del gjorda experiment.

Programminnesuttrymmet &dr ungefdr 1.4K Bytes och dataminnes-
behovet &r 0.5K Bytes. '

Sjdlvinstdllande regulatorn har implementerats pd olika

. ° . . [

processer som har simulerats pd en analogimaskiln.
|
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1. INTRODUCTION

Td kald Teoiz kéT01C KTIGVTE

Greek Proverb

The department of Automatic Control at Lund Institute of
Technology have for many years done researches on Adaptive
controllers.Extensive research have been done on the theory
and application of self-tuning regulators {4 }.

Self-tuning regulators have been applied on different kind
of industrial processes, paper-machines, ore crushers,
autopilot for tankers using minicomputers.

The microcomputers have now been developed so much,that it
would be interesting to implement a self-tuning regulator
on a microcomputer.

In Chapter 2 is given a theoretical background for the
further discussions in this report.Chapter 3 describes the
assembly language of Intel 8080.A description of the program-
and datastructure is given in Chapter Uu.

In this master thesis also some hardware was developed.

A cooperation was done with P-0 Sj8berg for the construction
of the microcomputer system, in which the self-tuning
regulator was implemented. A short description is given

in chapter 5. Chapter 6 desckibes,the way the user have to
do for test the regulator on different processes.

Chapter 7 describes some results of the implementation

of the regulator on some processes,simulated on the analog
computer.

Appendix A containes the Instruction Set for Intel 8080,

and in Appendix B the whole program is given,which takes

about 1.4 K Bytes and is programmed in PROM-memories.




2. SELF-TUNING REGULATORS
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2.1 The Basic Algorithm

The self-tuning regulators are ¢
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The basic algorithm described in
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rithm can be divided into two pa
in a prediction model of the pro

the method of least squares.Seco

nk,therefore I am.
RENE DESCARTLES

ontrollers which are used
nknown parameters.

(4 ) is derived to control
e-output systems.The algo-
rts.I'irstly, the parameters
cess are estimated using

ndly, the minimum variance

regulator is computed,as if the values of the estimated

parameters were the true ones.Th
consideration that the values of

are uncertain.

Consider the system

- -1
Alg Ny (8) = Blg Dult-k-1) + c(
where e(t) is a sequence of
variables and
_l _ _l -
A(g 7) = l+alq ta,q + i wsveeis
-1, _ -2
B(gq ) = bl+b2q +........+bn
==-1 -1 -
C(g ™) = l+clq te,g Theaa...

The purpose of the control is to

2
EX(y . (£)-y(£))
where yr(t) is a known time-vary

Introduce the reference input, u..

us it is not taken into

the estimated parameters

g Te(t) (2.1)

independent N(0,¥) random

T
+a
nd

-(n-1)

minimize the loss function

(2.2)
ing reference value.

(t), defined as

A(g )
u (t) = ———Q:I Y, (t+k)
B(g 7)
Equation (2.l) can now be written as
AlgH) (v (£) =y (£)) = B(q™h) (u(t-k-1)-u_(t-k-1))+C(q 1) e (k)
The loss function (2.2) is minimized by the control strategy
S|
u(e) - u_(t) Sla )y -y ) 2.3)

)

B(q N F(q”




6
where F and G are polynamials given by the identity
ci@™h = a@hHrE@h + ¢ re@™
The control law (2.3) can now be written as
u(t) = - _f(q_lll v(t) + _E(q_lll y, (£+k+1)
B(g F(g ™) B(g )F(gq )

To compute the optimal control law it is thus necessary

to know the reference value in at least k+l steps ahead.

Now introduce the prediction model of the process

[

F—

PROCESS _ _

i
l
i
|
|

i 5 il - @qi-&_ﬁ_" <Z 1_1_(;%) q“k"li“-- E iy (t¥

Figuie2.1

y (+kH1) =y (erkr D) + 8 (v (£) =y (£)) = B_<Bu(£) 5y, (+k+1)+
+e (t+k+1l) (2.4)

where

Sy é
[l 1] Il
’_l
+
l_m
Q

l__J
+
A
on)
=]
o
Q 1
=
o




The minimum variance control law,for considering this
model will-.be

u(t)= Ry () -y, (£)) /8 - Gy, (t+k+1) /8 )/B (2.5)

The structure of the process and the controller is shown
in FPigurw 2,.,1. Notice that the block represents
a feedforward regulator and the block ._;$L a feedback
regulator.
Introduce

VS (t+k+1) = yr(t+k+1)/8O

YS(t) = (y(t)-y, (£))/8, = y(£)/8 = VS(t)
We can rewrite (2.4) and (2.5) as follows:

vs (t) wAvs(t-k-1) = Bu(t-k-1) +GVs(t) + e (t+k+l)

u(t) = (VQ YS(t) - & Vs(t+k+l) )/RB
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2.2 Selection of Parameters in the Algorithm

The basic self-tuning regulator is specified by the
following parameters:

a) Sampling time, T

b) Scale factor in the regulator, B,

c) Exponential forgetting factor, A

d) Number of pure time-delays in the model, k

e) Allowed maximum value of the control signal,ULIM
f) Number of regulator parameters, NA,NB,NC

g) Initial values for the least squares estimator

A: thorough discussion is given in { y }.

a) Some aspects that must be considered when determining
the sample interwvall are follows:

The dynamics of the process

The dead time in the process

The complexity of the regulator

The computation times

b) If the sign of the scale factor is assumed known its
value is not crucial for the convergence if the control
signal is limited.The transient behaviour seems to be

best if BO and b, are of the same magnitude.

The number of tiies the control signal hits the limit

can be used to determine if a good value of BO has been
used.If BO is too small,then the control signal ui%‘to
reach the limit more often,than if too large a Bo-is used.
Too large a BO will on the other hand give very small
input signals in the beginning.Further the oy parameters

use to be large if BO is too large.

c) The forgetting factor is used to determine how many
0ld values should be remembered.About 200 old values are

remembered for 1=0.99, while only 40 are remembered for

A=0.95. A rule of thumb to determine how many values that
are remembered, n, is given by n= 2/(1-1).
The parameter ) is best chosen by inspecting the variations

in the parameter estimates.Too much fluctuations implies

either that too many parameters are used in the regulator




or that a too small a value of X is used.

If the parameter estimates are almost constant it is advi-
sable to make a small decrease in the value of A occasio-
nally.This should be done in order to make sure that the
estimates really have converged and not only are slowly

changing.

d) The number of pure time-delays in the model, k, is the
most crucial parameter to choose.Too large a value of,
k,can give an output variance which is larger than nece-
ssary.Sometimes it is also difficult to get the estimates
to converge.Too small k can make very difficult to get
good control and even make it impossible to stabilize

the system.

e) A limitation of the control signal has in many cases
good influence' on the transient behaviour of the self-
tuning regulators.This is the case if the initial estimates
of the parameters are poor.The regulator might then send
large signals into the process which can cause large
errors initially.The control signal can thus be limited
to get a smooth start-up.The limit can be small in the
beginning and later increased when better parameter esti-
mates are obtained.Another way is to have a fixed limit
which should not be reached under normal control of the
process.If the maximum value is feached often it is not
possible for the regulator to converge to the minimum

variance regqulator.

f) If NA or NB or NC is too large then it can be."shown
that the resulting controller is equivalent to the mini-
mum variance regulator,but there might be a common factor
in the regulator.No indication is given of how much the
output variance is increased if the number of regulator

parameters is decreased.

g) Initial values of the parameters oy and B, and the
covariance matrix, P(t), must be given when starting up

the least squares estimator.

If the parameters are unknown a standard choise can be
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to put them equal to zero.In this case the covariance
matrix shall be given a rather large value,say (10-100)xI,
where I is a unit matrix. A too small value on P(0) can,
however, give rise to slow rate of convergence.In order

to avoid this the exponential forgetting factor can be

given a value somewhat less than one.
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3. SHORT DESCRIPTION OF INTEL 8080 ASSEMBLER

Se non & vero, & bon trovato

Instruction and Data Formats:

Memory for the Intel 8080 is organized into 8-bit
quantities,called Bytes.Each Byte has a unique 16-bit
binary address corresponding to its sequential position
in memory. Data in the 8080 is stored in the form of
8-bit binary integers:

ONTA WORD

] R B [ i i i
Ez Dg Dg Dy Dy Dy Dy D !

9
1SB LSB

MSB= Most significant Bit
LSB= Least significant Bit

The 8080 program instructions may be one,two or three
bytes in length.Multiple byte instructions must be stored
in succesive memory locations; the address of the first
byte is always used as the address of the instructions.
The exact instruction format will depend on the particular

operation to be executed.

Single Byte Instructions

= 0 oo s 1o T
[D7 De 05 Yy u3 u2 ul uol Op Code

Two-Byte Instructions

Data or Address

. : e
Byte One (57 l TDO' Op Code
= . - |

I
DO{

T 1
Byte Two ‘D7 I
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Three-Byte Instructions

. i - —T 1 —T . -T ™
Byte One |D, D Dy D, Dy D, Dy DO’ Op Code
U T ] T

Byt
yte Two _D7 - DO] Sals
or
Byte Three D7l ' J T T lDo Address
Registers:

The program-addressable registers in 8080 are:
Six general purpose registers addressed singly or in pairs
B,C, D,E, O,L
The 8-bit accumalator,also known as register, A,
The 1l6-bit stack point register, SP.

The 1l6-bit program counter register, PC.

One of the registers that are employed internally in
the 8080 chip, but cannot be addressed from a computer
program include

a 5-bit flag register (Z, S, P, CY, AC )

They are Zero,Sign,Parity,Carry and Auxiliary Carry.

(8) (8) |
B c (5){
2y Z S P CY AC
D (8) . (8)
(8) (8)
I N Lo A (8) ‘
(16)
STACK  POINTER
PROGRAM COUNTER (16)




13

A flag is "set" by forcing the bit to 1 ; "reset" by
forcing the bit to 0. When an instruction affects a flag,

it affects it in the following manner:

Zero: If the result of an instruction has the value 0,

this flag is set; otherwise it is reset.

Sign: If the most significant bit of the result of the
operation has the value 1,this flag is set; other-

wise it is reset.

Parity:If the result has even parity, this flag is set;

otherwise it 1s reset.

Carry:If the instruction resulted in a carry (from addition)
or a borrow (from subtraction or comparison) out
of the highorder bit this flag is set;

otherwise it is reset.

Auxiliary
Carry:Used in connection with computing decimal numbers

(is seldom used)

Instruction set:

The 8080 instruction set includes five different types
of instructions:
Data_transfer group: The 8080 has four different modes

for addressing data stored in memory or in registers:

Direct- Bytes 2 and 3 of the instruction contain the
exact memory address of the data item, e.qg.
LDA addr (Load Accumulator direct)
Register- The instruction specifies the register or
register—-pair in which the data is located,e.qg.
MOV A,B (Move B to A)
Register
indirect- The register pair H,L contains the memory address
where the data is located, e.qg.
MOV A,M (The content of the memory
location whose address is in registers H and L

is moved to A )

Condition flags are not affected by any instruction in
this group.




Ly

Immediate~ The instruction contains the data itself.

at least one of the five flags according to the standard
rules, e.qg.
ADD B ( (A)«(A)+(B:) )

(Boolean) operations,AND,OR,EXCLUSIVE-OR,COMPARE, ROTATE
or COMPLEMENT on data in registers or in memory.Besides
the instructions CMC and STC , A register is involved
in all instructions.At least one of the five flags are
affected by all instructions, e.q.

ANA B ( (A)= (A) AND (B) )

in all instructions.Consider flags are not affected by

any instruction.

ruction POP PSW, no other instructinn affects the condition

flags.

The execution time of all the instructions is varying from
4 (e.g. ADD B ) up to 18 states (XTHL).For a detailed

description of the instruction set of the Intel 8080,

see Appendix.
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4. SOFTWARE SOLUTION

Slow and steady wins the race.

DAVID LLOYD,FABLES

4.1 System Solution

The structure of the system is given in the following

figure.
U(t)l B Y (t)
D/A YR (t) A/D
—
u(t) -
B K
ABG
: = ESTIM kﬁ -
I

At each sample the microcomputer reads following values
from the A/D - converter:

The output signal of the process, Y

The reference signal of Y, ¥R
and outputs the control signal to the process via an
D/A - converter.Normally the self-tuning regqulator,STURE),
is divided into two parts.
In the first part the parameters of the process are esti-
mated by the estimator subroutine,ESTIM.The algorithm

is based on the model

Y (t+k+1) -YR(t+k+1)+AE (1) x (Y (t)-YR(t))+....+AE (NA) x (Y (t=NA+1)
“YR(t=NA+1) )= BOx (U(t)+BE (1) xU(t-1)+....+BE(IB) xU (t-NB) +
+CE (1) xYR(t+k+1l)+. .0 +CE (NC) xYR (t+k—-NC+2) +E (t4k+1)

I
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In the second part the regulator subroutine,REG,computes

the control signal to be applied at time,t, to the process

from
U(t)=(AE(1)x (Y (t)=-YR(t))+..+AE(NA) x (Y (t-NA+1)-YR(t-NA+1)) ) /B0
-BE(1)xU(t-1)-....-BE(NB)xU (t=NB) = (CE (1) xYR(t+k+1)+...

.+ «*+CE (NC) xYR (t~NC+k+2) ) /B0

AE(I) ,BE(I),CE(I) are the least squares estimates from
the subroutine,ESTIM.

Assuming that the parameters changes slowly between the
samples,this kind of scheduling is uneffective,because it
takes long time until U(t) can be computed.Instead,we can
divide the subroutine REG into REGl and REG2. In REGl is
U(t) computed by the formula:

U(t)=AE (1) x (Y (t)-YR(t))/BO - CE(1l)xYR(t+k+1)/B0 + Fscal (t-1)

where AE(1l) and CE(l) are the estimated parameters from

the sampleinterval,t-1l,and Y(t),YR(t),YR(t+k+l) are the input
values at time t.

At the rest of the sampleinterval ,t, the new parameters are

estimated and on the base of these Fscal(t) is computed by

Fscal (t)=AE (2)x (Y (t)-YR(t))+..+AE(NA) x (Y (t-NA+2) -
YR(t-NA+2))/BO - BE(l)®U(t) - ...-BE(NB)xU(t-NB) -
(CE(2)xYR(t+k+1)+....+CE (NC) xYR (t~NC+k+3) /B0
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4.2 DProgramstructure

The mainprogram, STURE, is divided into the following

subroutines:

The high-level subroutines: INIT,ADIN,DAQUT, FMOVE,
FLIM,SCAPR,REGLl,ESTIM,
REG2

The low-level subroutines: FMUL ,FADD,FDIV,LOAD,

STORE, BINF , FBIN, FMAGN
NEGDE, OUFLW, OFLW, UFLW, UFLWE

The low-level subroutines are explained in 4.2.2.

Using the mainprogram and the high-level subroutines

the whole program can be written in Algol.




18

4.2.1 STURE in Algol

Begin Integer k;
Real YR,Y,B0;
Array VS(l:14),YS(1:14);
Procedure ADIN,REG1l,ESTIM,REG2;

Comment

The vectors ¥S,U,VS,T and the variables NA,NB,

NC,k appears in the procedures REG1l,ESTIM, and

REGZ2 and they have following meaning:

YS- vector of scaled process outputs of dimension

NA+k+2. YS is organized as follows.
YS(1)=(Y(t)-YR(t))/BO = Y(t)/BO - VS(t)
YS(2)=(Y(t-1)~YR(t-1))/B0O0 = Y(t-1)/B0O0 - VS(t-1)

U~ vector of process inputs of dimension NB+k+2.
U is organized as follows.

U(l)=U(t-1)

U(2)=U(t~-2)

VS-scaled vector of reference signal of dimension
NC+k+2. VS is organized as follows.

VS (1l)=YR(t+k+1) /B0

VS (2)=YR(t+k) /BO

VS (k+2)=YR(t) /BO
T-vector of estimated parameters of dimension
NA+NB+NC and organized as follows.

T(1l)=AE (1)

T(2)=AE(2)
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T (NA) =AE (NA)
T (NA+1)=BE (1)

T (NA+NB) =BE (NB)
T (NA+NB+1)=CE (1)

T (NA+NB+NC) =CE (NC)
NA- number of A- parameters in (4.1)
NB- number of B- paremeters in (4.1)
NC- number of C-parameters in (4.1)
k- number of pure time delays in the process.
Dimension restrictions
MAX (NA+NB+NC) =9
MAX (NA+k+2) =14
MAX (NB+k+2) =14
MAX (NC+k+2)=14

End of comments;

INIT;
STURE: YR:=ADIN(O0) ;
Y:= ADIN(1) ;
VS (1) :=YR/BO;
YS{l) :=Y/B0 - VS (k+2);
REGL;
ESTIM;
REG2;
GO TO STURE

END




Procedure INIT;
| Begin comment
This procedure initialize STURE;
Real FSCAL, 1/BO, 1/RL, ULIM, A;
Integexr NA, NB, NC, k, I, J;
Read (1/B0); Read (1/RL); Read (ULIM);
Read (NA); Read (NB); Read (NC);
Read (k); Read (A); Fscal:= 0 ;
For TI:=1 step 1 until 14 do
YS(I) :=U(I) :=VS(I):=0 ;
For I:=1 step 1 until 9 do
Begin T(I):=S(I):=FI(I):=0 ;
For J:=1 step 1 wuntil 9 do P(I,J):
P(I,I):=4;
End
End;
Real Procedure ADIN (I)3;
Integer I;
Begin comment

End;

Entry: I=channel number

This procedure converts an input value from

channel I to a normalised floating~point number

with the exponent in Excess-64 form and the
mantissa in two-complement representation;
Real Procedure BINF;

ADIN:=BINF

Begin
End
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Real Procedure DAOUT (I,U);

Integer I; Real U;

Begin comment
Entry: I = channel number
U = the control signal
This procedure converts the limited controlsignal
from a normalised floating-point number to a
fix number and outputs it in channel number I;
Integer procedure FBIN (A); Real A;
DAOUT:= FBIN (U)
End;

Procedure FMOVE (A,L):;
Integer L; Array A(1l:L);

Begin comment
Entry: A = the vector
L = the vectorlength
This procedure moves the vector A one step
upwards in the memory;
Integer I;
For I:= 1 step 1 wuntil L do A(L+2-I):=A(L+1-I);
A(l):= 0;
End;

Real Procedure FLIM(U,UL); Real U,UL;

Begin

comment

End;

Entry: U

signal to be limited
UL = limit of signal

This procedure limits the magnitude of signal U
to UL volts;

If ABS (U) < UL

then FLIM:=U -else

if Us> UL

then FLIM:=UL else FLIM:= -UL
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Real Procedure SCAPR(A,B,N);

Integer N; Array A,B(1l:N);
I Begin comment

Scalar product of the vectors A and B
of length N ;

Integer 1I; Real R;

R:=0 ;

If N =10 then go to out;
For I =1 step 1 until N do R:=R+A(I)xB(I);

out: SCAPR := R ;

End;

Procedure REG];

Begin comment

This procedure outputs the control signal

to the process. Fscal is computed from the
sampleintervall t-1.

U-vector is moved one step upwards in the memory;
Array YS,U,VS(1l:14);

Integer NA,NB,NC,k,NS;

Real Fscal,U,A,Ul;

Real Procedure FLIM,DAOUT,BINF;

NS:= NB+k+1;

FMOVE (U,NS) ;

Ul:= T(1l)xYS(1l)+Fscal ;

If NC=/=0 then Ul:=Ul-T (NA+NB+1)xV§(1);
U:= FLIM(ULl,ULIM);

A:= DAQUT (0,U) ;

U(l):= BINF(A);

End;




Procedure LESTIM;

Begin

PAS

comment

End;

Performs the tuning in the self-tuning regulator.
The tuning is done with a repeated least squares
estimation of the model parameters.

YS-U- and VS- vectors are not changed in ESTIM.
P~ covariance matrix of the parameter estimates
of order (NA+NB+NC) x (NA+NB+NC)

RL- the base of the exponential forgetting function;

Array YS,U,vs(l:14), T,FI,S,PI,RK(1:9),P(1:9,1:9);
Integer NA,NB,NC,k,I,J,N1,NS;

Real RL,Denom, Res;

N1l:= NA+NB+NC ;

FI(1l):= -YS(k+2) ;

If NB=/=0 then FI(NA+l):= U(k+2) ;

If NC=/=0 then FI (NA+NB+1):= VS(k+2) ;
For I:=1 step 1l until N1 do

Begin for J:=1 step 1 until N1 do
PI(J):= P(I,J) ;
S(I):= SCAPR(PI,FI,N1)

End;

Denom:= SCAPR(FI,S,Nl) ;

Denom:= 1.0 + Denom ;

Res:= SCAPR(FI,T,N1l)

Res:= ¥YS(1)-U(k+1l)-Res ;

NS:= N1-1 ;

FMOVE (FI,NS)

For T:= 1 step 1 until N1 do

Begin RK(I):= S(I)/Denom ;
T(I):= T(I)+RK(I)xRes :
For J:=1 step 1 until I do
Begin P(I,J):=(P(I,J)-RK(I)xS(J))/RL ;

P(J,I):= P(I,d) ;

End;
End;
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Procedure REG2

Begin comment

This procedure moves YS- and VS-vectors one
step upwards in the memory and computes Fscal

in the sampleintervall t.

Array YS,U,vS(1:14) , T,A(1:9);
Integer NA,NB,NC,NS,TI,k;
Real Fscal,Fl,F2,F3 ;

NS:= NA+k+1 ;

FMOVE (YS,NS) ;

NS:= NC+k+1 ;

FMOVE (VS ,NS) ;

Fl:= SCAPR(YS,T,NA) ;

For I:=1 step 1 until NB do A(I):=T(NA+I) ;
F2:= SCAPR(U,A,NB) ;

For I:=1 step 1 until NC do A(I):=T (NA+NB+I) ;
F3:= SCAPR(VS,A,NC) ;

Fscal:= F1-F3-F2 ;

End;
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4.2.2 The low-level subroutines

The floating-point arithmetic routines FMUL,FADD,FDIV
use a floating-point number representation.This repre-
sentation uses two 8-bit words holding the magnitude

of the number in 2's-complement form,normalised within
the range +(0.5 to l.0—2_15),together with one 8-bit
word holding the 7-bit exponent in Excess-64 form.
Excess~64 form is chosen,since when used in conjuction
with the 8 th bit (MSB) of the exponent word,it is easy
to detect and distinguish between overflow and underflow
of the exponent.The exponent range is -64 to +63 decimal.

The range of numbers represented by these three words
is 0.5x27%% to (1-271%)x2°3 wnich is 2.7105x10717 o
O.9ZZBXl019 and accuracy is 1 part in 215 (approx. 0.003%)
giving 4.5 decimal digits.

Overflow results are set to O.9223£1D19 with the appro-
priate sign; underflows are set to zero,which is represented
here by three words all containing zero,which is OX2—64,
in order to make zero less significant than the smallest
non-zero number.

The choise of register allocation convention is influenced
by the special functions associated with cetrtain registers.
H and L are used together to address memory,so should not
be used to hold the first operand or the result.H and L
can be transferred directly to and from consecutive
memory locations,storing the contents of L before H; the
accumalator,A, can also be transferred directly to and from
memory.D and E can be exchanged with H and L by a single
instruction.

The arithemetic routines are pressed for register space
and therefore they first calculate the result exponent
and move it out of the way.An operand exponent can there-

fore be loaded initially into the accumalator,ready for

the exponent calculation.To chain aruthemetic routines
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it is best if the result of one operation is left in the
correct registers to be the first operand of the next
operation.Taking into account all these considerations,

registers (B DE) are used for the first operand exponent,

more significant half,and less significant half respectively,

and registers (A HL) are similarly allocated for the second
operand (if any) .The remaining register,C, is used for sto-
ring a count of the negations performed,and a copy of the
carry bit for determining over or underflow.All routines
leave the result in registers (B DE) .

Floating-point numbers in memory are allocated three
consecutive words containing the exponent,less significant
half,and more significant half respectively.This order
allows use of the INTEL 8080's direct double load and
store instructions (LHLD and SHLD). The stack is used
for temporary storage of numbers.

All arithmetic routines operate on normalised numbers
and expect the operands to be correctly normalised and in
the correct registers.The routines give invalid results

if used with unnormalised operands.

NEGDE negates the contents of registers D and E,
trated as a 2's complement number.There are two entry
points,one of which increments register C containing the
negation count; the order does not.

In two's complement the largest negative number,NEGMAX,
has no positive equivalent,and if used as an operand of
NEGDE the result still equals NEGMAX. NEGMAX is not counted
as a correctly normalised number,and can only occur as
the result of an addition of two negative numbers. The
floating-point addition routine detects the result of
NEGMAX by finding that the number is still negative after

NEGDE has been used to try and make it positive.

NEGMAX is then shifted to its correctly normalised form.
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OUFLW consists of several routines and entry points,
which detect which of exponent overflow or underflow has

occured and set the result accordingly.

OUFLW: wuses the carry produced during exponent calcu-
lation,and stored in the MSB of register C,to determine
the condition prevailing.It then uses OFLW or UFLW to
set the correct result.

OFLW: sets the result to the largest floating-point
number, O.9223><10l9 and sets the sign according to the
negation count in C.

UFLW: sets the result to zero.

UFLWE: sets the result exponent to zero.Used to correct
the exponent if the result of a calculation is truly

zero.It is not reported as an overflow.

Floating-Point arithmetic routines FMUL,FADD,FDIV

For a detailed description of these routines,see {2 }.

A modification has been done of the routine FADD and it
is listed in Appendix B.

Execution times are listed in Table 1 for typical and
maximum time cases for the floating-point routines.If a
fast return is made because of a zero operand or an over
or under flow then the time taken is much less than the

times given.

FADD typical 0.25 mS maximum 0.53 mS
FMUL 0.75 mS 0.861L mS
FDIV 0.75 mS 0.845 mS

Table 1 Execution times
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LOAD, STCIE , BINF, FMAGN: See Appendix

IBIN For the zaggembler program with the comments,
see Appendix. Here follows the flow diagram:
FBIN yixponent = 0 / ies LETURN
No
/Exponent > 0 Yes Negativ E?f,set NEGMAX
: mantissa

No

Set POSMAX

Yes
//Exponent < =14 /——» Set zero

No

L/hegativ / e

’ mantissa

1 Yes

|Set carry Y

1

Rotate mantissa right

through carry o

]f
|Increment exponent

v

No

/Expoﬁent - 0/
Yes .
4
RETURN
FFig 4.5 Flow diagram for the conversion from a floating-

point number to a fix number.
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The amount of memory needed for the subroutines used in

the Self-Tuning regulator are as follows:

Bytes
UTIL 60
FADD 93
FMUL 79
FDIV 74
FBIN 48
FLIM 23
SCAPR 74
ADIN 23
DAOUT 3
FMOVE 36
INIT %6
STURE 91
REGL 97
ESTIM 432
REG2 107

The routines above begin at address 000:071.

The following instructions are stored in the memory
locations 000:000-000:070

000: LXI SP,10x400+400

003: CALL INIT
000: JMP STURE
01l1: NOP
067: NOP
070: RET

Including this the total amount of memory requirement

is 1378 Bytes, meaning that 6 PROM are needed.
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The execution time of the program depends on the number

of'parameters.The experiments have resulted in following

execution times. (Instruction cycle-time of ' 1 us were used)
Number of parameters Time (ms)
NA+NB+NC
1 typical 20
2 50
3 100
5 210
7 400
9 550

For the compilation of the program for the microcomputer,

the host computer PDP-15 was used.

Using the macrodefinition file ASS80,the assembler of PDP can
generate code for Intel 8080.The program LOAD8 take then

care of the of the work of the assembler.The programs

ASS80 and LOAD8 are described in {1}.Load8 relocates and link
together the subroutines and it produces absolute code on

a paper tape,which,via a teletype, directly can be read

into the RAM- and PROM memories.

Intel Assembly Code

PDP-15
Macro
Assemblen

Binary file ——-.-....

PDP-15
Loader

Paper tape = & @ siws

Intel 8080

.
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4.3 Datastructure

All the data needed to STURE, are stored in RAM-memory
beginning at bank 010 (A bank has 0400=256 bytes.

1 Byte = 1 word = 8 bits). See fig. 4.6 and fig. 4.7

Every data is represented as a floating-point number,
except for the integers NA,NB,NC,k,N1,Slask3,Slask4,N and
for the fractional number ULIM.

A floating-point number has the 8-bits exponent in
Excess-64 form and the 16 bits mantissa in two's complement
form.Each number has its exponent stored in the first
byte,the low-order mantissa in the second byte and the
high-order mantissa in the third byte.

The meaning of the vectors ¥S,U,VS,T are explained
in the comments to STURE.The adress of the first element
of the vectors U,VS,T,S,FI are fixed by the following
dimension restrictions:

MAX (NA+NB+NC) =9

MAX (NA+k+2) = 14
MAX (NB+k+2) = 14
MAX (NC+k+2) = 14

Dynamical allocation has not been used for these vectors
since we can save more programmemory than datamemory.

It is also naturally to use a temporary storage for

the computed values of S(I) since these are used several
times in the subroutine ESTIM,and it is impossible to
save all the values in the stack.

On the contrary the need of a seperate FI-vector stored
in the memory can be discussed. The FI-vector is organized
as follows:

FI(1)= -YS(k+2)

FI(NA)= -YS (k+NA+1)
FI(NA+1)= U(k+2)
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FI (NA+NB) = U(k+NB+1)

FI (NA+NB+NC) =

VS (k+NC+1)

The advantages of having a separate FI-vector are
a) The subroutine SCAPR needs to be called only once

instead of three times for computing each element

of the S-vector,also for computing the variables

Denom and Res.

b) The execution time is shorter.

The drawbacks of having a separate FI-vector are

a) More data memory space.
b) One extra call of the routine FMOVE is needed.

As the memory requirement is only 033 Bytes of a FI-vector,

we see that the advantages are superior the drawbacks.

1/B0, 1/RL -
NA,NB,NC,k -
Nl -
PO -

Denom, Res , RKI-

Fscal -
ULIM -

See the comments to the Algol program.
These variables are explained in the
comments to STURE:

The subroutine INIT computes N1=NA+NB+NC.
At the beginning of the simulations the
subroutine INIT updates the P-matrix
according to P(0) = POxI ,where I is a unit
matrix.

These variables are used in ESTIM.It is not
necessary to store the RK~vector.In this
case thetstack is used.

Is used in REGl and REG2.

The limit of control signal is stored with
the less significant half on the first byte
and the most significant half on the second
byte.Considering that |U|<ULIM , Ulim is
varying from 00000 to 077777 (2-complement
form) corresponding to 0 V respectively
9.984 v.

The rest of the bank 010, 030 Bytes,is used as temporary

storage space by the stackregister,which gets the value 0400

at the beginning of the program. SP is then decremented
by the first CALL-instruction.
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000 aie
YS (1) o
003 — FI(9)
YS(2) "T(9) 345
. ; DENOM
006 231
1/BO 350
234
1/RL
oo 237
ULIM
o 241 NA
242 NB
047 243 T STACK
YS(14) 244 N1
) 245 K
e 246
U(l) PO
055 251
U(2)
RES 377
254
FSCAL
oo 257
S (1)
oo 262
S(2)
121
U(14) oo
124 -
Vs (1) &
307
o S (9)
312
o FI(1)
173
VS (14)
176 oo
T(1)
Fig. 4.6 Dataorganization for Bank 010 |




BANK 011

000
P(1,1)
|
P-MATRIX |
| STORED
ROW BY ROW |
l 363
|
| :
| 366
|
1 372
|
| | 375
' 376
377

P-MATRIX

Slaskl

Slask?2

N

Slask3

Slask4

Fig. 4.7 Dataorganization for Bank 011
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In Bank 011 the P-matrix and some temporary cells are stored.

P-matrix~ The P-covariance matrix of the parameter esti-

mates of order (NA+NB+NC)x (NA+NB+NC) is symmetric.

Advantages with symmetric matrixes are:
a)Memory space can be saved. A nxn matrix needs
only to store nx(n+l)/2 elements.
In our case,assuming that n=9,using the
symmetric property only 0107 bytes has to be
stored as maximum,otherwise 0363 bytes are
stored as maximum.
b)The computation P(I,J)=P(J,I) is done automa-
tically.
If the array is stored lexicographically as follows:
P(l,l),P(Z,l),P(2,2),P(3,l),....,P(n,l),....P(n,n)
we get a big problem when computing the S-vector, for
calling the subroutine SCAPR, (see ESTIM).We will need
more space for programmemory for each test of the indixes
of elements.Consider,the execution time and the program-
memory space,the P-matrix is ordered by rows and would

be stored with dynamically allocation in the order:

P(l,l),P(l,2),,..P(l,n),P(2,l),..P(2,n),...P(n,l),..P(n,n).
Slaskl- Three temporary cells,used in ESTIM.

Slask2- Three temporary cells,used in SCAPR.

N- One temporary cell,used in SCAPR.

Slask3- One temporary cell,used in ESTIM.

Slask4- One temporary cell,used in ESTIM.
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5. A HARDWARE SUMMARY

Houses are built to live in and

not to look on.
FRANCIS BACON

In this chapter follows a summary of the hardware. For a

detailed description see {3 }.
In the figure below is shown the microcomputer system,

where STURE,is implemented.

CLOCK
GENERATOR HOLD REQ
AND DRIVER

' v )
¢l ¢2 ‘Begset
8080 CPU
D0-D7 AO-A15

SYSTEM

U ]

CONTROLLER

1ADPDRESS
BUFFER

1

S

DATA BUS (8)

CONTROL BUS (8)

-

~
|

ADDRESS BUS (16

i

PERIPHERAL INTERFACES
A/D, D/A, 8008, TTY
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For this impkementation we need six modules; CPU,ROM, RAM,
A/D, D/A, Interface to 8008.

CPU module - Contains the Clock generator,the System
controller,the Central Processing Unit,and
some extra logic for interrupt,display,etc.

Clock generator contains a crystal-controlled oscillator,

a"divide by nine" counter, two high-level drivers and
several auxilliary logic functions.

It generates two non-overlapping clock pulses (¢l and ¢2)
who drive the 8080,

Each clock period marks a state; three to five states
constitute a machine cycle,and one to five machine cycles
comprise an instruction cycle.A full instruction cycle
requires anywhere from 4 to 18 states for its completion,
depending on the kind of instruction involved.With a crystal
frequency of 9 MHz,we get an instruction cycle time of 1 us.

The System controller generates all control signals

required to directly interface. MCS-80 family RAM,ROM, and

I/0- components.

The Central Processing Unit consists of the following

functional units:

Registers array and address logic

Arithmetic and logic unit (ALU)

Instruction register and control section

Bi-directional, 3-state data bus buffer.
When power is applied initially to the 8080,the processor
begin operaing immediately.The contents of its program
counter, stack pointer,and the other working registers
are naturally subject to random factors and cannot be spe-
cified.For this reason, it will be necessary to begin the
power-up sequence with RESET,where the program execution
begins with memory location zero.
Systems which require the processor to wait for an explicit

start-up signal will store a halt instruction (EI,HLT).

A manual or an automatic INTERRUPT will be used for starting.
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One-byte call instruction RESTART (RST) facilitates the
processing of interrupts.RST enables the interrupting devi-
ce to direct a call to memory location 070. Since the RST-
instruction is a CALL-instruction,a RETURN (RET) instruction
has to be put in cell 070.

The 8080 CPU contains provisions for Direct Memory Access
(DMA) operations.By applying a HOLD to the appropriate
Control pin on the processor,ancekternal device such as the
Intel 8008,can cause the CPU to suspend its normal operations
and relunguish control of the address and data busses.

The processor responds to a request of this kind by floating

its address to other devices sharing the busses.

ROM module - A ROM is a device that stores data in the form
of program and it is non-volatible.
This module contains 2K Bytes of PROM, with
addresses 000: 000 - 007:377.

The Self-Tuning regulator needs less than 1,55K.

RAM module RAMs do not hold their data when power is
removed.
The RAM module also contains 2K with

addresses 010: 000 - 017:377.

Interface o
to 8008

The problem of operator's communication in
this first experimental setup is solved by
using another microcomputer based on an Intel
8008 ,which has some communication programs.
A part of the 8008 memory is shared between
the 8008 and 8080,thus enabling the operator
to enter parameters to the 8008 and then

_ switch the shared memory to the 8080.

A/D - converter-It is an eight channel,eight-bit converter
with a conversion time of appr. 75 us.

The input value to the CHU is in offset
binary form.The conversion to 2-complement

is done by software.

D/A-converter—- It has four eight-channels.

The input value to the converter is in offset
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binary form.
Both the A/D - and D/A - converters work between 0-9.98 V

with a resolution of 39..mV.

Analog signal Binary representation
(V) D/A - and A/D - converters
9.984 11111111
9.945 11111110
4,992 10000000
0.039 00000001

0 00000000
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MANUAL FOR STURE

Science is organized knowledge.
HERBERT SPENCER,EDUCATION

Connect the interface module to the memory slot.
Switch on the power supplies to both Intel 8080,

and to the TRANSINTRO.

Set the switch EXT/INT on the interface module to EXT,
and push the switch RUN/STOP/SINGLE STEP to the SINGLE
STEP once.

Now, TRANSINTRO has the command over the datamemory
belonging to 8080.

Set the switchregister in TRANSINTRO to

0000000000111 001

and push on RUN:

Now,to change your data, you can use the operatorconsol
and the program which has been developed at the department.
A memory address may be selected using a thumbwheel switch.
The content of the selected location, which is shown

on the display, may be changed using another thumbwheel
switch.There are possibilities to :choose if the input
value will be an integer or real,decimal or octal.When

the IN-button is pushed the computer reads the new value.
The floating-point numbers 1/RL, 1/B0, PO have the mantissa
in 2-complement and the exponent in Excess-64 form, a*Zb

bl

where b=(x—100)8 and x is the value on the display in
octal form.

All the vectors are initialized by the subroutine INIT.
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The input parameters have following organization in the

memory :

memory location content

0l10: 231 1/B0 Exponent
232 1/B0 Less significant half of mantissa
233 1/B0 Most significant half of mantissa
234 1/RL Exponent
235 1/RL Less significant half of mantissa
236 1/RL Most significant half of mantissa
237 ULIM Less significant half of ULIM (=0,

using an 8-bit D/A -converter

240 ULIM Most significant half of ULIM
241 NA Integer
242 NB Integer
243 NC Integer
24k N1 INIT computes N1=NA+NB+NC
245 k Integer
246 PO Exponent
247 PO Less significant half of mantissa
250 PO Most significant half of mantissa

10

11.

12.
13.

If

Push STOP on the TRANSINTRO.

Switch the button EXT/INT to INIT.

Connect the reference signal to channel 0 on the

A/D -converter.

Connect the output signal from the process to channel 1

on the D/A -converter.

-Connect the output from channel 0 on the D/A -converter

to the process.

Connect the interrupt signal to INT on the CPU-module,
and choose a sampling-interval.

Push RESET

Push RUN (voila)

you want to stop,for example change any parameter

push STOP,and GO TO 3.
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7. EXPERIMENTS

Experience is the best of schoolmasters.
PROVERT

Different processes have been simulated on the analog
computer.The output value from the process as well as the
input value to the process can vary between -10 V to +10 V.
Since the A/D - and D/A - converters works only for 0-10 V

we have to use an Bipolar-Unipolar converter and an Unipolar-

Bipolar converter respectively.

——-l-r——U— PROCESS B S R
A
U/B B/U B/U
Ul Yl ‘FRl
D/A |———e—| INTEL 8080 ————-—— A/D

The schemes for the blocks U/B and B/U on the analog

computer are as follows:

UNIPOLAR/BIPOLAR:
IN(U. ) 1 3
1 U
1 : 1 ”
BIPOLAR/UNIPOLAR:
N ﬁiEL__,i
» o
nYl<n“YRl
'_“\
+REF (0.5 1
\_/
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In all the following experiments, the number of pure time-

delays, k ,have been chosen equal to zero.

1. A simple test of the algorithm.

A registration of the output signal from the process

( A single integrator) and the control signal to the process
has been done when applicating a referencesignal change

of 5 V.

A change of 5 V is for the computer a change of 0.5.

Figure 7.1 a shows the simulation of the process on the
PDP~-15.The reference signal change was entered after 15
samples.The second plot (Fig. 7.1 b ) is from the analog
computer and the microcomputer.

After the change of reference signal the output signals

behave appropriate in the same manner in both figures.

2. Single-Integrator
Consider the system

(1-q Dy (t) = Twrult-1) + e(t) (7.1)

The scheme of the process on the analog computer is as

follows:

The optimal minimum-variance regulator is defined by the
polynamials
VQ= 1 E= i éz 1-q71

Let T=1 ( the samplinginterval is one second ).

a) Let the reference value be a square wave with amplitude

1 V and a period of 20 steps. Further we assume that e(t)=0.
The system is controlled by a self-tuning regulator with
NA=1, NB=0, NC=0. The initial covariance matrix was P(0)=5x1,

the exponential forgetting factor was X=0.88, and the

scale factor Bo was 1.
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L _aan - & A= 2
- o O—
{- {i T = - L
0 3 9 15 21
@l SAMPLES
| .
+ 2.5V
-2.5V
Fig. 7.1 - The output and the control signal when the

process 1s a single integrator.
The simulations were done on
a. A Minicomputer, PDP-15

b. A Microcomputer and an Analogcomputer




45

The output from the system and the input to the system
at different periods of time is shown in figure 7.2.From
the figure it is seen, ignoring for some disturbances on
the converters,that the self-tuning regulator,after 10-12
changes in the reference values,converges to a regulator
with the property that the error is zero after one step
after a change in the reference value has occured. When
using the forgetting factor A=1 the same result was obtained
after 30 changes in the set-point.
The regulator obtained after 300 steps (30 changes in the
reference signal) was

u(t) = —O.87(y(t)—yr(t))

The parameter o, converge to the value -1.

1
The optimal control law 1is u(t) = —l(y(t)—yr(t))

The closed loop system will then be
y(t) = yr(t - 1) + e(t) (7.2)

For the system (7.1) the self-tuning algorithm converges

to the same controller indepedent of the amplitude and

period of the square wave signal as long as the system has '

time to settle between the changes.

b) Let the initial parameters be the same as in a) except
for NC. Using feedforward control with NC=2, the simulation
gave the result that the delay of the response was one
sampling interval shorter than without feedforward control.
In this case the regulator obtained after 300 steps was
u(t)=—0.93(y(t)—yr(t))—(0.98yr(t+l)—0.99yr(t))

The optimal control law is
u(t)=—l(y(t)—yp(t))—(yr(t+l)—yr(t))

The closed loop system will then be
y(t)=yr(t)+e(t)
Compare with (7.2)

With the same initial parameters as above,a test of the

regulator was done by changing the process during the control.
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Fig. 7.3 The output of the system 7.1,when a change of

the process occures.

Figure 7.3 shows the step responses at different times.
After 11 changes of the reference value, the gain of the |
process was doubled.The overshot became of the same magnitude
as the disturbances already at time 160.At time 220 the gain

was set to 1ts initial value.

c) Let the reference value be a triangular wave with ampli-
tude 1.8 V and a period of 60 steps.The forgetting factor,

A, was chosen to 0.98. The system has beencontrolled by the
self-tuning regulator with NA=2, NB=1, NC=0. The output |ﬂ

from the system is shown in figure 7.Y4. 1

The regulator obtained after 488 steps was

u(t)=-0.31(y(t) -y (£))-0.225(y(t-1)-y (t-1))-0.875u(t-1) f)
'

The closed loop system in this case will be
y(£)=(2-q"Dy_(t-1)
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Fig. 7.4

+2V

+2V

-2V

180 | 210

The output of system 7.1, without any feedforward

control.The reference signal is a triangular wave.

TIME

Fig. 7.5

T80

The output of system 7.1, with feedforward control.

The reference signal is a triangular wave.
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d) Let NA=1, NB=0, NC=2. Using the optimal feedforward
controller the closed loop system will be

y(t) = yr(t) + e(t)
The result when using the self-tuning regulator is shown
in figure 7.5.The regulator obtained, in this case, after
360 sfeps was
u(t):—l.64(y(t)—yr(t))—(—l.uyr(t+l)+l.25yr(t))
The optimal control law is
u(t):—l(y(t)—yr(t))—(—lyr(t+l)+lyr(t))

e) All the experiments above have been done with the
noise equal to zero.
Figure 7.6 'shows the output of the system when adding
noise.In this case a constant reference signal is used,
and NA=1,NB=0,NC=0 has been chosen.
The output is varying within + 1V.The regulator converged
to

u(t) = -O.97(y(t)—yr(t)

Normally the regulator converge faster with a noise.

0 1 2 3 h (min)

Fig. 7.6 The output of system 7.1,with noise and constant
reference signal.




3. Third order system.

In this case the system was @(t)

S+ao

y

50

Y(t)

o K]~ &

l A !
| St8 |

where 0=0,211, B8=0.713, A=0.877 and K=4.74y
The sampled system will then be

A Dy (0)=B(qg Hut-1)+c(q e (t) (7.9
where A H= 1 - 2,697 + 2.2397% - 0.63q"°
B(qg 1= 0.5¢(1-q" 1)
Cq™= 1 - 1.8q71 + 0.63q72

The optimal minimum variance regulator is determined by

A -1 1.6q 1 - 0.63q 2

B-a1-q1 8,=0.5

G =1-2.6q % + 2.23g7% - 0.83q 3

The sample interval for this system has been chosen
The scale factor 8020.5.

a) Parameter convergence.

(7.3)

to 0.5s.

Let the reference signal be constant and intoduce noise

on the system.Let the forgetting factor be A=1l. The

gence matrix has been chosen to P(0)=10x1I.

In figure 7.7 the parameter estimates are shown.

conver-
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TIME

Fig. 7.7 Parameter estimates of system 7.2.

Even if the parameters have not converged to the optimal
values after 30 min.,the control of the system was very

good which will be shown in the next section.

b) Comparison between
Controlling the system with STURE. (Fig. 7.8 a)
Controlling the system with the theoretical minimum

variance regulator. (Fig. 7.8 b)

The reference signal is constant and noise is introduced

on the system.The initial parameters are:

A=1, P(0)=5xI, NA=3, NB=1, NC=0.

Although the parameters in the selftuning regulator had not
converged to the theoretical values (7.3) the behavior

of the closed loop system was very good.By just looking at
the recording of output when using the two regulators it

can be seen that the selftuning regulator is at least as good

as the theoretical regulator.
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TIME Cl
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o
-2V
| / A N il ar |
0 1 2 (mn)

TIME b

Fig. 7.8 'The output of gystem 7.2 with
a) the self-tuning regulator

b) the minimum variance regulator

c) Let the reference signal be a square wave with
amplitude 2V and period about 50 steps.

Noise is also added to the process.A better perfomance
can be obtained if the controller also gets direct
information about changes in the reference signal.
This can be taken care of by a feedforward signal from
the reference value.Let therefore NA=3,NB=1,NC=h.

The covariance matrix P(0)=5xI.

The forgetting factor was at the beginning chosen to

A=0.98 and when the overshoot become less, the forgetting

factor was changed to r=1. (Fig. 7.9 a,b-)

The change of ) occured after 5 minutes.
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Fig. 7.9 The output and the control signal of system 7.
with A # 1.

N

The regulator obtained after 1150 steps (48 changes in the

reference signal ) was

U(t)=(-l.ss+1.25q'l—o.38q'2)(y(t)—yrkt)>/o.5 - (=0.6u(t-1) -
~(-1.2q+2.5-1.75q "+0.4q" )y _(£)/0.5
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MoV M1 Move register o memaly n o1 1 1T o0 5§ § § / RNZ Retarn on na zerg (R | 6 0 0 ¢ o s/
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neR« Necrement register 0 0 n-n n 1rn by IN Tipun (I | 0 0 1 10
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SUB Subtract register from A 1 n 0 1 a0 8§ 8§ 8 1 Par 1) & t
SpBr Subtractegister om A 1a 0 | 1S 8§ 5 4 LXIH Load imenedhate register o0 0 ] n0 o0 0 1 10
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SBB M Subtract memary frum A [ | R ! PUSIPSW  Push A and Flays o1 1010 I
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JPE Jump un panty even L R U 10 DEX B Decrement B & C nouo0 o0 o1 0 1 5
PO Jump an panity odd o100 0 1D 10 nexn Decrement O & L (U T T LA U T 5
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ce Call 0w carry [ A i nexse Decrement stack potnter (R (R Y R NN/ A S 5 |
CNC Calt un no carry oo 1t 0 1 00 1 CMA Complement A 00 1 0 31 A
W4 Call an rero [ o o 1t . n 17 STC Sel carry T} ] 1By v 4
CNZ Call on nv zery Pl Q oo vt 0o 11/17 CME Complement carry non 1 ] (| I | 4
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FILE NAMES
FNIT
STURE
REG1
REGZ
ESTIM
SCAMLU
FEIN
FLIM
FMOVE
Fuly

LIBRARY: NONE

MEMORY REQUIREN: 000:100 - 00B1216

LOAD MAP

INIT npo:100
STURE 0O0nN:220
REGL 0Q0:353
REG?Z 001:136
FSTIM B0L:1817
ScamMu g03:210
FRIN (104:273
FLIM N04:353
FMOVE 00%:001
FDLV NO%:045
ADDA ffos 160

GLOBAL SYMROL TABLE

INTT 000:100
STURE Goos220
REf1 100 ¢353
REGZ 001:136
ESTIH 001:312
RINF N04:263
FADD (104:047
FMAGN 004:237
FiuL N03:323
LOAD 0041247
NEGDE 0042177
NEGDEL n04:200
OF LW yg4:171%
DUF LW 604:210
SCAPR 003210
STORE 004:255
STSGN N04:222
UFLW 004:231
UFLWE Np4:234
FRIN 004:273
FLIM D04:353
FMOVE 0053001
MOVE go5:1044
FDIV a0hi04%
ADIN 0053160 :

DANUT 0a5:207




[NTT SRC PAGE

/ SURROUTINE 8T
/ INTTIALIZE STURFE
/ THE VECTORS YS=U=VS= AND T ARE GETTING THE IR
/ INTTIALISE VALUES 7ERD,
/ PCO)=A*] THERE A |5 AN ARRBITARY REAL NUMRER
/ STORED IN THE FIRST THREE SYTES IN BANKL1 AnD
/ I IS A UNIT MATRIX,

AUTHOR GEORGE KIZIROGLU 1%76=05=-23
/ SURROUT INES REQUIRFD
/ 2ERQ, LOAD, STORE
RANK1O0=10
RANKL1=11
N1=RBANK10O#40D+244
NA=241

SLASK3=BANKL1#400+377
COLORL LOAD,STORE, INIT

INIT MVl R,230
LXIT H,3ANKL10#400
CALL Z2ERD
/
JCOMPUTE NA=NA+NR+NC AND STORE T
/
LX] H,RANK1D#400+NA
MOV A, M /ASNA
I H
ADD M /A=NA+NRB
| f‘\]. X H
ADD M ZAENASNE+ND
I MY H
MOV M, A
/
/SET ZERD TO THE REST OF HANK1O
/
MVl #,110

LXI

Hy RANKLO#400+251

CALL ZERD

/
ZINITIALIAE
/

LXI

THE P=MATRIX

Hy RANK10#400+246

CAILLL LOAD

PUSH

MV |
Lx|

PSH
5,373
HyBANK11#400

CALL 7ZERD

X
MY

NEXT FOPR

Hy BANK11%400
(sl
PSW

CALL STORE

STA
[.TJA
CHP
RZ

| 6fR
MOV
ADD
ADD
| NR
ADN
MOV
LDA

SLASKS
N1
C

(03
By, A
(3
K

A

L.

LsA
SLASKZ




N IT SRC PAGE 7

PUSH PEW
JMP NEXT

/
/SETS ZERO TO 8 NUMRBER OF AYTES PEOINNING
JON ADNDRESS GIVING BY THE REGISTERS H I,

/
2ERD XRA A
NEXTL MOV M, A
INX
NCR K |
ONZ NEXT1
RET

cEND




STURE SRC PAGE 1

/ MA|INPROGRAM STURFE
/ SAMPLE Y(T) AND V(T) AND CALL DIFFERENT SURROUT|NES
/ FOR COMPUTING U(T)
/ AUTHOR GERORGE KIZ|ROGLU 1976=-03~19
BANK10=10
BO=BANK10%#400+231
VS1=124
YS1=BANK10%400
NC=BANK10#400+243
K=245

+GLOBL ADIN,NEGDFL1,FQDD,L0AD,FMUL,STORF,REGL

«GLOBL REG2,STURF,ESTIM
STURE El

HLT
/
/READ YREF FROM CHANNEL NUMBER 0 AND

/JCONVERT (T TO FLOATING NUMBER
/
MVI A,OC
CALL ADIN
PUSH D
/ g
/COMPUTE VS(T+K+1)=YREF (T+K+1)/B0
/
LX1 H,B0
CALL LOAD
XCHG /HL A=R0
POP D
CALL FMUL /DE R=VS(T+K+1)
MOV A,B
LX) HyBANK10%#400+VS81
, CALL STORE
/READ Y FROM CHANNEL NUMBER 1 AND
/COMPUTE YS(1)=Y(T)/BU-V(T)
/
MV A,1
CALL ADJN
PUSH D
LX1 H,B80
CALL LOAD
XCHG
POP D
CALL FMUL /DE R=Y(T)/8B0
PUSH D
PUSH B
LDA BANK10#400+K
AD |
MOV
ADD
ADD
ADIl V31
MOV L,A
MV H,BANK10 JHLPVS(K+2) WHERE V(T)=sVS(K+2)
CALL LOAD
MOV R, A
CALL NEGDE1
MOV A,B
XCHG /HL A=-VS(T)
POP R
POP D

2 A

QA




STURE SRC PAGE 2

CALL FADD /E B=YS(T)
MOV A,B
LXT H,YSt
CALL STORE
/
/8FGIN THE ESTIMATION AND
/THE TUNING
/

CALL REG1
CALL ESTIM
CALL REG?2
JMP STURE
« END




ANDA SRC PAGE

/ ADDDA
/ SURRDUTINE AN A
/ READS THE INPUT VALUE FROM A CHANMNFL
/ AND CONVERTS T A FLOAT (NG NUMRER
/ ENTRY & ASCHANNFEL NUMPER
/ FXITs HeEXPONENT OF THFE [NPUT VALUF
/ DEsMANT I SSA OF THE [NPUT VALUE
/ AUTHOR GEORGE KIZIROGLL 1976-05=01
/ SUBROUTINES REQU |RED
/ BINF
/
JELORL ADIN,DADUT,, RINMNF,FRw
ADIN DUT 376
XRA A
WAIT Iy 377
AN 1
Cpl 6
JINZ HALT
IN 376
XR1 200 JUONVERTS TO TUO=COMPLEMENT
MOV D, A
MY L R, U
Cal.l BINF
ReT
/
/ SURRNUTINE DAOUT
/ OUTPUTS THE INPUT FLOATING NUMRER
/ IN A FIX FORM TO A CHANNEL
/ FENTRY: A=CHANNEL NUMRER
/ DE B=THE LIMITER QUTRPUT FLDATING NUMBER
/ EXIT3 A=THE FIX NUTPUT ValLllk
/ AUTHOR GEORGE KI17ZiROGLU 12976=~05=01
/ SURRDUT INES REGUIRED
/ FRIN
/
DAGUT MOV Al
XRI1 200 FCUNVERTS TO BINARY OFFSET
ouT 377
ouT 37%
ET

" h M ﬂ




REG1 SRC PAGEF 1

/ SURRNDUT INE REGI

/ COMPUTES FSUM=AE(L)#YS(1)=-CF(L)#VS(1)

/ THE U=VECTOR |8 THEN SHIFTE

/ UDETY=FSUM+FSCAL IS THEN COMPUTED AND STNRES | MEMORY
/ Fagcal 1S COMPUTED FROM THE LATEST SAMPLE |N RERY
/ REGL WORKS OMLY N RBANK 14

/ AUTHOR GFORGE KIZIROGLI 1976-03-19

/ SUBROUT INES REQUIRED

/ LOAD

/ STORFE

/ FMULL

/ FADD

/ FMOVE

RANK= 10

AE1=1706

Ysi=0

VVs1=124

U1=b62

NAzBANK#400+241

FSCAL=254

UL IM=RBANK#400+287
CGLORL LOAD,FMUL ,NEGDEL,FADD,FHMOVE, STORE
CGLORL REGL,FMAGN,FLIM,DADUT, 2 INF,FB3IN
/
JCOMPUTE AE(L)#YS(1)
/
REGT LXT HyBANK#400+AF]
CALL LOAD
PUSH D
PJUSH FSW /A1) 1S SAVED
MVl L,YS1
CALL LOAD
MOV B, A /DR D =YS (1)
POP PSHK
ROP H ZHL A =AE (1)
CAl.lL FMUL
LA NA+Z2
cri 0
JZ NOCE1
PUSH DI
PUSH & JARECLI#YS(1) |8 SAVED
/
ASEARCH CECL) AND  COMPUTE CR(L)#vS (1)
/
LXT H,NA
MOV A, M
[NX M
APRD M /ATAA+NRE
MOV |, A
ADD L
ADIY L
ANl AEL
MOV L, A /LMCR(1)
CALL LOAD
PUSH D
PUSH FPSW /05 & =CE(L)
MV LsVS]
CALL LOAD
MOV R, A JDE 8 =VS(1)
POP PSK
PNR M /i, A =CE (1)




CALL FMUL

/
/COMPUTE FSUM
/
CALL NEGDE1L
MOV A, B
X(GHG
PnPp R
POR N
CALL FADD
NOCE1, MOV AR
PUSH D
PUSH PSW
/
/SHIFT U=VECTOR ONE STFP
/
LX1 H,NA+1
MV F,Ul
CALL FMOVE
/
JCOMPUTE UCT)YSFSCAL+FSiIM
/
MV L,FSCAL
CALL LOAD
MOV R, A
POR PSW
POP H
CALL FADD
CALL FMAGN
CALL FRBIN
LX T H, UL (M
CALL FLIM
CALLL DAQUT
CALL BINF
MOV A,R
LX HyBANK#400+U1
CALL STORE

RET

REEG1L 8RO

ik 2 =CRL) Vs (1)

/FSUM 15 SAVED

/L2 AIDRESS TO MR
/E=ANDRESS TO U(1)

/OF A =FSCOAL

pPAGE 2




ESTIM SRC RPAGE 1

/ SUHROUT INE EST |

/ ESTIMATES THE PARAMETERS AE(1),.,..AF(NA)Y,

/ PECL) wv ey HE(NB)HCE(L) .o, ., ,CE(NC) ANMD UPDATES

/ P=MATRIX,

/ A SEPARATE FI=VECTOR 1S STORFD BEGINNING AT ADNRESS 275
/ WITH NA+Ng+NG FLEMENTS,

/ AT EACH SAMPLE THE VALUES -~YS(K+2),U(K+2),VS(K+2) ARE
/ MOVED TO FLCL),F 1 (HA*L) AND F I (NA+NB+1) RESPFCTVELY,
/ THE P=MATRIX 1S5 IN BANK 11,A80 STORED BY ROWS,

/ AUTHOR GEORGE KIZIROGLU 1.976-03-19

/ SUBROUTINS REQUIRED  LOAD,STORE,NEGDE, SCAPR, FSUR

/ FALD,FDIV,FMUL,MOVECIN FSHIFT)

RANK1D=10

RANK11=41

NA=241

Fi1=312
Uzg=5hR
VS81=124
S1=25k7
NEN=345
RES=P5B1
Tl=176
RKI1=277
SLASK1=364
RL=234
SLASKS=BANKL11#40D+5876
N1=BANKL10#400+244
CHLOBL ESTIM,LOAD, MEGDFL,3T0ORK,SCARR,FADD, MOVE
JELOBL FDIV, ML

/
/UPDATE Fl=VECTOR
/

ESTIM LXT HMy,BANKLIO#400+NA+4
MOV A, M
IR A
MOV B,A ARk
AID E
AN R
STA SLASK3I+1
MOV L, A Lt YS(K+2)
CALL LOAD
MOV R, 4
CALL NEGDEZ /NEGATES YS(K+2)
MOV A,R
LX| H,BANKLO#400+F |1

CALL STORE /=YS(A+2) IS PLACED IN Fl(1)
LUA BANKLD#400+NA+1

oP1 o0

JZ NC

LIZA SLASK3+1
AlXl U2

MOV L, A /LK +2)
CALL LDAD
MOV CuA /0 CaU(Ke?)

MV Lo NA

MOV Ay M

MOV B, A

ADDY B

ADD B

ADt F 1

MOV L, A JLtF I (NA+L)




Moy

CALL
LDA

AsC
STORE

HANKLO®400)+NA+
CPloo

JZ SV

LDA SLASK3+1

NG

ADl VSL

MOV L, A

CALL LOAD

MAY B, A

LA N1

MY | [y NA+Z

SR M

ADD 0

ADD

ADL F Y

MOV L, A

MOV AR

CALLL STORE
/
/COMPUTE THE S-VECTOR
b GINNMING AT ADDRESS
/DE=ADDRESS TO P(1,J)
JHIL=ADDRESS TO SC1)
/
sV LDA Ni
STA SLASKS
MV L, S
PUSH H

AND
P4y

LX] D, sANKLL1+#400

S LX1
MV LaN1
CALL SCAPR

X THL

MOV A,EB

CALL S5TORE
INX H

XTHL

XoHGE

LX1 HySLASKS
DCR M

Myl H,BANK1D
JNZ S

POP D

COMPUTE DENOM

NN N

LX|
LX|
My Lo, N
CALL SCAPR
Lxl H,40000
MV A,101
CALL FADD
MOV A, R

LX |
CALL STORE

/
ACOMPUTE RES=YS(L)-UK+)-F 1) #*T (1)
/

RyBANKLO®400+F |1

=1 O0+F [ C1) e8]

Ry HANKLO#40U+F |1
Dy BANKLO#400+51

Hy BANKLO*400+DEN

STORF

ESTIM SRC

/OUCK+2) IS PLACED N

/LtVS(K+2)

JASNA+NGHNC

/C=sNA+NE

JLAF P (NA+NR+T)

JETINAYNR#L) VS (K+2)

(A BANK 10

/ELASKS TEST IF S(N{)

JOE+P(1,1)
/BCeF (1)
/i.r' N

JHLL25 ()

JeiloeRPCl+1,1)
bR (] +1,1)

AND

e (1)
/lEr3(1)

/Al A =1.0
/DENOS |8 STORED

AND SP=ADDRESS TO

SP=ANDNRESS

PAGE 7

FleNA+1)

COMPUTE]

POl+1,1)

TG S0H+1)




LX T By BANKLIO#400+F |1
LXE Dy RANKLO#400+T1
My L L NT

CALL SCAPR

CALL NEGDE1

PUSH D

MOV A, H

PUSH PSW
LX1 H,BANK10#400
CALL LOAD

fUE A

MOV F, A JUE B=YS(1)
POP PSHK
POP H /HL A

CALLL FADD

PUSH D

PUSH R

LOA SLASK3+]

ADI UZ2-3

MY H,RBANKLD

MOV |, A

CAllL LOAD

MOV Fy, A

CALL MEGNEZ

MOV A,HR

XCHG

POP B

POP D

CALL FADD

MOV AR

LX1 Hy3ANKLO#400+RES
CALL STORE /

JLtICR+1)

KES IS

/

/SHIFT FI=VECTOR

/
LDA N1
syl o1
MOV B, A
ADD R
ADD B
ALl Fla
INR R

CALL

/i
MOVE /MOVE | S
/
/UPDATE
/D=3N1
/E=THE ADDRESS TO
/UE IS ON THE
/2 C=1 J IS
/

THE PARAMETERS AND THE P-#ATRIX
PO,

RBOTTOM OF THE STACK THE
MOST OF TIME BEFORE [

LA N1
MOV Dy A
ADD D
ADD D)
MOV 1, A /3N
MV F,0 /P (1 ,1)
MV R,1 /= |

/

/LODPY IS

/COMPUTE

PASSING THROUGH FOR

RKOI)=5C i) /7NENOH

FACH I=VALUE

/ TCII=TCI)+RK ) #RES

SFICIY =T

JLAFIRST SHIFTING
GIVES THE NUMPEN
W THIN

JsNA+sNGS+NO=

i

T
13

=STIHM SRC PAGE

IS SAVED

SELCIY =T )

STORED

FLEMENT
OF SHIFTS

WHOLE T IME

R

3

SUBROUT INE FSHIFT




ESTIM SRC PAGF 4

(LLOP1 Myl ¢yl VAN
MOV A,R
ATl R
ADD I
PUSH 01
PUSH B
PUSH FPSWK /A GIVES THE | =EL=EMENT OF A VEOTOR
ADI S1-3 FAtS 1)
MOV LA
CALL LOAD
MOV 3, A
PUSH D
PUSH B Z301)Y |5 SAVED
MY 1 L. DEN
CALL L.DAD
XOHIG AL A =DENDM
POP B
POP O
Cal.L FDIV JUF 3 =Sy /DEROM
PUSH D
MOV A,
LX] HyBANKLL¥4U0+RK |
CALL STORE JRECTY IS STGRED
MOV R, A
MV L REDS
MYl H,BANKZ1O
CALL LOAD
XCHG /4L A sRES
Pop N
CALL FMUL /UF R =RK(])*RES
POP PSW
Ay T3-3
t’llJV l:/\
MVl H, PANKIQ /HLATC)
PUSH H
PUSH &
PUSH &
CALL LOAD
XCHG /AL A =T}
pPOp R
POP N
Cal.l. FaDD ATCLY IS UPDATED
MOV A, R
PR M
CaLlL STORE
FOP B /3, 0=,
POB D /s E=AN1L,ADDRESS 10O P(CI,1)
MOV L. F
MY | H,HANK11 /HLEANDRESS TO PO, J)
MOV A, D)
ADD F
MOV F, A

/

ALOOPZ2 1S5 PASSING THROUGH FOR BACH VALUE 0OF J

ACOMPUTE PO, DI=(PCH,J)=REKCIY®SC)) /R

/

LOoop? PUSH D ztPOl+1,1) I8 SAVED FOR NEXT LOOPHY
CALL LOAD
NeR -
nece | i




PUSH H
PUSH 2
PUSH D
PUSH PSW
MOV A, C
ADD C

ADD C

A1 S1-3
MOV L, A
MV HyRANKLO
CALL LOAD

PLSH

U

MOV
LX|

B, A
Hy BANKL1#400+RK |

CALL LOAD

XOCHG

POP

D

Cal.L FMUL

CALL

AEGbEL

XCHG

RPOP PSY
POR 1)

MOV G, A
MOY A, H
Moy I, O
CALL FADD

PUSH

9]

LX|

My HANKLIN#4U0+R]

CALL LOAD

XOHG

Pop

1§

CALL FMUL

MOV
LX

Aol
HyBANKL11#400+S| ASKY

CALL STORE

RPOF
POP

CALL

MR
FOR
MOV
CHR
J7

P

H
STORE

L

N

AR

C

NEW |

/

/SEARCHES THE
/PCL, =P (d, )
/

SYMMETR | X

PUSH [)
PUSH =
XRA A
MOV k,C
noR E
J4 Ut
AD D
JAP O
MOV B, A
MOV AR

QM

AN R
ADD B
ADD R
SUl 3

FLEMENT

ESTIM SRC

JHLrP (L, J)

HILr S ()

AHL A =RK(])

JOE B 2RKOTY*S (D)

/THE LD P, J)

PO, D) -RKCT)#R ()

PAGE 5

IS FRETUHED

/1L/RL 1S FETCHED

/HL A =1/RL

Juk A =THE UPDATEL PO,

/RO, ) 15 SAVED IN SLASK]

/LYp(ljJ)

/THE UPDATED PO, Jd) |5 SAVED [N MEMORY

/pr(';J*'J,,)

ATERSTM

/THST IF LOOP2 READY,

JESADDRESS TO P(J,1)

IF




ESTIM SRC PAGE &

MOV L) A JHLAP (U, 1)
PUSH H
LX1 HsBANK11#400+SLASK1
CALL LOAD
POP H
CALL STORE /THE SYMMETRIX ELEMENT |S STORED
INR
POP
POP T
JMP LOOP2
NEW | LDA N1
CMP B
77 /TESTS |F R=N1
INR B
MV| H,BANK10
JMP LOOPY
JEND

ZHL*P (] ,J+1)
/D=23N1

fow I g o |
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/ SUBROUT INE REG?

/ SHIFT THE TWo VECTORS YS AND VS ONF STEPR

/ COMPUTE FSCAL=AECI)®YSCI)+, .., +AECNAYRYS(NA) -

/ = BECL)#UCL) = JRECNB) # U =CECII#YS (1) m, , , =R (NC)#VS(NG)
/ YSC1) IN THIS SAMPLE 1S YS(2) FOR THE NEXT SAMPLE
/ AND FSCAL 1S USED IN THE 8EXT SAMPLE

/ REM[Z2 WORKS IN RANK 10

/ AUTHOR GEORGR K17 IROGLU  1976-03-19

/ SHBRNUTNES REAUIRFD

/ FHMOVE

/ SCAPR

/ FADD

/ STORF

RANK1O=40

Ab1=174

VS1=RBANKLD#400+124
NA=BANKLO#400+241
Ul=BANK1O#4004+52
FSCAL=RANK1O#40D+254
yALORBRL FMOVE, SCAPR,FADD ,NEGDFL, STORE, RFGP
/
ASHIFT YS= AND VS VECTORS NNE STERP URPWARDS [N MEMORY
/
REGP LX1T H,NA /ADNRESS TN NA
MV F,0 JADDRESS TN YSC1)
CALL FMOVE
LXT H,NA+2 JAIDRESS TO NG
MV k,VS] JANNR=ZSS TN V&)
CALL FMOVE
/
JCOMPUTE FA=YS(2)%AE(2)+, . +YS(HNA)#AR(NA)
/
LX | HyMNA
LXt DyBANK1O#4D0+AF1
LX] By,BANKLIO®4D(
CALL SCAPR
FUSH [
PUSH & FAVISIS

"
-n
[y

/
/SEARCH BECL)
/

—G

LDA NA

MOV D, A

AU D

ADD D

ADL AE1L

MOV F, A JETBEC1)
/
ZCOMPUTE F2=RE(IY#*U(L1)+, ,  +BE (ME)#(NR)
/

MV Dy BANKLO

LXxi ®B,uUl

LXt HyNA+1 ZHL A NB

CALL SCAPR

LDA NA+?

CPI1 0 JTEST IF wNG=1

JZ F1

PUSH D

PUSH B

/
/SEARCH CE(2)




REG2 SRC PAGE 2

/
LX] HyMNA
MOV A,M
INX H
ALD M JASNA+NG
MOV D, A
ALDD D
ADD D
A AEL
MOV B, A /E*CE(2)
/
/COMPUTE F3=CE(2)#VS(2)+,, ., .CEINC)#VYSING)
/
MV I D,BANKLU
Lx| P,vs1
LX1 HyNA+2
CALL SCAPR
/
/COMPUTE F3+F2
/
MOV A8
POP K
PORH
XCOHG
CALL FADD
/
/COMPUTE Fl-(F3+F2)
/
F i call NEGDEL
XCHG
MOV A, B
PORP B
POR D
CALL FADD
/
/SAVE FSCAL FOR NEXT SAMPLE
/

MOV A,R

LX1 H,FSCAI
CALL STORE
RET

JEND




SCAPR SRC PAGE 1

/ SUBROUTINE SCAFR

/ SCALAR PRODUCT OF TWO VECTORS WITH ELEMENTS

/ ORGANIZED IN THREE BYTES,

/ THE ACCUMULATED SUM IS STAORED IN SLASK? IN BANK 11
/ ENTRY NE=ADDRESS OF FIRST FLEMENT N VECTOR 1

/ RC=ADDRESS OF FIRST FLEMENT OF VECTOR 2

/ HL=ADDRESS TO THE =YTE GIVING THF VECTORLENGTH
/ EXIT NE=MANTISSA OF THE RFSULT

/ B=bXPONEMT OF THE RESULT

/ HL=EADDRESS TO THFE FIRST RYTE AFTER VECTOR 1
/ AUTHOR GEORGE KIZ2IROGLU 1976-03-28

/

/ SURROUTINES REQUIRFD

/ 3TORFE

/ LOAD

/ FrMUL

/ FADD

BANK11=11

SLASKZ=BANKL1#400+333
RANK1O=10
N=BREANKIO#400+358
/
yALOHL SCAPR,,FMUL,FADD,LOAN,STORE
SCAPR MOV A M
MOV Ly A
AR
JZ4 EVEN
PUSH & /RO (1)
RPUSH 1) /OFVL(1)
JMPODD
FVEN PUSH D
PLSH ©
00 MOV A,L
LX1 1,0
Myl B,0
CP1 0
JZ2 FINIT /TEST IF THE VECTURLFNGTH 1S ZFRO
NEXTEL STA M
LXI H,SLASK?2
MOV A, R
CALL STORE

POR o H

CaLlL LUAD JUkE A =V2 (1)

| NX H JHLtVZ21+1)

XTHL AHLAVLCOL) aND 220 1+1) |S STORFD 1™ STACK

puUsSH D
PUSH FPS5W
CALLL LOAD

MDY R, A /0E B o=vich)

X H AHLAVL O +1)

POP PSW /ASEXPONENT TO v2(1)

XTHL AHIL2VZ201) AND #VI(l+1) IS STORFD N STAQCK

CalL FHUL
PUSH D

LX] HySLASKZ
CALL LOAD

XCHG JHL A =THE ACCUMULATED SUM
POP D
CALL FADD 0k P =THE UPDATED SUM '
LOA N
DOR A |




FINIT

JNZ NEXTEL
POP H

POP H

RET

L ERD

JTFST

ZHLAVIIN+ 1)

I F

SCAPR SRC

ANY ELEMENT LEFT

PAGE 2
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n
N
D

FMOVE

/

FMOVE SRC

SUBROUTINE FMDVE
MOVES A VECTNR ONE STEP UPWARDS [N MEMORY
AUTHOR  GEORGE KIZIROGLY 1976~-N3-19
FNTRY HL=ADDRESS QF ONE OF THE VARIABLES NA,NB,NC
E=ANDRESS OF FIRST ELEMENT 0OF THE VECTOR
THE NUMBER OF SHIFTING ELEMENTS GIVES RY
K+1+(NA OR NB 0OR ANC)

SUBROUTINES RENUIREDN

LOAD

STURE

SBLORL LOAU,STORE,FMOVE, MUVE

MOV AWM /A=NA OR dB OR NC
MV ] L,K

ADN M / A=K+ A

MOV Ry, A

ADD R

ADD B

| NR R /B=K+1+4(NA OR NB 0OR NC)
MOV L., F

ADD |

MOV LA

/L POINTS OM THE FIRST SHIFTING RLEMENT

/
MOVE

CALL LOAD

INR L

CALL STORE

MOV AL

sul 10

MOV Ly A /L POINTS ON THE NFXT FLFMFNT
NCR A4

JNZ MOVE /TEST FOR MORE SHIFT
ADL 3

MOV |, A /HLAFIRST RLEMENT OF THE VFCTOR
LX1 1,0 ZONLY THE MANT|SSA NFEDS TO RE ZFERD
CALL STORE

RET

LEND

PAGE

1
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i p

4N

FeiN1

FHINZ

OWF

DuWE P

FRIN SRC

SURROUTINE FFrin
COMVERTS A NORMALISED FLOAT|ING
FRACTIONAL TWO BYTES NUMRER

NUMEER TO 4

ENTRY B=EXPONENT
DE=MANT |SSA
EXIT DE=THE FRACTIONAL NiIIMRER

D,y F

1976=-104=-07

REGISTERS AFFECTED A, B,
AUTHRR GEORGE KIZIROGLU

SURROUT INES
NONE

REQUIRFD

MOV ALB
CPI 100
RZ
JPEOOWF
Crl a2
JPOFBINL
LX!I D,0
RET

XRA A
ORA D
JPOFR| K2
STC
RAR
MoV
MOV
RAR
MOV
F R
MOV
CP1
K7
JHMP FBINL
XRA A

ORA D
JPOOWFP

LXI D,100000
RET
LXI
RET
EAD

/RETURN IF EXPONENT

/TEST |F EXPONENT >

/i F o= F SMALL NUMRE

/TEST DOF 516N

Dy A
A,k

SHIET TO RIGHT

m

s A

—~
e

A,
140

ARETURN HF EXPONENT

/10 B =NEGMAX

D,077777 /1) B =POSMAX

IS Z2ERD
~-14

R

IS ZFRO

PAGE 1
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J / SUBROUT INE FI. M
/ LIMITS THE MAGNITUDE OF U To ULIM
/ U SIGNAL TO BE LIMITED
/ LM LIMIT OF SiGNAL
/ FENTRY DE=sTHR MAGNITUDE nF
/ C=S|6N QF U
/ HL=THE ADNRESS TO ULIM
/ EXIT DE=SIGNAL WHOSE MAGNITUDE |S LESS THAN OR FOUAL WITH ULl
/ REGISTERS AFFECTED A C D K H L
/ AUTHOR GEORGE KIZIROGLL 1976=Ud4=07
/
/ SURROUT INES REOUIREDN
/ NEGDEL (WITHIM FADD)
/
«GLORL FLIM,NEGDFRL
FLIM PUSH 1
MOV FE,HM
INX H
MOV D, H /iE=UL M
POP H JHL=THE MAGNITUDFE OF U(T)
MOV A,D
SUR H “
JNZ DIFF JIUMP I F i=/=H
MOV A, E
SuR3 L
DIFF JM S| GN AJUMP O TF MAGNITUDE QOF U(CT)Y > ULIM
XCHG AHL=ULIM AND DE=MAGNITUDE OF UCT)
SIGN MOV A,C
RAR
CC NEGDEL /NEGATE DE JF C=1
RET

»END
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UTTLITY SURROUTINES

[MPLLEMENTER GEORGE KIZIROGBLI

SURROUTINE NEGDE

NEGATES THE INPUT SUMBER

ENTRY NE=|NPUT MANTISSA
SENEGAT IONCOUNTER

BXT DE=THE NEGATED NUMSER

C=INCREMENTER NEGATIONCOUNTER

NN NN NN N

CJGLOBL NEGUE,NFEGDEL,OUF LW, OF LW, STRGN, UF LW, UFLWE,L0AD
LALORL FMAGN,STORE, DISP

NEGDE IR C

NEGDEL  XRA A

SUs E

MOV E, A

My ) A,D

SR N

MOV Dy A

RET
/ |
f SURROUT INESS OUFLW,UFLK,UFLWE, STSGN |
/
OUFLW XAA A

ADLD C

Jit UFLH
OFLW LX) H,77777

MY L H,177
STSGN MOV A, C

RAR
X CHG
CC NEGDEL
RET
UF LW LX o,
UFLWE Myl R0
RET
/ SURROUT INE FHMAGN
g TAKES THE MAGNITUDE OF Thik J8PUT NUMHER
/ ENTRY E=THE MANTISSA
/ H=THE EXPONENT
4 EXTT C=THE SI1GN OF THE NUSRBER
g DE=THE MAGNITUDE OF THE NUMRER
/ AsTHE FXPEONENT |5 'J?\’CH/\’\,”]E”
/ AUTHOR GEORGE KIZIROGLU 07~04=76
/
/ SURBROUT INES REQUIRFED
/ NEGDE (W I THIM FADDY
/
FAAGN BV Geit® /THE NEGATION COUNTER=D
XRA A
ORA D
JM NEGDE JOUMP IF NEGAT ! VE
RET |
/ SURROUTINES LOAD, STORE
/ LNALS OR STOKES A I F
/ A=EXPONFNT
/ D=MOST SIGN|FICANT HALF OF MANT{S3A |
/ Fo=LFAST SIGNIF | CANT HALF UF MANTISSA .
/ AUTHOR  GEORGE KIZIROGLU 14976-03-1%
/ FNTRY=ADDRESS OF FIRST WORD [N H,l
/ NO FLAGS ARE AFFECTED
/ SURRNUT INES REQUIRED |

4 ;



UTIL SKC PAGE ?

/ NONE
LOAD MOV A, M
| NR L
MOV E M
AR L
MOV Iy
RET
STORE MOV M, A
INR L
MOV M, F .
JNR L
MNOY M, D
RET
/ SUBROUT INE BINF
/ CONVERTS A FRACTIOMAL TWO HKYTES NUMKER TO
/ A NORMALISFEFD WNUMRER
/ FNTRY DE=THE FRACTIONAL AUMHFRER
/ EXIT: DE=MANT |SSA
/ R=pXPONENT
/ AUTHOR  GEORGE KIZ(|ROGLU  1976=04=07
/
/ SURROUTINES REQUIRFD
/ FADD
/
BINF MY | R,100 JEXPONENT =G
vl ¢,n /NFGAT D8 COUNTER=D
MOV H, 1) /FOR NEGMAX

JHP O FNORMO
«END
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Fablr SRC PAGF 1

~

SURROUTINE FADD
/ [ MPLFMENTER GEORGE KIZ2I1RUGLY

OLOBL NEGDE,OFLW UFLWE, STSGN, UFLW

CGLORL FADD
FADD MOV C, A

MOV A,R

SuUr ¢

JZ, FADDS

JPOFADDDL

CHA

[ NR A /FOR A CORRECT TEST OF SHIFT>16

XOHG

MOV KB, C
FADDY CP{ 20

RP

MOV G, A
Fahpp MOV A,H

RLC

RAR

RAR

MOV Hy A

MOV A, L

RAR

MOV L, A

NoR €

JN7 FADDZ

RAR

NDRA H

XRA H

JP FADD3

I afX H
FADDX MOV C,H

nAD D

SER A

XitA C

XRA D

XA H
Myl Cai

XCHG

JM FALD4
FNORMO  XRA A

ORA D

M NEGDE

JP FNORM
FADDA4 MOV A,H
RLC
MOV G, A
[NR R
J OF LW
MOV A,D
RAR
MOV D,
MOV A,
RAR
MOV E, A
RAR
ORA D
XRA D
RP
INX D
RET

T >




FNORM

FNORML

ORA F

JZ2 UFLWE
XCHG

MOV A, H
AUD H

JHM STSGN
DGR R
JMOUFLW
nab H
JHP FNORMY
+END

FADD SRC




