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Abstract
Anna Lundgren

Development of a method for mapping the highest cadline in Sweden using
breaklines extracted from high resolution digital éevation models

The geospatial position of the highest coastlin€l{Hdefines the boundary between subaquatic and
supra-aquatic deposited sediments. Today the H@ici#ed at different elevations throughout
Sweden, a few m.a.s.l. in southern Scania to ar@88dn.a.s.l. at the coast of Angermanland, due to
the glacio-isostatic rebound. High quality datahaf HCL is of interest e.g. in land-use and spatial
planning and when reconstructing historical sealkeand events within the Baltic Sea Basin.

In this study the use of land surface parametePjlBeakline extraction methods applied on high
resolution DEMs for automating mapping of the H@lwave washed areas in Sweden was
investigated. Appropriate scale dimensions for animg breaklines of interest was estimated by
testing a range of moving window sizes for the Ic8Rputations. Four semi-automated mapping
methods based on curvature breakline extractiondersloped in ESRI's ArcGIS 10.2.2 for Desktop
and applied on two pilot areas in Sweden. The nustlronsist of a common breakline extraction step
and individual breakline classification steps wdtffering grade of automation. To compare the HCL
maps generated by the developed methods with HGismmeanually mapped from high resolution
hillshade maps and with the current HCL data sepgty the Geological Survey of Sweden (SGU)
classification accuracies and elevation errors weraputed using a reference data set.

A 22x22m moving window size was found successfutlie extraction of curvature breaklines related
to wave washed features and glacial flow lineateatures used to map the HCL within the pilot areas
under investigation. The accuracy assessment tedithat three of the developed methods generate
HCL maps with accuracies above the current HCL pgedgided by SGU and accuracies similar to or
above HCL maps based on manually mapped HCL datéspéligher accuracies were found for the
methods using a manual classification of the es¢hbreaklines than for the methods using an
automated classification of the extracted breakline

This study found that, by applying curvature breekextraction methods on high resolution DEMs,
HCL mapping in wave washed areas can be made mtwmated, structured and reproducible while
still reaching similar accuracies as manual hikhmapping methods.

Keywords: Physical Geography and Ecosystem anal§gt, the highest coastline, Geological Survey
of Sweden, SGU, high resolution digital elevatiardel, LIDAR, land surface parameter, curvature,
breakline extraction, geomorphological mapping
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Sammanfattning
Anna Lundgren

Utveckling av en metod for att kartera hogsta kusihjen i Sverige med hjélp av
brytlinjer extraherade fran hogupplésta hojdmodeller

Hogsta kustlinjens (HK) geografiska lage i landskaparkerar gransen mellan subakvatiskt och
supraakvatiskt avsatta sediment. Idag varierar kii{@ 6ver havet fran nagra fa m.6.h. i Skane till
omkring 289 m.6.h. i Angermanland pé grund av daniglisostatiska landhojningen. Hogkvalitativ
HK-data ar av intresse bland annat vid markanvamgdaioch samhéllsplanering och vid
rekonstruktion av historiska havsnivéer och haratel®stersjons havsbassang.

Den har studien har undersokt moéjligheten att adadmytlinjer i terrangen, extraherade fran sa
kallade "land surface parameters” (LSPs) som geatser hogupplost hojddata, for att automatisera
karteringen av HK i svallade omraden i Sverige. &buppskatta lampliga skaldimensioner som
framhaver terrangbrytlinjer av intresse for studiestades ett intervall av fonsterstorlekar for
terrangparameterberékningarna. Fyra stycken seioivatiserade metoder for att extrahera brytlinjer
baserade p& markytans krokning utvecklades i EBRIGIS 10.2.2 for Desktop och tillampades pa
tva pilotomraden i Sverige. Metoderna ar uppbygaeatt gemensamt steg dar brytlinjerna extraheras
och ett individuellt steg dar brytlinjerna klassdras med olika grad av automation. Foér att jamféra
HK-kartorna genererade fran de utvecklade metodaethHK-kartor som manuellt karterats fran
hogupplosta terrdngskuggningskartor och med HK-slaa idag finns tillgénglig hos Sveriges
geologiska undersdkning (SGU) beraknades klassifigenoggrannhet och hojdfel fér samtliga kartor
i forhallande till referensdata.

Studien fann att en 22x22m fonsterstorlek var franggrik for att extrahera brytlinjer av markytans
krokning relaterad till strandvallar och glacialeelationer som anvands for att kartera HK i
pilotomradena. Noggrannhetsutvarderingen indikattaire av de utvecklade metoderna genererar
HK-kartor med hogre noggrannhet &n SGUs HK-data likoande till hbgre noggrannhet an HK-
kartor baserade pa HK-punkter manuellt karteragie fibgupplosta terrangskuggningskartor.
Metoderna som anvander en manuell klassificeringrgtlinjerna visade en hégre noggrannhet &n
metoderna som anvander en automatiserad klassificav brytlinjerna.

Denna studie visar att brytlinjer av markytans kidly genererade fran hogupplosta hojdmodeller kan
anvandas for att gora kartering av HK i svalladedatan mer automatiserad, strukturerad och
reproducerbar samtidigt som man uppnar liknandgremmhet som vid manuell kartering baserad pa
terrangskuggningskartor.

Nyckelord: naturgeografi och ekosystemvetenska, gsta kustlinjen, Sveriges geologiska
undersokning, SGU, hogupplost héjdmodell, LiDAR&tegparameter, krokning, brytlinje-extraktion,
geomorfologisk kartering
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BSB
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ESRI
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Full name

Airborne Laser Scanning

the Baltic Sea Basin
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Environmental Systems Research Institute
Geographic Information System

the Highest Coastline

Inverse Distance Weigthed

Light Detection and Ranging

Land Surface Parameter

Multi Resolution Segmentation
Normalized Median Absolute Deviation
Object Based Image Analysis
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1 Introduction

The geospatial position of the highest coastlin€l(His of interest when mapping quaternary deposits
since it defines the boundary between subaquaticapra-aquatic deposited sediments, information
of high importance in e.g. land-use and spatiaiplag (Peterson and Smith 2013, Ojala et al. 2013).
The position of the HCL in Sweden is also usefuewheconstructing historical sea levels and events
within the Baltic Sea Basin (BSB) (Ojala et al. 30dakobsson et al. 2007, Passe and Andersson
2005). Detailed information of the historical dey@hent of the BSB can further be important
components in climate and ocean circulation moddlimkobsson et al. 2007).

The HCL has been mapped and its position and lmkaghe historical events in the BSB discussed
by many researchers throughout the past startititgitate nineteen century (see e.g. Lundqvist G.
1961, Agrell 1976, Passe 1983, Bjorck 1995, Lunsig¥i 2002, Passe and Andersson 2005, and
Berglund 2012).

The Geological Survey of Sweden (SGU) providestaliese of HCL locations with shifting spatial
accuracies (horizontally around 50 m and verticaflyund £2 m) compiled by Agrell (2001) from
historical HCL studies (SGU 2015d).

The national high resolution digital elevation mib@@EM) offers the opportunity to generate a
database of HCL locations with accuracies matcthedDEMSs (horizontal resolution of 2 meters and
a vertical resolution of minimum +0.5 meter, Lantesiet 2015). Hillshade maps generated from high
resolution DEM are excellent support for manual piag of HCL locations and other
geomorphological landforms (Ojala et al. 2013, Raeet al. 2013, Dowling et al. 2012, Smith et al.
2006). Manual mapping of the HCL using hillshadeoam& however time consuming and the method
(as other operator driven methods) susceptibletéspreter bias (Peterson and Smith 2013, Roeting e
al. 2013, Seijmonsbegen et al. 2011).

By automating the process of mapping the HCL u#ieghigh resolution DEM data, objective and
standardized HCL data can be received with a momsistent quality. By using breaklines extracted
from land surface parameters (LSP) (Rutzinger.€2Gl2; 2011; 2007, Seijmonsbegen et al. 2011)
generated from the DEM data together with brealdiassification procedures the identification of
landforms connected to the HCL can be automateid.ififormation can further be used to automate
manual HCL mapping methods which are based ord#éified landforms.

1.1 Projectaim

The main aim of this study is to investigate thegailities of automating the mapping of the highes
coastline (HCL) in wave washed areas in Swedenibying topographic information extracted from
the national high resolution DEM.

Project objectives:

- Incorporate geology expert knowledge used in halihbased manual mapping of the highest
coastline (HCL) in wave washed areas in Swedenantautomated mapping methodology.

- Generate land surface parameters (LSP) at appr®gieale dimensions from the DEM data
that enhance the geomorphological landforms usetktaify the HCL in wave washed areas.

- Develop, test (put into practice), and evaluateptidl automated mapping method workflows
which could be used to identify locations of thelH& wave washed areas.



- Compare the developed method(s) with the manuapimgpmethod and data present in
SGU’s HCL database.

- Suggest method(s) for updating SGU’s databaseistirx wave washed HCL locations in
Sweden to match the national high resolution DEM.

1.2 Project initiation

The project was initiated in 2014 by Tore PassbaGeological Survey of Sweden (SGU) (SGU
2015h). The final goal is to update SGU'’s datalmdi$¢CL locations (SGU 2015d) to match the
national high resolution DEM provided by the Lantenét (Lantmateriet 2015). This master thesis is
a sub-project with the aim to structure and autertta mapping process of the HCL using the high
resolution DEM with focus on mapping procedurewave washed areas.

Project motivation:

- To gain knowledge of how to identify the HCL in S¥ea in high resolution DEMs.

- To gain knowledge of how to incorporate geologegbert knowledge of manual mapping
methods of the HCL in wave washed areas into mat@ngated methods.

- To provide an alternative workflow of mapping th€lHusing the national high resolution
DEM with accuracies comparable to the manual neethd which is structured and
repeatable independent of operator i.e. less stiskeef interpreter bias.

- Inthe long term, provide users and researchershigh quality HCL data with resolution
updated against the high resolution DEM.



2 Background

2.1 The highest coastline in Sweden

The highest coastline (HCL) in Sweden is remnahteehighest positioned shoreline developed
during the final stages of the deglaciation ofldst ice age called Weichsel (about 10 000 yeas} ag
(Fredén 2002, SGU 2015a). When the ice retreategk parts of the land, depressed from the weight
of the ice sheet, were taken in by the sea, agrassion took place (Fredén 2002, SGU 2015b). The
HCL marks the maximum extent of the transgressi@hcan today be located by e.g. identifying
geomorphological formations such as relict shoesjiwave washed till, till capped heights,
glaciofluvial plains, and supra-aquatic erosionkagAgrell 1976, Passe 1983, SGU 2015c). Today
the HCL is located at different elevations througth®weden (a few m.a.s.l in southern Scania to
around 289 m.a.s.| at the coast of Angermanland)tdthe glacio-isostatic rebound (Fredén 2002,
SGU 2015d). The relative location of the HCL isoalevealed by the quaternary deposits of a region:
sub-aquatic deposits and reworked deposits refrasesms under the HCL or areas in a former ice
dammed lake and supra-aquatic deposits repressag above the HCL (SGU 2015b, Ojala et al.
2013, Fredén 2002, Agrell 1976).

2.2 High resolution DEMs

The influence of LIiDAR derived high resolution DE#Mta on geomorphological mapping and other
geospatial mapping has been studied, discussedtaiegdved by many researchers e.g. Tarolli (2014),
Roering et al. (2013), Ojala et al. (2013), Dowlateal. (2013), Seijmonsbergen et al. (2011), and L
(2008), Slatton et al. (2007). LIDAR is short faght detection and ranging and is also referreasto
airborne laser scanning (ALS) in the literature jdadvantages of using LIDAR DEMs are:

- the overall higher detail compared to the earlaragation of DEMs based on aerial
photographs and field measurements, making it plest study small-scaled local
phenomena,

- the revolutionary increased resolution in forestezhs due to the LIDAR techniques’ ability
to penetrate trough vegetation making it possiblgroduce full detailed images of the earth’s
surface,

- it has become a cost and time effective alternatueeto increased availability of LIDAR data
mainly because of decreased acquisition cost sgrongthe rapid technical developments
(Roering et al. 2013, Dowling et al. 2013 aBut and Eisank 2011,Liu 2008, Slatton et al.
2007).

The dense data that LIDAR generated DEMs providebeaoverwhelming to visually interpret

without training or refining of the data, a chaljenpointed out by Dowling et al. (2013). The amount
of data generated by LIiDAR data is also computenarg demanding and computational analysis can
therefore result in long processing times (Sailex.e2014, Dowling et al. 2013, Seijmonsbergeal et
2011, Lang 2008, Blaschke 2010).

2.3 Automated image interpretation methods

To facilitate and automate the interpretation ghhiesolution DEM data digital image interpretation
analysis can be applied (Lillesand et el. 2008)l. li2sed multivariate classification uses a congosi
image of different land surface parameters (LS&grk generated from the DEM data or other data in
a supervised or unsupervised classification tasflasach cell into classes (Seijmonsbergen et al.
2011). The method can be used to produce mapgeweenorphological classes on the cell level much
like different bands from remote sensing imagesuassl when classifying land cover



(Seijmonsbergen et al. 2011, Lillesand et al. 2008)h the increasing availability of high resoturti
DEMs the question of the applicability of the ttamhal cell based classification methods compaoed t
object based image analysis (OBIA) have arisendifszussion see e.g. Blaschke 201Gigby and
Eisank 2011). In summary, OBIA includes a singlenare often multi-resolution
segmentation/clustering of cells into discrete otsidollowed by classification of the discrete alge
(Seijmonsbergen et al. 2011, Blaschke 2010, Lifidsat al. 2008). Spatial filters can be used on
image data (e.g. DEM data) to enhance local inftiomabf interest for the application (e.g. local
relief, local curvature, and local roughness) @stind et al. 2008). Structure line or breakline
extraction can be achieved using local edge praggfiters to enhance linear features at a certain
scale (Rutzinger et al. 2011, Lillesand et al. 2008e accuracy of breaklines extracted from high
resolution DEM depends on the accuracy and resolat the raw LIDAR data and the final DEM in
combination with the scale dimension of the mapieeture (Rutzinger et al. 2012).

2.4 How can landforms be described by LSPs?

The physical characteristics of geomorphologicatifarms can be described using land surface
parameters (LSPs) derived from DEM data (Rutzieged. 2012, Seijmonsbergen et al. 2011, Minar
and Evans 2008). Seijmonsbergen et al. (2011) elivicBP into three main groups: 1) basic LSPs, 2)
LSPs connected to hydrology, and 3) LSPs conndotelimate modeling. Basic LSPs are further
divided by Seijmonsbergen et al. (2011) into ldead. slope, aspect, and curvature), regional (e.g.
catchment area, slope length, and relative rekef), statistical (e.g. terrain roughness, compjexit
and anisotropy). LSPs can thus be used to enhantzercproperties or parts of geomorphological
landforms e.g. flat areas and steep areas using3Reslope (Seijmonsbergen et al. 2011), the lopati
of concave and convex surfaces of landforms us$iad 6P curvature (Rutzinger et al. 2012; 2011,
2007, Cavalli and Marchi 2008) or to distinguisbigh surfaces from smooth surfaces using the LSP
roughness (McKean and Roering 2004, Tarolli 20L8Ps can be used in land surface segmentation
analysis (Rutzinger et al. 2012; 2011; 2007, Maxdd Evans 2008,) by enhancing linear structure of
geomorphological landforms also called breaklineis @lassification of land surface character using
cell-based classification (Seijmonsbergen et al12®inar and Evans 2008) (see section 2.3 for more
detail on automated image interpretation methods).

2.5 Scale

The original DEM resolution, together with the stfeghe neighboring surrounding area (i.e. scale
dimension of the moving window) included in the gartation of local LSP, governs what scale of
landforms that are enhanced (Tarolli 2014, Ber#ileP013, Rutzinger et al. 2012; 2007, McKean and
Roering 2004) — e.g. large scale landforms likeomeglley and hill topography (km scale) or small
scale landforms like relict beach ridge (a few Mi®0® m scale (Passe 1983)). When computing local
LSP in a GIS environment a moving window is useddiafter the scale dimensions of the sought
feature (ESRI 2015a). Future challenge in eartfasaranalysis pointed out by Tarolli (2014) is the
concept of scale and feature size. The scale diorensed must match the scale of the feature or
process aimed to be enhances in the local morphd¢licayolli 2014). The practice of using a trial and
error approach to find appropriate scale dimensilugsto lacking conventional methods is also
highlighted in the studies of e.g. Berti et al. 13D} Rutzinger et al. (2012; 2007), Minar and Evans
2008, and McKean and Roering (2004). The majoristuof scale and feature size have been in
landslide research according to Tarolli (2014).



2.6 LSP and scale dimensions used in other studies

Small scaled local roughness LSPs (scale dimemdiarfew meters) have successfully been used to
map landslides, taking advantage of the land senfathin a landslide being significantly rougher at
this scale than the land surface surrounding thaslade (McKean and Roering 2004, Tarolli 2014).

Rutzinger et al. (2012; 2011; 2007) used curvati@e raster generated from LIDAR DEM with 1 m
resolution for a range of scale dimensions (mowigdow size) to investigate the automation of
breakline extraction of natural and anthropogeniedr structures. Rutzinger et al. (2012) found tha
small window sizes (e.g. 3x3 cells) used on higiohgion DEM (cell size: 1 m) for breakline
extraction using a curvature LSP, are sensitivbéaletailed variation and noise present in thasdt
while large window sizes (25x25 cells) only enhangor features smoothing details under a certain
scale.

Cavalli and Marchi (2008) used shaded relief togettith the LSPs plan curvature and roughness
generated from high resolution LIDAR DEM (2m) toprthe morphology of an alpine alluvial fan.
Cavalli and Marchi (2008) used moving window sizesresponding to the feature sizes (22 m) they
wanted to smooth out when generating a plan cur@ahap. A moving window of 5x5 cells was used
to generate roughness index describing the topbgralpvariable over the length scale 2m (cell size)
to 10 m (moving window size).

Berti et al. (2013) compared ten roughness algosthbility to map landslides within two 10 km
study areas in Bologna, Italy. Berti et al. (20&8plied the roughness algorithms using scale
dimensions 3x3 cells to 31x31 cells on a 1 m résmilLiDAR DEM. The study of Berti et al. (2013)
show no major difference between the tested rougghakgorithms and they conclude that de-trending
of input data and size of moving window affect tesulting accuracies more than type of roughness
algorithm.






3 Methods and material

The method development is based on data availaltkest project (section 3.1.1), expert knowledge in
the HCL field gathered in the pre-study (sectidhd, and methods used to solve similar problems
supported by the literature study (section 3.1TAg main steps involved in this project (Figurean

be divided into three phases: the preparation phias@evelopment phase, and the evaluation phase
which are described in detail in section 3.1, arit] 3.3 respectively.
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3.1 Preparation phase
In this section the data available to the study, pre-study, the study area, and the literatuidysiuve

presented.

3.1.1 Data

Table 1 presents the data used in the pre-studinahds project.

Table 1 Data used in the project.

Data DEM: Ancillary data:
DEM DEM .
Data set DEM Sweden | Vasterbotten G:i':tstrlklanq | ((j)ld HCL point Old HCL surface Quaternary
pilot area pilot area (incl. | data maps
test runl)
Source Lantméteriet | Lantméateriet Lantméateriet SGU SGU SGU
Data SGU spring SGU spring SGU spring SGU spring SGU spring SGU spring
provider 2014 2014 2014 2014 2014 2014
Data type raster raster raster point polygon Sg:zﬁﬁg point
generated from
. the old HCL
compiled from :
; point data set
Technique ggnerated from ggnerated from ggnerated from avall.able (SGU) and a 50 | varying *
LiDAR data LiDAR data LiDAR data studies of the :
HCL m resolution
DEM
(Lantméteriet)

. varying approx. varying approx
Horizontal |, ., 2m 2m S0m, data g4 25m to 200m
resolution based on -

different studies
Vertical average verticg average vertical average vertica varyi_ng, based | average vertical
resolution error of max. | error of max. error of max. on different error of around 2 ---
0.5m 0.5m 0.5m studies m
rSeFlZ::I:rllce SWEREF99_TM| SWEREF99_TM | SWEREF99_TM | SWEREF99_TM | SWEREF99_TM | SWEREF99_TM
Height RH2000 RH2000 RH2000 RH2000 RH2000
system
Top: 7225852 | Top: 6773804
Left: 737698 Left: 568406
Extent Sweden Right: 763013 | Right: 594625 | Sweden Sweden Sweden
Bottom: Bottom:
7200537 6673535
Scan
area(flight- See *** See ****
line no.)
Scanning 2009 and 20100805- 20090529-
date ongoing 20100907 20120526
Classification
level 1, 2 or 3 2|2and3
Update no updates no updates no updates no updates no updates successive
planned planned planned planned planned update *****
Data Lantmateriet | Lantméteriet Lantmateriet SGU 2015d, |SGU 2015d, SGU 2015e-
reference 2015 2015 2015 Agrell 2001 Agrell 2001 9

* varying mapping technique e.g. comprehensive rimapip field, image interpretation of aerial photsd/or high
resolution DEMs, ** depending on mapping techniindicated by map-type index 2, 3, 4, and 5, ** @®(15-27, 29-
30), 09G017(23), 09G018(2-24), 09G026(1,31), **9mM022(18-31), 09D029(22-36), 09P001(1-13, 22-28R@2(1-28),
10C043(16-21, 23-24), 10C044(1-17, 23-24), 11E00B(115), ***** successive update of map-type 4 antb3nap-type 2

and 3. Update follows SGUs yearly survey plan.

3.1.2 Pre-study
In the pre-study to the current study presentatigreport the HCL in Sweden was studied in

hillshade maps generated from the high resolutiBMusing methods similar to the methods used by




Ojala et al. (2013) for shoreline identificatiornelaim of the pre-study was to gather knowledge of
how to identify landforms in hillshade maps coneedo the HCL and define where the actual HCL
boundary is positioned in relation to the landfarifise pre-study found that two major HCL landform
classes can be identified in hillshade maps: del@swave washed features were the latter gives a
clearer indication of the HCL boundary. The currgmtly presented in this report attempts to
automatize the method used to map the HCL in avéhsvave washed features. The ideal
environment to locate the HCL boundary in a hiltshanap using this method is where glacial flow
lineation features are broken up by wave washeadres (Figure 2). This gives a clear picture ofllan
area not processed by wave washing (where glasidférms are preserved) and land area processed
by wave washing (glacial landforms are “washed djvand thus produces a distinct HCL boundary.
Another aim of the pre-study was to generate rafarelata near ground truth accuracy (Smith et al.
2006) to be used in the accuracy assessment oéshiting HCL-maps produced through this project.

Identification of the highest coastllne (HCL) i a hillshade map using wave washed features and glamal flow Imeatlon features, Sweden

Coordinate System: SWEREF99 TM -
Projecﬂon Transverse Mercator o
Datum ISWEREF99 « p
| False‘Easung 500 000.0000,/ 2
“FalseNorthing: 0.0000” Z##¥
00007

Wa;
77 ety

Exampies o ;
Type et i /
Glaclal Ineatron »

Wave washéd feature
X . kocation of HCL
Hillshade DEM
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—_— High>254 .~

i o v,
&
y A ¢ HOL
@/ Waye ; X %
Sheg

Eow:0

~

575000 577500

Figure 2 Identification of the HCL in hillshade mgenerated from high resolution (2 m) DEM usingcigl
lineation features and wave washed features.

3.1.3 Study area

The HCL locations and landform types identified ammhually digitized in the pre-study are presented
in Figure 3 together with the two pilot areas usethis study. Two wave washed dominated areas are
used as pilot areas for the development of an mgt@mated version of the manual methie:
Gastrikland pilot areaandthe Vasterbotten pilot aredhe method(s) were developed using data in a
smaller areaTest run 1 areawithin the Gastrikland pilot area and then apptie the Vasterbotten

pilot area as a whole for further development araduation (Figure 3). The final results have natibe
applied to the Gastrikland pilot area as a whoke tduthe time frame of the project.
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Overview map of manually digitized HCL-points generated during the pre-study (2014) within Sweden,
}he Vésterbottpn pilot area, Ihe Géstriklang pilot area, and the Test run 1 area.
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Figure 3 HCL locations of delta type, wave washgxbt and glaciofluvial channel type in Sweden, nadipu
digitized using hillshade maps during the pre-st(2{y14) of this project. The location of the waashed
dominated pilot areas Vasterbotten pilot area ariist@kland pilot area are indicated with red framd$e Test
run 1 area lies within the white frame in the Gédémd pilot area.
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3.1.4 Literature study

A literature study was executed in order to fingrapriate methods for the extraction of breaklines
formed by the wave washed features and glacial lilogation features present in HCL locations.
Important references included in the literaturagtare presented in Table 2.

Table 2 Important references included in the litara study used to find appropriate methods forekieaction
of breaklines formed by the wave washed featurdgtacial flow lineation features.

Litterature study

I mportant reference Description

Tarolli (2014) Review of recent important literagusn high-resolution topographic analysis.
Study of the use of multi resolution segmentatidiRE) on DEM data to

Eisank et al. (2014) delimitate drumlins.

Study investigating the magnitude of error for tgg@phic change calculations
using DEMs with different resolution generated fromalti-temporal airborne laser
Sailer et al. (2014) scanning (ALS) images.

Berti et al. (2013) Comparative analysis of surfemeghness algorithms for landslide detection.
Investigation of accuracy of automatic geomorphalgoreakline extraction fron
Rutzinger et al. (2012) | LiDAR data.

Cracknell et al. (2013) Study using methods foragwement and extraction of curvature lineaments.

Presentation of a method for automatic extractidimear structures from high
Rutzinger et al. (2011) | resolution digital terrain models.

Lillesand et al. (2008) The chapter addresses spatial filtering and edgare@ment usable for image
chapter 7 preparation and interpretation.

Study applying topographic analysis on LIiDAR dstiadying alluvial fan
Cavalli and Marchi (2008)morphology.

Liu (2008) Highlights critical issues of DEM gengoa using LIDAR data.

Investigation of the detection and extraction néér lineaments in laser scanning
Rutzinger et al. (2007) | data.

Nyborg (2007) Investigation of the use of LIDAR @#br lineament detection.
McKean and Roering Investigation of landslide detection and surfacephology mapping using LiDAR
(2004) data.

3.2 Development phase
In this section the steps and methods involvetéraictual development of the HCL extraction
method models are described.

3.2.1 Method idea and development

The suggested method is to find areas where gléovallineation features are broken by lineation
formed by beach ridges in wave washed zones cathézthe highest coastline (HCL) (see Figure
2). By finding where these two features intersel€l locations can be identified. The method is
automated by:

1. automating the extraction of wave washed featundsgtacial flow lineation features from the
high resolution DEM data,

2. automating the classification of extracted feattioesuccessfully separate wave washed
features from glacial flow lineation features,

3. automating an elongation of the glacial flow lineatfeatures to find the nearest intersection
with the wave washed features.

The literature study suggests a number of methmdstomate the extraction and classification of
features using DEM data as input e.g. breaklineaetton using curvature LSPs (Rutzinger et al.
2012; 2011; 2007, Cavalli and Marchi 2008), objaiented (OBIA) approaches using multi
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resolution segmentation (MRS) with one or sevef&P& as input (Eisank et al. 2014, d’'Oleire-
Oltmanns et al. 2013) or automatically mappingaoidform complexes and landform units using local
roughness LSPs (Berti et al. 2013, McKean and Rg&004). The method suggested in this study is
based on methods described in the studies of Celadral. (2013), Rutzinger et al. (2012; 2011,
2007), Lillesand et al. (2008), and Cavalli and &ta(2008). In summary the method extracts feature
breaklines by classifying land surface paramet&R)Lrasters (LSP ex. are roughness index, residual
DEM, and curvature) generated from the DEM ras&ta thto extreme classes to enhance the
breaklines of features and then converts the brezkinto line vector data. In the attempt to aldtem
the classification and separation of breaklinesasgnting wave washed features and glacial flow
lineation features for larger study areas coarakedd_SP rasters are applied of de-trended typie-A
trended LSP is computed from a DEM where the méaragon trend for a certain scale has been
removed also called a residual DEM (Lillesand eR@D8). For example a coarse scaled roughness
index layer can be used to divide the landscaperougher areas characterized by higher elevation
than its surrounding and flatter smoother areastéatin lower areas. This could be used in an aitem
to separate smoother low-lying wave washed lanasairem rougher land area with higher lying
obstacles (e.g. mountains and hills) with presegladial flow lineation features. ThcGIS 10.2

tool Extend Ling ESRI 2015b) is used together with other steghe\rcGIS 10.2 Modelbuilder

(ESRI 2015c) environment to automate the elongaifaglacial flow lineation feature breaklines to
the nearest intersection with a wave washed feanaakline.

The challenges of the suggested method are:

- to use appropriate scale dimensions on the movindow to extract relevant breakline data
(corresponding to the features of interest) a ehgk pointed out in similar studies by e.qg.
Tarolli (2014), Sailer et al. (2014), Berti et @013), Rutzinger et al. (2012; 2007), and
McKean and Roering (2004);

- to develop an accurate selection analysis methggldtoseparate wave washed feature areas
from glacial flow lineation feature areas and ttefiaway unwanted noisy information that
will interfere with the elongation and intersectigmocedures of the suggested method
workflow.

3.2.2 LSP generation and scale assessment

For the Test run 1 area, roughness index rasterswawature rasters were generated from the DEM
data for 23 moving window sizes. 20 moving windazes from 3x3 cells to 41x41 cells adding 2
cells for each new size and 3 additional movingdein sizes: 75x75 cells, 99x99 cells, and 199x199
cells. A curvature raster was also computed usiagaw DEM as input (see curvature generation
section below for explanation). The different sizaddows were applied to find the appropriate scale
dimensions to use for the detection and extraafdhe linear features (referred to as breaklines i
this report) formed by wave washed beach ridgegfamdlacial flow within the DEM data. Instead of
using a range of grid resolution on the input DEK&iage of moving-window sizes was used.

To test a wide range of moving-window sizes wamtarest in this study due to:

- meager guidelines in the literature on movingdeiw sizes in relation to the scale dimensions of a
sought feature (Tarolli 2014) and the pronouncedaigrial and error approaches in similar studies
(Rutzinger et al. 2012; 2007, Berti et al. 2013 Kidan and Roering 2004),

- the scale dimensions of the features under irgag8in not being well established and also varying
to some degree from location to location,
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- a shortage of knowledge on what information deptal interest to this project that can be pradlc
by generating LSPs at different scales.

Roughness (McKean and Roering 2004, Berti et dl32Cavalli and Marchi 2008, Lillesand et al.
2008) and curvature (Cracknell et al. 2013, Rutziregg al. 2012; 2011, Cavalli and Marchi 2008)
rasters can be computed using different methodsgodithms. For this study a roughness index
method described in Cavalli and Marchi (2008) wasliad where a low-pass filtered image
(smoothed image) of the DEM is subtracted fromathginal DEM generating a high-pass filter image
of the DEM (referred to as a residual DEM in thépart) (Cavalli and Marchi 2008, Lillesand et al.
2008). Finally the standard deviation is calculdtedhe residual DEM to produce a roughness index
LSP raster. The ArcGIS toélocal Statisticawvith statistic setting MEAN (ESRI 2015d) was used
generate low-pass filtered (smoothed) DEM imagesifovindow sizes. The ArcGIS toBlbcal
Statisticswas also used to compute the standard deviaticthéaresidual DEM using statistic setting
STD and the same moving window size used to protheeput raster. The ArcGIS toRhster
Calculatorwas used in the subtraction step (ESRI 2015e).

“Mean/normal” curvature, plan curvature, and peotilrvature rasters were generated using the
ArcGIS Curvaturetool (ESRI 2015f). The ArcGlS€urvaturetool calculates the second derivative of
the input surface data. Using a DEM as input serfsidl produce an output which describes the
change of slope i.e. the curvature of the DEM sirfd he profile curvature is a measure of the
curvature in the direction of the steepest sldpe plan curvature is a measure of the curvature
perpendicular to the steepest slope, and the “meanAl” curvature measure is a combination of the
profile and plan curvature. Since the window siaenot be changed for ti@urvaturetool in ArcGIS
10.2 the curvature rasters were generated frorotingass filtered DEM images (smoothed images)
used in the intermediate step in the roughnesxiratger generation. A curvature raster with thve ra
DEM (i.e. unsmoothed DEM) as input was also geeeetor detailed information of the workflow
used in ArcGIS 10.2 for the LSP raster generatamn/Appendix D Figure D1.

3.2.3 Visual evaluation of LSP rasters

The resulting roughness index and curvature LStensafrom test runl were visually analyzed and
compared to estimate their use to reach the aim®project and to find appropriate scale dimemsio
(moving-window sizes) suitable for the extractidritee wave washed and glacial flow lineation
feature breaklines. According to Tarolli’s (2014yiew of the subject of high resolution topographic
analyses, there is no conventional method forrigdtie ideal scale dimensions for the features
sought, so a trial and error approach is ofterstthation together with knowledge of the landform
size. This matter is also highlighted in other stack.g. Rutzinger et al. (2012; 2007), Berti et al
(2013), McKean and Roering (2004). The LSP radterscale dimensions of the original DEM (2m)
up to 13x13 cells for the Test run 1 area weréhurprocessed through the breakline extractiorsstep
of the suggested workflow (for details see Apperalikigure D2) to support the visual evaluation of
scale dimensions.

3.2.4 Extract breaklines for pilot area

Following the results from the Test run area 1‘ttermal/mean” curvature, profile curvature, and
plan curvature LSPs for scale dimension 11x11 eadiee used for breakline extraction in the
Vasterbotten pilot area using the workflow desdaibeAppendix D Figure D2.

The main steps of the workflow for extracting brigsds (Appendix D Figure D2) are explained
below.
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Reclassify into extreme valuesThe “normal/mean”, profile, and plan curvature Li@Bters for the
scale dimension 11x11 cells were reclassify intta8ses using curvature thresholds enhancing
maximum values for positive and negative curvatliteeshold values suggested in similar studies
(Cracknell et al. 2013, Rutzinger et al. 2011; 200&re used as starting point and then adjusted to
separate cell values representing valleys andscoéshe enhanced features. Important is not ttheet
thresholds for the maximum and minimum curvatuessts too narrow as connectivity between the
cells forming the sought breaklines risk being.l&str the Vasterbotten pilot area the following
curvature threshold values were used: curvaturel<=@lass 1, curvature -0.1 to 0.1 = class 0, and
curvature >0.1 = class 3.

Majority filter: A majority filter using 3x3 cell window (i.e. tfnearest neighboring cells is used in
the filter) was applied twice on the reclassifiedvature rasters to fill in gaps and make the linea
features more continues (ESRI 2015g).

Reclassify max. and min. curvature into separate jgers: The “normal/mean”, plan, and profile
curvature rasters were further converted into aséer layer containing the maximum positive
curvature values (curvature >0.1 = class 3) andraster layer containing the maximum negative
curvature values (curvature <-0.1 = class 1). Thisiake the thinning step more effective by
processing positive and negative curvature valaparsitely. Reducing the density of the extracted
curvature cells and removing the connectivity ofipee and negative curvature values by processing
them in separate rasters will produce a clearanthg result.

Thinning step: raster cell areas representing the extreme “ndmmealn”, plan, and profile curvature
values were thinned using the ArcGIS tdbin (ESRI 2015h) Setting used for thkin tool:
corners=SHARP, maximum_thickness=DEFAULT (ten tintescell size i.e. 2m*10=20m).

Raster to polyline: The thinned curvature breakline raster featuragwenverted into non-simplified
2D polyline features using theaster to Polylindool in ArcGIS (ESRI 2015i). The non-simplified
polyline option was used to minimize the numbemaiification steps of the original data.

3.2.5 Breakline classification and HCL identification

Extracted curvature polylines corresponding to raadl other infrastructure were removed before the
classification of the breaklines. This was done uadlg for the Véasterbotten pilot area, but for krg
areas infrastructure data sets are preferableasséliiers.

Four workflows were developed for the classificatad the extracted curvature polyline breaklines
and the identification of potential HCL points:

1. Typelmodel methodis an attempt to apply as objective model as plesbiypusing breakline
attributes and terrain information for the classifion of the extracted curvature polylines into
wave washed feature breaklines and glacial flogdtion feature breaklines and by applying
an automated elongation of the glacial flow lineatbreaklines.

2. Type3 model methodapplies manual classification of breaklines anmated elongation of
the glacial flow lineation breaklines. (Type2 modethod was abandoned and developed into
Type 3 model method).

3. Typed model methodutilizes only breaklines representing the uppetmas/e washed
features adjacent to the HCL (from the manual diaaon) and does not use glacial flow
lineation information at all.

4. Typedtop model methodis a version of Type4 model method using onlydhe uppermost
breakline representing wave washed features adjxéme HCL.
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3.2.6 Typel model method

The aim of thel'ypel model methdd to objectively classify the extracted curvatpodylines into
breaklines representing the wave washed featuktharglacial flow lineation features using length,
mean orientation, and sinuosity attributes toget¥ithr topographic location determined by terrain
information extracted from coarse scale dimensidi&i rasters. Sinuosityg)is computed using the
formula given by Rutzinger et al. (2012):

1

S = 1)

wherel, is the actual path length between the startingt@oid the end point of the curvature polyline
andl is the length of curvature polyline.

— |

The main steps of the workflow used in the TypeHetanethod are explained below. A detailed
workflow schedule of the steps executed in ArcQ)Xkan be found in Appendix D Figure D3.

3.26.1 Select by attribute

Certain attribute criteria were set for the extdaturvature polylines to be classified as waveheds
feature breaklines or glacial flow lineation feareaklines. The attribute criteria values were
obtained from samples of the extracted curvatulgipes manually classified into wave washed
feature breaklines and glacial flow lineation biesds for each input layer (both negative and paesit
“normal/mean”, profile, and plan curvature). Onlglixdefined curvature polylines easy to classify
into the breakline classes were used in the sani@desFigure 4 for an example of manually clasifie
glacial flow lineation). Knowledge gained from maihhillshade mapping during the pre-study was
applied in the classification of the samples. Cturaapolylines with diffuse classification were not
included in the samples.

Figure 4 Well-defined glacial flow lineation polyés (highlighted in blue) extracted from the cunvatdata
(example from Test run 1 area within the Gastriklgmlot area).
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The following curvature polyline attributes wereeds

Thelength attributewas used to filter away curvature polylines toorsto be classified as a
glacial flow line of importance.

Themean orientation attributevas used to select curvature polylines with cenagan
orientation e.g. corresponding to the regionaligldtow orientation and thus helpful in the
separation of wave washed features from glacia floeation featuresThe mean orientation
attribute for each curvature polyline was addedgiine ArcGIS tooLinear Directional
Mean(ESRI 2015j) setting the case field setting togbl/line unique identity field i.e.
ARCID. The tool creates a new shapefile with vectorsasgmting the mean orientation values
for each polyline present in the input file. Thixibtite containing the orientation information
was joined to the input curvature polyline layeneTmean glacial flow orientation for the pilot
areas was acquired by calculating threar Directional MeanESRI 2015j) for the manually
classified glacial flow lineation breakline sampl@s alternative is to use other glacial flow
directional data with the risk of introducing unkwmoerrors.

Thesinuosity attributevas used to filter away polylines too excessiweigved to be glacial
flow lineation features (Figure 5).

Figure 5 The green polylines represent extractawature breaklines, the black and blue vectors esgnt the
extracted curvature polylines’ mean directions dgth (len), and the pink vectors represents tiaal path
length (alen) between the starting point and the eoint of the curvature polyline. The sinuosityef

curvature polylines (Eqg. 1) can be used to filterag polylines too excessively curved (see exanmgiecéed in

red).

3.2.6.2 Select by location

The use of residual DEM (Lillesand et al. 2008ygleness index (Cavalli and Marchi 2008),
curvature (ESRI 2015e), and relative topographgitimm (Cooly 2015) LSP rasters with coarse scale
dimensions varying from 99x99 cells to 2999x299%der a spatial classification of areas dominated

17



by wave washed features and areas dominated hbialglagv lineation features was investigated using
an iterative process of: generating LSP rastera fartain scale dimension, setting classification
thresholds, and visual evaluation.

The classification result of the positive and nagatnormal/mean”, profile and plan curvature
breaklines data sets were visually inspected tg ioslude curvature breakline data sets that erdnanc
wave washed features and glacial flow lineationuiess in further steps of the Typel model method
(see Results chapter).

3.2.6.3 Elongation

In preparation for the elongation procedure, ma@ntation vectors (generated by theear
Directional MeanArcGIS tool, ESRI 2015j) representing the curvatpolylines classified as glacial
flow lineation breaklines were merged with the fiolys classified as wave washed breaklines (see
workflow for Type 1 model method Appendix D Figud8). This was required for the ArcGExtend
Linetool (ESRI 2015b), used in the elongation procedia elongate the extracted glacial flow
lineation breaklines in mean glacial flow orientatito the first intersection with a wave washed
feature breakline which is the objective of the @¥pnodel method. Due to the large amount of data
the elongation procedure was automated usingyttieelbuilderenvironment in ArcGIS 10.2 (ESRI
2015c). Theextend Line toowas modified in thélodelbuilderenvironment to function according to
Typel model method (see Appendix A for details).

3.26.4 Intersection
The final step in the Typel model method executesrtersection between the elongated glacial flow
lineation breakline vectors and the wave washetlifedreaklines to generate potential HCL points.

3.2.7 Type3 model method

The Type3 model method is based on the same mathtte Typel model method i.e. identifying
HCL location points by finding where wave washealfiees intersect glacial flow lineation features
by elongating glacial flow lineation vectors. Instieof applying automated methods for a more
objective classification (as in the Typel modelmoel) the extracted curvature polylines are manually
classified into glacial flow lineation feature bkéaes and wave washed feature breaklines by
interpreting the features in hillshade maps. Tloagdhtion procedure is also executed manually in the
Type3 model (partly due to the bug in the ArcGIS2EXtend Lingool increasing processing time,
see Appendix A) which gives the operator the pdgsilto choose which vectors to elongate thus
increasing the quality by filtering away errorgtas stage. The Type3 model method is applied to
show the potential the Typel model method wouldehiign objective classification of breaklines is
successful in the sense that manual interpretafibiilshade maps is assumed to be the truth.

3.2.8 Type4 model method

The Type4 model method deserts the method idedeatifying HCL location points by finding the
intersection of glacial flow lineation features\wgave washed features used in Typel model method
and Type3 model method. Instead the Type4 moddiadatses the vertices of the two uppermost
extracted curvature polylines manually classifiedvave washed feature breaklines as HCL location
points (see Figures 23-24 in the Results chapter).

3.2.9 Type4top model method

The Type4top model method is a variation of theeBymodel method were only the vertices of the
uppermost extracted curvature polylines manualigsified as wave washed feature breaklines are
used as HCL location points (see Figures 25-26arResults chapter).
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3.2.10 Interpolate HCL

Elevation data was extracted from the DEM datacstite HCL points generated by the model
methods. HCL surfaces were interpolated for eactiainmethod using the HCL points with the
elevation information as input. The interpolatioasrexecuted with ArcGIS 10.2 software using the
inverse distance weighted (IDW) method setting sizké: 2m (snapped to the DEM data set), power:
2, and search radius: variable with number of goset to the default: 12 (ESRI 2015k). The search
radius was set variable for a complete surfacestgemerated. To find the HCL boundary the
interpolated HCL surface was subtracted from thgral elevation surface i.e. the DEM. The
resulting deviation raster was reclassified into thasses: class 1 = cell valye8 which is land area
under the HCL and class 2 = cell values > 0 whidlamd area over the HCL. The HCL data sets were
vectorized into polygons representing the two lareh classes (land area under and over the HCL)
and polylines representing the HCL boundary foheaodel method: Typel, Type3, Type4, and
Type4top.

HCL surface and HCL boundary data sets were alsergéed for the manually mapped HCL location
points digitized in the pre-studiylanual model methgé&nd the old HCL data pointagrell50m and
Agrell2m model methoavithin the Vasterbotten pilot area for comparisbhe Agrell50m model
method is the HCL surface data set present in SGIJ's database at the initiation of this project and
it is generated from DEM with cell size 50 m (SGQLEd). The Agrell2m model method uses the
same HCL data points as the Agrell50m but the H@fase is generated from the high resolution
DEM with cell size 2m.

3.2.11 Ground truth data

To evaluate the interpolated HCL surfaces and HQUnbaries generated by the model methods a
HCL surface was interpolated from reference data £&ppendix E). The reference data used for the
interpolation of the HCL reference data sets (HGiface and boundary) in the Vasterbotten pilot area
is a detailed manually digitized HCL boundary digétentified by wave washed features in hillshade
maps generated from the high resolution DEM, ardius assumed to have similar accuracy as
ground truth acquired in field (Smith et al. 200B)e reference HCL boundary is digitized as a line
following the valley of the uppermost wave washeatdire. The HCL location points manually
digitized during the pre-study are part of the He&zZlundary line reference data set. Elevation data wa
extracted for each cell in the DEM intersectedh®/HCL boundary line reference. The intersection
points were used to generate the interpolated HEBtrence data sets using the same method and
settings described for the generation of the mod#hod HCL data sets (see section 3.2.10 above).

3.3 Evaluation phase
The following section presents the methods usetinate the accuracies of the developed model
methods.

The accuracies of the HCL surface and boundary maperated from the different model methods
(Manual, Typel, Type3, Type4, Typedtop, Agrell2mg &grell50m) for the Vasterbotten pilot area
were estimated using the following three approaches

1. Constructing error matrices for different sizedlaation areas around the digitized HCL
boundary reference data to evaluate the classditaf land area under (class 1) and over
(class 2) the generated HCL boundaries.

2. Estimating line classification accuracy by applythg “buffer method” (Heipke et al. 1997)
to compute completeness, correctness, qualityreduthdancy measures for the HCL
boundaries generated by the model methods.

19



3. Evaluating the elevation erralf) for each model method compared to the referdatafor
100 random sample points along the HCL boundargdogputing the median, 68.3 %
quantile, 95% quantile, and the normalized medizsolute deviation (NMAD) of the
elevation error4h).

3.3.1 Error matrix

To estimate the accuracy of the model methods: Mlaiypel, Type3, Type4, Typedtop, Agrell2m,
and Agrell50m, error matrices (Lillesand et al. 200artensson and Pilesjo 2004) were constructed
for different sized evaluation areas (buffers witius of 11m, 50m, 100m, and 1500m as well as the
‘whole area’, Figure 6) around the HCL boundargrehce data. Areal differenchy), Overall Kappa
(), and individual Kappai() were computed from the error matrices for eadiuation area using

the following formulas:

Ag = — 2)
, __ Nd—q
K= Nz_q (3)
N Nd;—q;

L NB;—q; (4)

whereB is the number of ground truth poin@js the number of map data poirtkis the total

number of pointsd is the sum of correctly mapped poirgss the sum of the products betwdgand

C, d; is the sum of correctly mapped points for ciassdg; is the product oB andC in class
(Martensson and Pilesjé 2004). Different sized siweere evaluated to compare accuracy assessments
of the modeled HCL boundaries at different scalisclassified cells (class 1 = under HCL and class

2 = over HCL) from the model methods for each eatidun area within the Vasterbotten pilot area

were included in the Kappa and areal differenceprdations. The idea of including all cells for
different evaluation areas instead of a numbeaonflom sample points is based on that it is theahctu
HCL boundary that is to be evaluated and not thd &ea of class 1 and class 2 per se.
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Error matrix evaluation areas: buff. 11m, buff. 50m, buff. 100m,
buff. 1500m, 'whole area’, Vasterbotten pilot area, Sweden
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Map author: Anna Lundgren

Figure 6 Example of the evaluation areas aroundHi@t reference data: buffer 11m, 50m, 100m, 15G0md,
‘whole area’, used in the error matrix accuracy assment of the model methods.
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3.3.2 HCL boundary classification accuracy — “buffer method”

To evaluate the classification accuracy the HCLHalawy lines generated from the interpolated HCL-
surfaces for the different model methods are coegaith the HCL boundary line interpolated from
the HCL boundary reference data. The comparisdone for the generated HCL boundary lines:

- as a whole (total HCL-boundary within the Vastetéotpilot area) and,
- adjacent (within about a 200 m flat buffer) to thanually digitized HCL boundary reference
data available for the Vasterbotten pilot area.

Completenesdd), correctnessQr), quality @), and redundancyrj were calculated as measures for
the HCL boundary classification accuracy followihg “buffer method” described by Heipke et al.
(1997):

©
Cr = TPT+PFP ©)
Q= TP+:II:+FN "
R= TP;'}‘JTP" (8)

where“TP” is the length of matched reference which is appnately the same as ti@ if
redundancyR) is low, TP = true positive is the length of matched extractere the modeled HCL
boundary lineFN = false negative is the length of unmatched refmd-P= false positive is the
length of unmatched extraction here the modeled H@lindary linegqis the sum of the length of
extracted datal(P + FP) and the length of unmatched referered)( andrr = length of matched
extraction minus length of matched referentle ¢ “TP") (Figure 7).
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”Buffer method”

Matching reference:

Model
Model buff.

JrE TS ~ - - Ref. buff.
Ref.

Ref. Heipke et al. (1997)

Figure 7 Sketch over the “buffer method” principlsed for estimating the accuracy of the HCL boupdar
classification. Figure modified from Heipke et @997).

A 6.25 m buffer around the modeled HCL boundary @ference HCL boundary corresponding to
the scale dimensions of the extracted crest oeyait a wave washed HCL feature is used for the
calculations (Rutzinger et al. 2012, Heipke efl8B7). Heipke et al. (1997) suggests a buffer width
approximately half the extracted objects width. Whéth/wavelength of a wave washed feature at the
HCL boundary in the Vasterbotten pilot area vaapproximately between 15 m and 35 m. The
concave part or the convex part of the wave wast@d-features corresponds to approximately half
the width/wavelength (7.5-17.5 m) which gives a mbaffer of 6.25 m (Figure 8).
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"Buffer method" parameters used for the HCL boundary classification

accuracy assessment - matching reference step, Vasterbotten pilot area, Sweden
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"Buffer method" parameters used for the HCL boundary classification

s
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Figure 8 Sketch describing the lengths: TP, FP, *{iRatched reference), and FN and the buffers upate
HCL boundary classification accuracy assessmentifermatching reference step (top image) and thtetmeg
model method step (bottom image) (figure modifiech fHeipke et al. 1997).
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Different methods for matching linear extractedadatlinear reference data exists (Heipke et al.
1997). Heipke et al. (1997) states that the “buffiethod” is a simple approach concerning the fact
that topological differences between the datasets tikely are present but points out the method is
sensitive to high redundancy. Rutzinger et al. R@bplies the “buffer method” on 1 m interval
spaced points along extracted breaklines and caspeth reference data manually digitized from
shaded relief maps. In Rutzinger et al. (2012) wibe&knumber o P, FP, andFN points instead of
lengths are used to calculate the completenesgotoess and quality.

3.3.3 Elevation error evaluation using 100 random samples

100 random sample points were generated along @ielddundary line reference data (manually
digitized from shaded relief maps) to serve asuatan points for the elevation error of the model
methods (Manual, Typel, Type3, Typed, Typedtopehgm, and Agrell50m). Elevation data for the
HCL reference data was extracted from the DEM theandom sample point as well as elevation
data for corresponding point along the HCL boundgyerated by the model methods. The
corresponding point was identified as the poinppadicular to the random sample points along the
reference data (Figure 9).
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Model method HCL boundaries
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Figure 9 Location of 100 random samples along tigitided HCL boundary reference data and the matiele
HCL boundaries used for evaluating elevation errofshe model methods.
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Elevation difference between random evaluation tsdior the model method data and the reference
data are defined as the elevation error and weécelated as follows:

Ahmi = hp, — hy, 9)

i i

where h,, is the model method elevation value for random damp,.is the reference elevation
value for random sampleandAh,, is the elevation error for model methwcht random sample

The distributions of the elevation error data $eteach model methodl,,) were visually
investigated using a Normal Quantile plot methodk{ld and Hohle 2009).

The elevation error for each model methogl)(EZas estimated by calculating the median (50%
quantile) and the normalized median absolute devigNMAD, Eq. 10) for the signed elevation
errors Ahy), and the 68.3 % quantile and the 95% quantileéHferabsolute elevation erroral}|)

which are robust accuracy measures suggested anteasl. (2012) and Hohle and Hohle (2009) for
non-normal error distributions (see Normal Quarpltas result).

NMAD = 1.4826 x median(|Ah,,, — myp_|) (20)

wherem,;, is the median of elevation errors for model methoahdAh,, is the elevation error for
model methodn at random samplie(see Hasan et al. 2012 and Hohle and HOhle 200%e=tails).
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4 Result

In this chapter the resulting decisions from theugi evaluation of the investigated LSPs and scale
dimensions for the Test runl area and the Vastembgpilot area are presented in section 4.1, the
resulting breakline extractions within the Véastétbio pilot area are presented in section 4.2, the
model methods breakline classifications and HClnpgénerations within the Vasterbotten pilot area
are presented in section 4.3, the HCL surface anddary maps generated for the Véasterbotten pilot
area by the model methods are presented in settioand finally the accuracy of the HCL boundary
data generated by the model methods are presensedtion 4.5. For further discussion of the rasult
see chapter 0.

4.1 LSP and scale dimension evaluation

The visual comparison of the LSP rasters (roughmetex and curvature) generated for the Test run 1
area within the Gastrikland pilot area for the 28ls dimensions revealed that the curvature LSP was
useful for extraction of linear breakline featurelated to wave washed areas and areas with glacial
flow lineation (Figure 10).

29



Residual DEM, Roughness index, Curvature, and Smoothed DEM for scale dimension 11x11 cells for
the test run 1 area within the Gastrikland pilot area, Sweden
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Figure 10 Examples of residual DEM, roughness indexrvature, and mean DEM (i.e. smoothed DEM) LSP
rasters for scale dimension 11x11 cells within Testl area in the Gastrikland pilot area.
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The visual evaluation of suitable scale dimensisingithe curvature LSP conducted in the Test run 1
area concluded that a moving window size of 1ydllk @nhances breaklines related to wave washed
features and glacial flow lineation features sattdry. Figure 11 presents a comparison of breaklin
extracted from “normal/mean” curvature, profile\ature, and plan curvature LSP rasters using scale
dimension 11x11 cells on the moving window withie fTest run 1 area in the Géstrikland pilot area.
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Comparison of extracted “normal/mean”, profile, and plan curvature breaklines for the
scale dimension 11x11cells for test run1 in the Gastrikland pilot area, Sweden
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Figure 11 Comparison of breaklines extracted froofmal/mean”, profile, and plan curvature LSP raste
with scale dimension 11x11 cells within the TestYwarea located in the Géstrikland pilot area.
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A window size of 11x11 cells was also determinetléan appropriate scale dimension for extracting
breaklines related to wave washed feature andajlfiowv lineation in the Vasterbotten pilot arearF

a comparison of extracted “normal/mean” curvatwiylmes for scale dimension (moving window
size) of the original DEM (2x2 meters) up to 19xEs for an area within the Vasterbotten piloteare
see Appendix B Figures B1-B3.

The roughness index LSP for coarse scale dimen&wasnd 99x99 cells) was useful in the
separation of wave washed feature breaklines friawiaj flow lineation feature breaklines within the
Test run 1 area in the Gastrikland pilot area (FédLR) and thus was a candidate forS$leéect By
Locationstep in the Typel model method (see section &2d6Appendix D Figure D3 for details on
the Typel model method).
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Figure 12 99x99 cell dimensioned roughness indéx laSter applied in the classification of wave wagh
feature breaklines and glacial flow lineation feaireaklines in the Test run 1 area in the Gasrnk pilot
area.

Coarse scale dimensioned residual DEM LSP rasesrsrgted from a high-pass filter with moving
window size around 2999x2999 cells was visuallwsted as useful for the separation of wave
washed feature breaklines and glacial flow lineafeature breaklines in the Vasterbotten pilot area
(Figure 13) and applied in ti&elect By Locatiostep of the Typel model method (see section 3.2.6
and Appendix D Figure D3 for details on the Typeddel method).
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The Type1 model spatial classification method of wave washed curvature polylines and glacial flow lineation vectors,
Vasterbptten pilot area, Sweden i
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Figure 13 Coarse scale dimensioned (2999x2999)aeltsdual DEM LSP raster used for separating lamda
with wave washed features from land area with gleibdw lineation features in the Typel model mdtho
breakline classification (also see Figure 18).
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4.2 Breakline extraction result for 11x11cell window
Figures 14, 15, and 16 present an overview of thaldline extraction result in the Vasterbottentpilo

area for “normal/mean” curvature, profile curvatuaad plan curvature respectively using the 11x11
cell scale dimension.
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Extracted maximum positive and negative "normal/mean" curvature breaklines for scale dimension 11x11 cells
converted to polylines, Vasterbotten pilot area, Sweden

7
x 'Detail1”curv.-polylines

q

Detail2 curv. polylines

740000 750000 760000

"Normal/mean" curvature

Negative curv.
—— Positive curv.

Hillshade DEM h315

Value
- High : 254

-Low:O

Coordinate System: SWEREF99 TM
Projection: Transverse Mercator
Datum: SWEREF99

False Easting: 500 000.0000

False Northing: 0.0000

Central Meridian: 15.0000

Scale Factor: 0.9996

Latitude Of Origin: 0.0000

Units: Meter

0 25|50 100 /m Map author: Anna Lundgren
e #  Date: 2016-03-30

Data source: SGU, Lantmateriet &

Figure 14 Resulting breaklines extracted from arllllscale dimensioned “normal/mean” curvature LSP
raster for the Vasterbotten pilot area.
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Extracted maximum positive and negative profile curvature breaklines for scale dimension 11x11 cells
converted to polylines, Vasterbotten pilot area, Sweden
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Figure 15 Resulting breaklines extracted from arIlllscale dimensioned profile curvature LSP rakiethe
Vasterbotten pilot area.
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Extracted maximum positive and negative plan curvature breaklines for scale dimension 11x11 cells
converted to polylines, Vasterbotten pilot area, Sweden
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Figure 16 Resulting breaklines extracted from arIlllscale dimensioned plan curvature LSP rastetHer
Vasterbotten pilot area.
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The visual inspection of the positive and negatinevature polyline data sets (Figures 14-16) shows
that “normal/mean” curvature breaklines enhancé batve washed features and glacial flow
lineation features, profile curvature breaklinebarce both wave washed features and glacial flow
lineation features, and plan curvature breaklireaat enhance wave washed features but they
enhance the glacial flow lineation features. Thusrfnal/mean” and profile curvature polylines were
used as input data sets for the classificationafemvashed feature breaklines; and “normal/mean”,
profile, and plan curvature polylines were usethpst data sets for the classification of glaciaf
lineation feature breaklines (see Figure D3 in Ajpe D).

Figure 17 presents a detailed example of the d@rtidmreaklines from 11x11 cell scale dimensioned
“normal/mean”, profile, and plan curvature LSP eastwithin the Vasterbotten pilot area. More detail
examples of the resulting breakline extraction lsarfiound in Appendix B Figures B4-B14.
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Detail 1: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the

scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure 17 Detail of extracted negative and positimermal/mean”, profile, and plan curvature breakts for
the Vasterbotten pilot area. The middle right imagews the hillshade map and the manual digitiz€d H
boundary reference for the same area.

40



4.3 Model method classification of breaklines and resting HCL point
generation

The total number of extracted breaklines usinglthel 1cell dimensioned “normal/mean”, profile, and

plan curvature LSP rasters are presented in TalAlaeBnumber of breaklines classified as glacial
flow lineation and as wave washed breaklines bydtfierent model methods are also presented in

Table 3.

Table 3 Total number of extracted breaklines anchiber of breaklines classified as glacial flow litiea and
as wave washed feature breaklines by the Type E3TYype4, and Typedtop model methods for the
Vasterbotten pilot area. Results are presentedchémative and positive “normal/mean”, profile, anthp

curvature.
Breakline polyline layer — number of curvature polyines
positive negative positive | negative | positive sum
"normal/mean” |"normal/mean" | profile profile plan negative
curv. curv. curv. curv. curv. plan curv.
Total no.
extracted 729694 838146 536047 619223 592987 561769 3877866
Classification result
Typel
glacial flow
lineation 3823 3496 3480 3282 1897 1699| 17677
Typel wave
washed 2848 3056 3919 4160 -- --| 13983
Type3
glacial flow
lineation 688 533 407 346 329 223 2526
Type3 wave
washed 577 533 972 1015 -- -- 3097
Type4 wave
washed 141 118 188 158 - - 605
Type4top
wave washed 118 32 153 39 - - 342

Below the resulting breakline classification andlHgint generation for each model method are

presented.

4.3.1 Typel model method
The sinuosity, length, and orientation criteriadisethe Typel model meth@klect By Attributstep
to classify breaklines into wave washed featuresiato glacial flow lineation features are presente

in Table 4.
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Table 4 Sinuosity, length, and orientation critesised in the Select By Attribute step and the vediDEM
value range criteria used in the Select By Locatitap of the Typel model method.

Classification criteria Type 1 model method

Curv. polyline wave washed featurgs glacial flomehtion
Select By Attribute criteria

sinuosity 1-1.3 1-1.3

length >100m >50m

orientation 0°-109° or 136°-3609 110-135°

Select By Location criteria

residual DEM

2999x2999cells -4.9mto20m > 20m

The Select By Attributeriteria values are based on samples of the ¢gttairvature polylines
manually classified into wave washed feature bieakland glacial flow lineation breaklines (section
3.2.6.1).

The criteria used ithe Typel model methdBelect By Locatioolassification-step for separating land
area with glacial flow lineation from land areahlwiave washed features are presented in Table 4 and
Figure 18.
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The Type1 model spatial classification method of wave washed curvature polylines and glacial flow lineation vectors,
Vasterbptten pilot area, Sweden L

———— - - Type1 spatial classification
Spatial classification layer Typef — s - Residual DEM (m) class
Glacial flow (20.0 to 111.2 m)
Wave washed (-4.9 to 20 m)
[ Other (-98.1 to -5 m)
Old HCL data (Agrell50m)
All curvature breaklines

Classified curv. breaklines

Neg. plan curv.

glacial flow lineation vector

wave washed curv. line
' | Pos. plan curv.

glacial flow lineation vector

wave washed curv. line
Neg. profile curv.
~———— glacial flow lineation vector

wave washed curv. line
Pos. profile curv.
glacial flow lineation vector

wave washed curv. line
2L Neg. "mean/normal” curv.

glacial flow lineation vector

wave washed curv. line
Pos. "mean/normal” curv.
glacial flow lineation vector

745'000 wave washed curv. line
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_______ ; s o ¥ JCoordinate systein -SWERERIS TV
7 3 ‘ Projeshion; Transyerse Mercator

Datyri SWERE£99

'\~ FalseEatiiny: 500 000:0000

—FalseNdithing¥0:0000
CentialMeridfan: 45,0000
Scale Facfor: 0:9996
Eatittide’Of Origin: 0.0000
Units: Meter

Datd solrce "SGU; kantmateriet
Map:author;Anpa-LUndgren

Date 2016-03-31
N
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Figure 18 Select By Location-step in the Typel mod¢hod where a 2999x2999 cell dimensioned residua
DEM LSP raster is applied for the separation ofdaarea with wave washed features and land area gldhial
flow lineation features.
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TheSelect By Locationriteria was set by a coarse scaled (2999x2999) cebidual DEM LSP raster
reclassified into 3 classes: Wave washed classidual DEM values -4.9 m to 20 m, Glacial flow
class = residual DEM values > 20m, and Other ctagsidual DEM values < -4.9 m (Figures 18 and

13). See Figure D3 in Appendix D for details on Tiypel model method workflow used in ArcGIS
10.2.

Of the total number of extracted breaklines (38B)&@thin the Vasterbotten pilot area 17677 were
classified as breaklines related to glacial floweation features and 13983 were classified as
breaklines related to wave washed features by ype ' model method (Table 3 and Figure 19).
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Type1 model method classification result of “normal/mean”, plan, and profile curvature breaklines
into wave washed features and glacial flow lineation features, Vasterbotten pilot area, Sweden.

Overview curv. linesclassificati

Projection: Transverse’
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“False Easting: 500" .
False Northing: 0.0000 3
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Scale Factor: 0.9996 w -
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Units: Meter.. ..

z 5 P wgre

Data source: S’G_"ﬁiga

Map. autl‘ior}:e/k\‘ng sundg
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Type1 curv. line classification Hillshade_h315

glacial flow lineation vector Value
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Figure 19 Typel model method breakline classificatesult within the Vasterbotten pilot area.
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All 17677 glacial flow lineation breakline vectorgre elongated in the Typel model method (see
Figure D3 in Appendix D). The intersection betwélem elongated glacial flow lineation breakline
vectors and the wave washed feature breaklindgimypel model method generated 23827 HCL
points in the Véasterbotten pilot area (Table 5 Bigtire 20).

Table 5 Number of HCL-points generated within tlsterbotten pilot area by the model methods: Typel,
Type3, Type4, Typedtop, Manual, Agrell50m, and liyre point type, and interpolation method usedtfoe
HCL surface generation. The figure given in barédr the Manual, Agrell50m, and Agrell2m modelhodtis
the number of HCL points available for the whol&ufeden.

Model method | No. HCL points | Point type Interpolation method
Typel 23827| intersection point | IDW
Type3 1739| intersection point | IDW
Typed 6680| breakline vertex IDW
Type4top 3736| breakline vertex IDW
Manual 18 (735)| manual digitized | IDW
Agrell50m 3(937)| manual digitized | IDW
Agrell2m 3(937)| manual digitized | IDW

n pilot area, Sweden

0

7215000
1

4 Legend
| Hillshade_315
Value

High : 254 |@. oot S» 15 N
B o2
- Low: 0 2, ’,_,,'4 1 S

Type1 HCL surface 740000 745000
Under HCL glacial flow lineation extended glacial flow vector

Over HCL wave washed curv. line @ intersection point

Figure 20 Overview of the elongation and intersattiesult generated by the Typel model methodmwiitiai
Vasterbotten pilot area.

4.3.2 Type3 model method

Within the Vasterbotten pilot area 2526 of 38778&6acted breaklines were classified as breaklines
related to glacial flow lineation features and 30&te classified as breaklines related to wave aa@sh
features by the Type3 model method (Table 3 andrgigl).

46



Type3 model method classification result of “normal/mean”, plan, and profile curvature breaklines
into wave washed features and glacial flow lineation features, Vasterbotten pilot area, Sweden.

Overview curv. linerclassificati
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Figure 21 Type3 model method breakline classificatesult within the Vasterbotten pilot area.
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1511 of the 2526 breaklines classified as glatiaV fineation breakline vectors in the Type3 model
method were elongated (Figure 22). The intersedt@ween the elongated glacial flow lineation
breakline vectors and the wave washed feature limeakn the Type3 model method generated 1739
HCL points in the Vasterbotten pilot area (Tablend Figure 22).

Model method Type3, Véasterbotten pilot area, Sweden

etail model method:”

Legend
Hillshade_315

Value
- High : 254

Low: 0

Type3 HCL surface 45000
Under HCL glacial flow lineation extended glacial flow vector

Over HCL ——— wave washed curv. line  © intersection point

Figure 22 Overview of the elongation and intersattiesult generated by the Type3 model methodrwiitie
Vésterbotten pilot area.

4.3.3 Type4 model method

Within the Vasterbotten pilot area, 605 of 38778&6acted breaklines were classified as breaklines
related to the two uppermost wave washed featyréiseoType4 model method (Table 3 and Figure
23). No glacial flow lineation feature breaklinesr& used by the Type4 model method.
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Type4 model method classification result of “normal/mean”, plan, and profile curvature breaklines
into the two uppermost wave washed features, Vasterbotten pilot area, Sweden.

Overview curv. linerclassification” s 7 FEEL S s
» x 9 2 : ik #
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Figure 23 Type4 model method breakline classifigatiesult within the Vasterbotten pilot area. Theaklines
related to the two uppermost wave washed featudggant to the HCL were used in the Type4 modédiadet
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6680 HCL points were generated by the Type4 mod¢had (Table 5 and Figure 24).

Model method Type4, Véasterbotten pilot area, Sweden

Detail model method
L/

7

{ Legend
| Hillshade_315

{ Value
- High : 254

Low:0

Typed HCL surface 740000 745000
Under HCL —— wave washed curv. line (two uppermost)

Over HCL ©  wave washed curv. line vertex

Figure 24 Overview of the HCL-points generatedh®/ Type4 model method within the Vasterbotten aiiea.

4.3.4 Typedtop model method
Within the Vasterbotten pilot area, 342 of 38778&6acted breaklines were classified as breaklines

related to the uppermost wave washed featuresebyythe4top model method (Table 3 and Figure
25). No glacial flow lineation feature breaklinesr& used by the Type4top model method.
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Type4top model method classification result of “normal/mean”, plan, and profile curvature breaklines
into the uppermost wave washed features, Vasterbotten pilot area, Sweden.

Overview curv. lifierclassification” ;
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Figure 25 Type4top model method breakline classifin result within the Vasterbotten pilot area.€Th
breaklines related to the uppermost wave washedres adjacent to the HCL were used in the Type#togdel
method.
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3736 HCL points were generated by the Type4top inoeehod (Table 5 and Figure 26).

Model method Typedtop, Vasterbotten pilot area, Sweden

Detail model method

“| Legend
-] Hillshade_315

{ Value
- High : 254

Low:0

Typedtop HCL surface 740000 745000
Under HCL ——— wave washed curv. line (one uppermost)

Over HCL ©  wave washed curv. line vertex
Figure 26 Overview of the HCL-points generatedhi®/ Type4top model method within the Vasterbottien pi
area.

4.3.5 Manual model method HCL points
In the pre-study, 18 HCL point locations of waveshed type were manually digitized within the

Vasterbotten pilot area (Table 5 and Figure 27).
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400000 700000 Manually digitized HCL point data for Sweden and for the Vasterbotten pilot area

Viasterbotten pilz')t"area
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Figure 27 HCL point locations of wave washed ty@aually digitized in the pre-study within the Vébtaten
pilot area. Other HCL point locations manually diged during the pre-study of this project is prese in the
overview map to the left and in Figure 3.

4.3.6 Agrell model method HCL points
The old HCL data set compiled by Agrell (2001) Ba4CL point locations within the Véasterbotten
pilot area (Table 5 and Figure 28).

53



Old HCL point data (Agrell 2001) for Sweden and for the Vasterbotten pilot area

Vasterbotten pilx')t;area

Agnllanl and Agrell50m m'odel method

@ HCL_point_data_(Agrell)
Agrell50m_HCL_line_(old interpolation)
Agrell2m HCL surface (new interpolation)
Under HCL N

Over HCL A

Figure 28 Old HCL data points (Agrell 2001) presanthe Vasterbotten pilot area. All available H@hint
locations in the old HCL data are presented in dlrerview map to the left.

4.4 Resulting HCL maps — surfaces and boundaries
HCL boundaries resulting from the Typel, Type3, 84pTypedtop, Manual, Agrell50m, and
Agrell2m model methods are presented in FigurearzP30.
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Overview of HCL boundaries generated by model methods: Manual, Type1, Type3,
. Typed, Typedtop, Agrell2m, and Agrgli50m, Véasterbotten pilot area, Sweden

: e s
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Model_method_HCL_boundary 0 125 25 5 km
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Data source: SGU, Lantmateriet N
Over HCL Map author: Anna Lundgren
Date: 2015-10-03 A

Figure 29 Overview map of the HCL boundaries résglfrom the Typel, Type3, Type4, Type4top, Manual,
Agrell50m, and Agrell2m model methods. The HCLaserfeference interpolated from the manual digitize
reference data is displayed in the background.
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Overview and details of HCL boundaries generated by model methods: Manual, Type1, Type3,
, Vast tten pilot area, Sweden
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Figure 30 Overview and detail of the HCL boundanesulting from the Typel, Type3, Type4, Type4top,
Manual, Agrell50m, and Agrell2m model methods.
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4.5 Map evaluation results — accuracy estimations

In this section, accuracy measures for the modéhods performance in the Vasterbotten pilot area
estimated by the error matrix, “buffer method”, aevation error approaches are presented. Maps
over the reference data used for the evaluatidgheomodel methods in the Véasterbotten pilot area ca
be found in Appendix E Figures E1-E2.

4.5.1 Error matrix result for interpolated HCL-surface

The overall Kappa, individual Kappa, and arealatghce measures computed from the error matrices
are presented in this section and can be usediamtes of the classification accuracy of land area
below (class 1) and above (class 2) the HCL geeetay the model methods. Different sized
evaluation areas around the reference data esfirtr@eccuracy at different scales (see Figure 6 in
section 3.3.1). For further discussion of the ltsssee section 5.1.

4511 Overall Kappa estimation
The overall Kappa estimation for each model metiod evaluation area for the classification of land
area over and under the HCL is presented in Figdtemnd 34 and in Table F1 in Appendix F.

HCL-map accuracy - overall Kappa estimation for different model
methods
1.2
1.0
S ]
S ¥ !
g 0.8 m :E _E: | OManual
b= - " " T 1
) - N N % " WType
8 0.6 1 n § z —n —  @Type3
Q. |: :I \ |: :I
N 1 N | N n OTyped
© 04 | N o § — — " OTypestop
g } N re N ;
6 ¥ ¥ N[ N || " B Agrell_2m
0.2 ] ! h i A =
' T * ! \\\ " ! [ Agrell_50m
| : N RN | ;
0.0 L b N .
Buff. 11m Buff. 50m Buff. 100m Buff. 1500m  "Whole area"
Evaluation area

Figure 31 The overall Kappa estimation generatedhgymodel methods within each evaluation areaf biifn,
50m, 100m, 1500m, and ‘whole area’ (Figure 6).

The overall Kappa estimation increases with in@dasea of evaluation i.e. increased buffer size
around the manual digitized reference data. TheZypodel method generates the highest overall
Kappa estimation value (0.73-0.97) in 3/5 of thaleated areas (buff. 50m, 100m, and 1500m) and
second highest overall Kappa estimation value (&r&20.96) in 2/5 of the evaluated areas (buff. 11m
and the ‘whole area’) compared to the other modsthods. Of all investigated model methods the
Typel model method generates the lowest overalpKa&stimation values (0.25-0.58) throughout all
evaluated area sizes except for the 11 m buffee wer Agrell50m model method generates a slightly
lower overall Kappa estimation value (0.05).
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45.1.2 Kappa estimation for individual classes
The individual Kappa estimation for class 1 (lanelsaunder the HCL) and class 2 (land area over the
HCL) are presented in Figures 32, 33, and 34 afi@bie F2 in Appendix F.

Individual Kappa estimation for class 1: land area under the HCL
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Figure 32 Individual Kappa estimation for class dngrated by the model methods within each evaluaiea;
buff 11m, 50m, 100m, 1500m, and ‘whole area’ (Fégbiy.

Individual Kappa estimation for class 2: land area over the HCL
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Figure 33 Individual Kappa estimation for class @xgrated by the model methods within each evaluatiea;
buff 11m, 50m, 100m, 1500m, and ‘whole area’ (Fég6iy.
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The estimated individual Kappa values increase initheased evaluation area (buffer size). In génera
the individual Kappa estimation values are grefateclass 1 than for class 2.

Class 1 — land area under the HCL

The Manual model method and the Type4top model otegienerate the greatest individual Kappa
estimation values (0.65-0.95) for class 1 withia #valuation areas: buff. 11m, buff. 50m, and buff
100m. The class 1 individual Kappa estimation vafiee the two largest evaluation areas (buff.
1500m and ‘whole area’) are above 0.95 for all nhoalethods except the Typel model method which
generates the lowest individual Kappa values wittlievaluation areas (Figures 32 and 34 and Table
F2 in Appendix F).

Class 2 — land area over the HCL

The Type4 model method generates the greatesidodiv<appa estimation values (0.27-0.83) for
class 2 within the evaluation areas: buff. 11mf.e@m, and buff. 100m. The Agrell50m model
method generates the lowest individual Kappa estimaalues (0.03-0.36) for class 2 within the
evaluation areas: buff. 11m, buff. 50m, and budOrh. The individual Kappa estimation values are
greater than 0.85 within the two largest evaluatimas (buff. 1500m and ‘whole area’) for all model
methods except the Typel model method (Figures1834 and Table F2 in Appendix F).
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Figure 34 Comparison of overall Kappa and indivitléappa estimations for the model methods witha th
different sized evaluation areas; buff 11m, 50n@m01500m, and ‘whole area’ (Figure 6). The areiéfledence
for class 1 is included to illustrate its linkagethe Kappa values. A greater areal difference gajanerates
increased difference between the individual Kapglaes for class 1 and class 2. Numbers for thenedéd
overall Kappa values for each model method arertegdn the figure.
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45.1.3 Areal difference

The areal difference of class 1 (land area undeHBL) and class 2 (land area over the HCL) for the
model methods compared to the interpolated referdata within evaluation areas: buff. 11m, buff.
50m, buff. 100m, buff. 1500m, and ‘whole area’ presented in Figures 35 and 36 and in Table F3 in

Appendix F.
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Figure 35 Class 1 areal difference values for madethods: Manual, Typel, Type3, Type4, Type4top,
Agrell2m, and Agrell 50m within the evaluation asebuff. 11m, buff. 50m, buff. 200m, buff. 1500md, ‘&vhole
area’.
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Figure 36 Class 2 areal difference values for madethods: Manual, Typel, Type3, Type4, Type4top,
Agrell2m, and Agrell 50m within the evaluation asebuff. 11m, buff. 50m, buff. 200m, buff. 1500md, ‘&vhole

area’.
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The areal differences decreases with increasedati@h area size for all model methods except for
the Agrell2m model method which withholds more ¢ansareal difference (below +£0.04) throughout
the evaluation areas. The Typel model method diffem this trend in the largest evaluation area
(‘whole area’) generating its maximum areal differe value of around +0.4. The significant areal
difference values are in general positive for clhssid negative for class 2 for all model methods
except for Typel model method. The areal differaradaes are greatest for model methods: Manual
(from £0.03 up to £0.52), Type4dtop (from £0.0004top:0.62), and Agrell50m (x£0.04 up to +0.56).
The areal difference values are intermediate fadehmethods: Type3 (£0.006 up to £0.21) and
Type4 (£0.0004 up to +£0.18). The Typel model metdwaal difference varies from £0.002 to £0.18
excluding the largest evaluation (‘whole area’,lakped above).

The number of cells included in the computationthefKappa and areal difference estimations for
each evaluation area in the Vasterbotten pilot sreeesented in Table 6.

Table 6 Number of cells included in the computatiohthe Kappa and areal difference estimationsefrh
evaluation area within the Vasterbotten pilot area.

Evaluation area | No. of cells

11m buffer 120159
50m buffer 593372
100m buffer 127753f
1500m buffer 28569234
‘whole area’ 160199649

4.5.2 HCL boundary classification accuracy — “buffer method”

In this section, the resulting completeness, ctmess, quality, and redundancy measures for the
model methods computed using the “buffer method”mesented. The completeness, correctness,
guality, and redundancy are used to measure thsifitation accuracy of the HCL boundary lines
generated by the model methods in relation to a H@lindary line interpolated from the reference
data. For further discussion of the results segoseb.1.

4521 Completeness

The percentage of the HCL boundary interpolaterhftive reference data for the whole of the
Vasterbotten pilot area which is explained by tleglated HCL boundaries is according to the
completeness measure 30.2%, 9%, 16.7%, 26.3%, 226%%, and 7.7% for the model methods
Manual, Typel, Type3, Type4, Type4dtop, Agrell2nmd &grell50m respectively (Figure 37 and Table
F4 in Appendix F).
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"Buffer method" measures for total HCL boundary
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Figure 37 Completeness, correctness, quality addmeancy measures for the evaluation of the claasibn
accuracy of the total HCL boundary within the Vésttten pilot area. Percentage numbers for the gyal
measures are inserted in the figure.

The percentage of the HCL boundary interpolatenhftioe reference data for the area within the 200
m flat buffer which is explained by the modeled Hixundaries is according to the completeness
measure is 41.9%, 15.6%, 43.5%, 66.0%, 42.9%, 21aP%6.3% for the model methods Manual,
Typel, Type3, Typed, Typedtop, Agrell2m, and Adi@th respectively (Figure 38 and Table F4 in
Appendix F).

"Buffer method" measures for the HCL-boundary within the 200 m
flat buffer around ref. data
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Figure 38 Completeness, correctness, quality addmeancy measures for the evaluation of the claasibn
accuracy of the HCL boundary within the 200 m flaffer around the reference data for the Vastedrotiilot
area. Percentage numbers for the quality measuresrserted in the figure.
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The lowest completeness measure values are gethésatke Typel model method (9%) and the
Agrell50m model method (7.7%) and the highest cetepless measure values are generated by the
Manual model method (30.2%), the Type4 model me{@6aB3%), and the Agrell2m Model method
(26.0%) if total HCL boundaries within the Vastettea pilot area are included in the computatiohs. |
only HCL boundaries adjacent (within the 200 m Hatfer) to the reference data (digitized using
hillshade relief maps) are included the lowest detemess measure values are generated by the
Agrell50m model method (6.3%) and the Typel modeathod (15.6%) and the highest completeness
measure values are generated by the Type4 modebthé6%), the Type3 model method (43.5%),
and the Type4top model method (42.9%).

4522 Correctness

The percentage of correctly modeled HCL boundarytihe percentage of modeled HCL boundary
which lie within the 6.25 m buffer around the refiece data for the whole of the Vasterbotten pilot
area is 30.2%, 0.1%, 15.1%, 24.1%, 21.3%, 27.5%188% for the model methods Manual, Typel,
Type3, Type4, Typedtop, Agrell2m, and Agrell50mpedtively (Figure 37 and Table F4 in Appendix
F). The percentage of correctly modeled HCL forahesa within the 200 m flat buffer is 45.1%, 7.8%,
32.0%, 41.3%, 31.4%, 24.5%, and 3.2% for the modthods Manual, Typel, Type3, Type4,
Type4top, Agrell2m, and Agrell50m respectively (kg 38 and Table F4 in Appendix F).

4523 Quality

The quality measure values i.e. the percentageat¢hred modeled HCL boundary (TP) to the sum of
the length TP, FP, and FN for the whole of the ®#zitten pilot area is 17.6%, 1.8%, 14.7%, 12.6%,
15.4%, and 4.4% for the model methods Manual, Typgfe3, Type4, Typedtop, Agrell2m, and
Agrell50m respectively (Figure 37 and Table F4 ppAndix F). The quality measure values for the
area within the 200 m flat buffer around the refieeedata is 26.7%, 5.5%, 22.4%, 34.8%, 22.2%,
12.5%, and 3.2% for the model methods Manual, Typgfe3, Type4, Typedtop, Agrell2m, and
Agrell50m respectively (Figure 38 and Table F4 jppAndix F).

45.2.4 Redundancy

The percentage to which the matched modeled HChdemy lengths (TP) are redundant i.e. overlaps
itself compared to the matched reference data (fT&®"the whole of the Vasterbotten pilot area is
with -2.2%, 3.8%, -0.3%, 4.6%, 0.3%, -0.7%, and/-6%6 for the model methods Manual, Typel,
Type3, Type4, Typedtop, Agrell2m, and Agrell5S0mpedtively (Figure 37 and Table F4 in Appendix
F). The percentage to which the matched modeled biftindary lengths (TP) are redundant for the
area within the 200 m flat buffer is -9.6%, -0.4%2%, 13.0%, 0.7%, -6.4%, and -47.3 % for the
model methods Manual, Typel, Type3, Type4, Typeddgpell2m, and Agrell50m respectively
(Figure 38 and Table F4 in Appendix F).

4.5.3 Elevation error for model methods

The elevation errors for the model methods baseti®@i00 random sample points (section 3.3.3) are
presented in this section. For further discussidh@results, see section 5.1.6. Normal Quantdesp

of the signed elevation error for the 100 randomas indicate non-normal error distributions ftbr a
model methods (see Figures C1-C7 in Appendix C).

The elevation error for the model methods measatdide 100 random samples are described by the
median (for both signed and absolute elevatiorrgrrthe normalized median absolute deviation
(NMAD), the 68.3% quantile (for absolute elevatemors), and the 95% quantile (for absolute
elevation errors) values in Table 7 and FigureT3@ standard deviation (Std.) values for the model

64



methods signed elevation errors are included forparison with the NMAD values (Hasan et al.
2012, Hohle and Hohle 2009).

Table 7 The median, NMAD, 68.3% quantile, and 9%#ntjle of the elevation error for the different ded
methods. The largest error values are highlightedeid, the second largest error values are hightighin
orange, the second smallest error values are higitéid in yellow, and the smallest error values lagghlighted

in green.
Measure
(input data = Elevation error measures (m) for the model methods
|Ah| orAh) Manual |Type 1 | Type 3 | Type 4 | Type 4top | Agrell2m | Agrell50m
68.3% Q Ah| 2.70 1.52 1.15 1.51 2.38 4.35
95% Q Ah| 4.95 5.97 2.98 3.47 3.56 10.73
medianjh| 1.16 0.96 0.79 1.10 1.83 2.92
medianAh +1.16] -0.04] +0.79] +0.25]  +1.01  -0.42[ON0|
NMAD Ah 1.59 1.17 0.92 0.82 291 3.51
Std.Ah 1.66 2.13 1.33 1.34 3.41 6.34
Elevation error measures for the model methods
30
+
20
max T
10
E = NMAD Ah
S 0 < 068.3% Q |Ah|
5 .
5 95% Q |Ah|
g -10 « Std. Ah
g X median Ah
wl
220 + max Ah
= min Ah
-30
min =
-40
Manual Typel Type3 Typed Typedtop  Agrell2m  Agrell50m
Model method

Figure 39 Maximum (max), minimum (min), median (5i%antile), Normalized Median Absolute Difference
(NMAD), and standard deviation (Std.) computed gisigned elevation errakh and 68.3% quantile (68.3%Q)
and 95% quantile (95%Q) computed using absoluteagilen error Ah| for the model methods Manual, Typel,
Type3, Type4, Typedtop, Agrell2m, and Agrell50mizdatal aligned numbers shown in bold are the rardi
values. The standard deviation (Std.) values fersilgned elevation errorsh are shown for comparison with
the NMAD values.
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4531 Median

The signed median (50% quantile) elevation erra@dianAh) is greatest for the Agrell50m model
method (+2.49 m) and the Manual model method (+@nL6The lowest signed median elevation error
is generated by the Typel model method (-0.04 mtla@ Typed4 model method (+0.25 m). The
absolute median (50% quantile) elevation error (amgth|) is greatest for the Typel model method
(6.01 m) and the Agrell50m model method (2.92m Tdwest absolute median elevation error is
generated by the Type4 model method (0.79 m) andype3 model method (0.96 m) (Table 7 and
Figure 39).

4532 NMAD
The NMAD measure (NMADAN) is greatest for the Typel model method (8.97nd) lowest for the
Type4top and Type4 model methods (0.82 m and 0.8&spectively, Table 7 and Figure 39).

45.3.3 68.3% quantile and 95% quantile

68.3% quantile:

68.3 % of the absolute elevation errors (68.3%l6) [have a magnitude within the range 0-11.47 m
for the Typel model method, 0-4.35 m for the Adi@th model method, 0-2.70 m for the Manual
model method, 0-2.38 m for the Agrell2m model meih®1.52m for the Type3 model method, O-
1.51 m for the Type4top model method, and 0-1.16mthe Type4 model method (Table 7 and
Figure 39).

95% quantile:
95 % of the absolute elevation errors (95%AK))|have a magnitude within the range 0-27.7 nitfer

Typel model method, 0-10.37m for the Agrell50m madethod, 0-5.97m for the Type3 model
method, 0-4.95 m for the Manual model method, @ 3&for the Agrell2m model method, 0-3.47 m
for the Type4top model method, and 0-2.98 m forTiyee4 model method (Table 7 and Figure 39).

The 68.3% Quantile, 95% Quantile, median, and NMalies for the 100 random evaluation sample
points indicate overall greater elevation errorsfie Typel model method and the Agrell50m model
method and overall lower elevation errors for tiypd4 model method.
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5 Discussion

5.1 Result

The evaluation methods (error matrix, “buffer methand elevation error assessment) applied to
compare the model methods indicate that the Typedielrmethod generates results nearest the
manually digitized reference data. In this sectlmresults from the evaluation of the HCL data
generated by the model methods within the Vasterbgtilot area are discussed.

5.1.1 Error matrix

The estimated overall Kappa and individual Kappaescomputed from the error matrices increase
with increased size of the evaluation area dubd¢dHCL being a boundary line and the error matrix
designed for evaluating classification of area.dladding area on either side of the HCL boundary
increases the ratio of successful classified celtspared to the ratio of unsuccessful classifidid
well as decreases the areal difference measuréigees 31 and 36 in the Results chapter). This fa
makes the error matrix evaluation method (Lillesahdl. 2008, Martensson and Pilesjo 2004) not
ideal for evaluating boundary classifications, thet result gives an indication of the general
performance of the model methods. The smaller etialu areas are applied to approach Kappa
estimations for the actual HCL boundaries instda€iappa estimations for the two HCL surface
classes: land area under the HCL (class 1) anddeesdover the HCL (class 2). Within the
Vasterbotten pilot area the estimated overall Kagpaes are highest for the Manual, Type3, Type4,
and Type4top model methods at smaller evaluatiales¢11m to 100m buffer) and similar for all
model methods except the Typel model method atdagnluation scales (1500m buffer and ‘whole
area’). The Type4 model method generates HCL nieggisate 32.4%, 73.4%, and 84.6% better than a
HCL-map made by chance (Martensson and Pilesj)Z004he evaluation areas buff. 11m, buff.
50m, and buff. 100m respectively (see Figure 31Tatfde F1 in Appendix F). For the same
evaluation areas the Agrell50m model method (thieeati HCL surface data available at SGU)
generates HCL maps that are 5.0%, 28.9%, and 48488 than a HCL-map made by chance.

A greater areal difference value generates inctedierence between the individual Kappa values
for class 1 and class 2 (Figure 36 in the Resulpter). This illustrates that the HCL boundary
generated by a model method possesses a systshifittowards land area under the HCL or land
area over the HCL. E.g. a positive areal differeiocelass 1 means the area under the HCL is
overestimated and a negative areal differencelé@scl means the area under the HCL is
underestimated. The areal difference of class Ickass 2 is confirmed by the median values of the
signed elevation error samples for the model mettisele Figure 39 in the Results chapter).

5.1.2 Completeness

Generally the lowest completeness measure vals®s Higures 37-38 in the Results chapter) are
found in the evaluation of the total HCL boundamy the Vasterbotten pilot area and the highest
completeness measure values are found in the ¢walud the HCL boundaries adjacent (within a
200 m flat buffer) to the reference data. This leannterpreted as that there is a greater differenc
between the modeled HCL boundaries and the intatgblreference data in areas lacking the actual
manually digitized reference data (thus lackingaaippt wave washed features to base the digitizing
on). A conclusion drawn from this observation iatthncertainty of the completeness measure
increases with distance from the actual manuaditided reference data. For both the total accuracy
evaluation and the accuracy evaluation including data adjacent to the HCL reference data (within
200 m flat buffer) the lowest completeness measalges are generated by the model methods
Agrell50m (7.7% and 6.3% respectively) and the Tly(8% and 15.6% respectively). The Type4
model method generates the highest completenessimezalue for the evaluation adjacent to the
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digitized HCL-boundaries with 66% i.e. Type4 exptab6% of the reference data. The Type4 model
method is also among the three model methods gamgthe highest completeness measure values
for the accuracy evaluation of the total HCL bouyd26.3%) (Figures 37 and 38).

5.1.3 Correctness

The correctness measure values (see Figures 3vVtB88 Results chapter) are generally higher for the
evaluation of modeled HCL boundaries adjacent (wigh200 m flat buffer) to the digitized reference
data than for the evaluation of correctness fomthele Vasterbotten pilot area. The highest
correctness measure values are found for the nmogliblods Manual (45.5%) and Type4 (41.3%)
within the 200 m flat buffer and for the model nedk Manual (30.2%) and Agrell2m (27.5%) for the
evaluation of the total HCL boundaries. Lowest eotness values are generated by the Typel (0.1%
and 7.8%) model method and the Agrell50m (13.3%3a88) model method for the whole area and
the 200 m flat buffer area evaluations respectivietpnclude that according to the correctness
measures, the Manual model method and the Type#Imuethod models the interpolated reference
HCL boundary most accurately in areas adjacertda@ttual manually digitized reference data, and
the Manual model method and the Agrell2m model wetinodels the interpolated reference HCL
boundary most accurately in average for the eatiea (Figures 37 and 38).

5.1.4 Quality

The quality measure takes into account both thepbeteness and the correctness measure values
(Heipke et al. 1997). In general the quality meas\see Figures 37-38 in the Results chapter) are
lowest for the accuracy evaluation of the total Hézlundaries within the Vasterbotten pilot area.
Quality measures range from 1.8% (Typel) to 17.8PAnyal) for the classification accuracy
assessment of the total boundaries generated bydtel methods for the Vasterbotten pilot area. The
Quality measures for HCL boundary within the 20@ahbuffer around the manually digitized
reference data range from 3.2% (Agrell50m) to 34(8Ype4). The highest quality measure values
are generated by the Type4 (34.8%) model methodreniflanual (26.7%) model method for the
accuracy evaluation of HCL boundaries adjacenteéaomanually digitized reference data (within the
200 m flat buffer). The lowest quality measure eslare generated by the Typel model method and
the Agrell50m model method confirming the visuagpaction of the resulting HCL maps (see Figures
29-30 in the Results chapter). A quality value oépresents a 100% match between a modeled HCL
boundary and the reference HCL boundary data mgahat the length of modeled HCL boundary
falling within the 6.25 m buffer around the refecerHCL boundary (TP) is the same as the summed
length of extracted data (TP+FP) and unmatchedeamte data (FN) i.e. FP and FN are O (see Eq. 7 in
the Methods chapter). The resulting quality measswpport the conclusion that the Type4 model
method is in summary the model method that prodade¢€L boundary with closest match to the
reference HCL data (Figures 37 and 38). The claasibn accuracy results are generated using a 6.25
m buffer radius corresponding to approximately tizdf width of the extracted feature i.e. wave
washed ridges within the Vasterbotten pilot areeijke et al. 1997). The HCL boundary line is
assumed to be modeled correctly if it falls witttie width of the crest or trough of an averagedsize
wave washed ridge within the Vasterbotten piloaatehoosing a too large radius risks the inclusion
of HCL sections belonging to other parts resultimgn overestimation of the classification accuracy
(Rutzinger et. Al 2012). Choosing a buffer smatlean the internal accuracy of the extracted feature
i.e. a wave washed ridge would risk underestimatiegclassification accuracy (Heipke et al. 1997).

5.1.5 Redundancy

The redundancy for the model methods are in gef@rahnd even negative (from -27.6% to 4.6% for
the total HCL and from -47.3% to 13.0% for the H@ithin the 200m buffer, see Figures 37-38 in the
Results chapter) indicating that the interpolatfdnence HCL boundary falling within the 6.25
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buffers around the modeled HCL boundaries hasateréength than the modeled HCL boundary. A
negative redundancy can be interpreted as thantimpolated reference data is more complex than
the modeled HCL data (thus has a greater lengithjabthe percentage of the reference data that is
explained by the model method (“TP") is greatenttiee percentage of extracted data that lies within
the 6.25 m reference buffer (TP) (see Eq. 8 irMeé&hods chapter).

5.1.6 Elevation error

The average vertical elevation error for the ingaiasets used in the model methods is 0.5 m for the
high resolution DEM (Lantmateriet 2015) and 2 mtfoe HCL data based on the old 50 m resolution
DEM (SGU 2015d) (Table 1). The accuracy of the nadigudigitized HCL boundary reference data
based on the high resolution DEM can be expectée taround 0.5m, ignoring errors introduced by
the digitizing process and by interpreter bias.gkdog to Smith et al. (2006) geomorphological
features manually digitized from LIiDAR generatedthresolution DEM are near ground truth
accuracy. The accuracy of the model methods baséueoold HCL data i.e. the Agrell50m and the
Agrell2m model methods, depends on the accura€igemriginal methods used to determine the
HCL locations which are varying for this datasetrpiled by Agrell 2001 from different HCL
studies), the digitizing process of the compiledlH@ation data and the accuracy of elevation data
extracted to the HCL locations (determined by thgial leveling method or extracted from DEMS).
According to the metadata linked to the old HCLadatovided by SGU (SGU 2015d) the average
elevation error is about 2m.

The absolute elevation error measures (median, NMBRB % quantile, and 95 % quantile) are used
to determine the magnitude of the elevation errodpced by the model methods in relation to the
reference data (see Figure 39 in the Results chapiglAD can be used as an estimate of the
standard deviation of error datasets not normadiiriduted and is not sensitive to outliers (H6duhel
Hoéhle 2009). NMAD approaches the standard devidtomormally distributed datasets if the sample
size is sufficient (Hohle and Hoéhle 2009). Samplargiles of the absolute elevation error distriuiti
can be used to illustrate the magnitude of therefay non-parametric distributions. 68.3 % of the
absolute elevation erroralj|) have a magnitude within the range 0 — 68.3%eaand 95% of the
absolute elevation erroralj|) have a magnitude within the range 0 — 95% djea(ftigure 39).

The model methods with smallest elevation erropetiag to the elevation error evaluation of the 100
random samples are Typed4, Typedtop, and Agrell2iin 98 % of the absolute elevation error having
magnitudes within the ranges 0-2.98 m, 0-3.47 d,&B.56 m respectively. 68.3% of the elevation
errors for model methods Type4, Typedtop, and Agmehave a magnitude of 0-1.15 m, 0-1.51 m,
and 0-2.38 m respectively. Note the high elevagioor of the minimum value for the Agrell2m

model method (about -27 m) which most likely repres an outlier. Also 68.3% of the elevation
errors for Type3 model method (0-1.52 m) have amitade lower than for the Agrell2m model
method although 95% of the Type3 model methodsaélav errors have a magnitude range (0-5.97
m) greater than the Agrell2m model method. The Tymedel method and the Agrell50m model
method have the greatest elevation errors with 8b#e errors having magnitudes within the ranges
0-27.70 m and 0-10.73 m respectively and 68.3%®Etrors having magnitudes within 0-11.47 m
and 0-4.35 m respectively (Figure 39 in the Restiiepter).

The signed median (50 % quantile) for the elevagioor data sets can be used to determine around
what value the errors are distributed. The signediam can thus be used as an indicator of if the HC
boundary line generated by the model method poss@spositive or negative systematic elevation
error distribution or random elevation error distion (Figure 39 in the Results chapter). The
estimated areal differences measures resulting fin@enerror matrix for the 11 m buffer evaluation
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area (Figure 34 in the Results chapter) are coefirby the median values of the signed elevation
errors. Notable is that the median of the signedation errors for the model methods Manual, Type4,
and Type4top are between +0.25-1.16 m and the nuamiglevation error values (about 5-6 m) are
slightly larger than the minimum elevation erraabdqut 0.65-3 m), thus by shifting the median
towards 0 m by adjusting the model methods woutdipce overall lower absolute values of the
elevation error.

5.2 Method
In this section different aspects of the methodslired in the development of the model methods are
discussed.

5.2.1 Method choice

A method based on only the high resolution DEM dea chosen over a multivariate method using
different data sources available to this study @ugternary data supplied by SGU (SGU 2015e-g)
mainly due to the difference in spatial resoluti@tween these datasets (Table 1). One aim of this
project is to develop an automated method whichbeansed to update the HCL database to fit the
resolution of the national high resolution DEM, walinicannot be achieved by introducing data with
lower spatial resolution. Quaternary informationhewever, advantageously used for manually
digitizing the HCL using hillshade maps generatedifthe high resolution DEM. A multivariate cell-
classification approach utilizing other datase/@nLSP rasters generated from the DEM data could
be used to automate the identification of areastefest with HCL characteristics. This is not
necessary for areas were the HCL location is waglichented, but can be useful for areas were the
elevation of the HCL is unknown. A method that erdes the specific patterns of landforms used for
identifying the HCL in high resolution hillshade psaat wave wash dominated areas was of interest.
Both wave washed features and glacial flow lineateatures often appear in parallel ridges why the
choice (supported by a literature study) fell ore&r extraction methods. Breakline extraction masho
are aimed for mapping boundaries more so thanifitagi®n on cell level.

5.2.2 Choice of LSP for HCL landform extraction

The choice of using curvature LSP to extract lifeatures related to wave washed features and
glacial flow lineation was based on literature gtadd visual evaluation. An alternative can bege u
roughness index LSP at certain scale dimensioo@istinguish wave washed land areas consisting of
several parallel ridges from other land area simildhe methods used by McKean and Roering
(2004) and Berti et al. (2013) to map units witleindslides. Roughness index LSP was however used
for the breakline classification step in the Test & area within the Gastrikland pilot area withited
success (see Figure 12 in the Results chapter)vishel evaluation of the LSP rasters showed tiat t
residual DEM LSP enhances local linear featureged|to wave washing and glacial flow as well and
may thus be an alternative to using curvature Ld8Rhie extraction of breaklines. However the
literature study conducted for this project moegfrently suggest curvature LSP than residual DEM
LSP to be used for extraction of breaklines.

5.2.3 Scale dimension

By applying a similar method as Rutzinger et a1 the visual scale dimension evaluation step can
be made more automatic and thus more objectiveifdr et al. (2012) process several LSP rasters
with a range of scale dimensions and compare thétiieg completeness, correctness, and quality
measures to select the optimal moving window sizeHe application. By applying the model
methods on all the suggested LSP rasters (redixiisl, roughness index, “normal/mean” curvature,
profile curvature, and plan curvature) for evergleadimension investigated in this project (around
20) would make the model methods more objectivealagt more time demanding.
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5.2.4 Breakline classification using coarse scale LSP arabject attributes

Of the investigated LSPs (residual DEM, roughnadex, curvature, and relative topographic
position) no ideal LSP is found to separate lamé avith wave washed features from land area with
glacial flow lineation features satisfactory. Caasgale dimensioned (99x99 cells) roughness index
LSP works to some degree in the Test run 1 ardanitihe Gastrikland pilot area (see Figure 12 en th
Results chapter) but not in the Vasterbotten pifet. The reasoning behind using de-trended LSP
rasters (Lillesand et al. 2008) is that it will uésn an acceptable separation of wave washedest
and glacial flow lineation features for larger studeas since the elevation trend is removed. Even
though a change of roughness often is present tdabe HCL boundary, a simple de-trended
roughness index LSP is not enough to distinguistttiaracteristics of areas with wave washed ridges
from other areas with similar roughness index. Atee roughness index for areas with wave washed
features can differ between regions depending @rtlge type and amount of sediment present at the
location. Coarse scale dimensioned (2999x2999)aeltsdual DEM (high-pass filter image) looks
promising when visually evaluated within the Vébtdten pilot area (see Figure 13 in the Results
chapter) and was used in the Typel model methodeMer the resulting HCL boundary generated by
the Typel model method (see Figure 18 in the Reshhpter) appears to depict the LSP raster used
for the separation of wave washed features andaglateation features to a greater extent than the
actual HCL alone (Figure 40).
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Coarse dimensioned (2999x2999 cells) residual DEM used for the breakline classification in the Type1 model method
copared th the resulting HCL boundary, Vasterbotten pilot area, Sweden

\ N 5

Coordinate System: SWEREF99 TM
Projection: Transverse Mercator

Type1 selection procedure Datum: SWEREF99
False Easting: 500 000.0000
—— Type1 model method HCL boundary False Northing: 0.0000
Central Meridian: 15.0000
GRIHSL <R Cgrenting Scale Factor: 0.9996
2999x2999 cell residual DEM class Latitude Of Origin: 0.0000
Glacial flow (20.0 to 111.2 m) Bliiks: Metsr
Data source: SGU, Lantméteriet N
Wave washed (-4.9 to 20 m) Map author: Anna Lundgren A
[ Other(98.1to-5m) Date: 2015-10-14

Figure 40 Coarse scale dimensioned (2999x2999)aeltsdual DEM used for the classification of lazeta
with wave washed features and land area with gldtoav lineation features within the Vasterbottdtoparea
compared with the resulting HCL boundary generdigdhe Typel model method.
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A method to separate extracted wave washed brealiiom glacial flow lineation breaklines is an
essential classification step in the Typel moddhogtto succeed with the intersection procedure tha
generates the final potential HCL points. Howewer $patial classification step seems to require a
result near a model of the HCL to succeed withpaussion of the breaklines which may be hard to
achieve using only one LSP or even a combinatidcSéfs at certain scale dimension. The question
one may ask is what the breaklines would add todeialready describing the HCL at a level able to
separate land area with wave washed features findatea with glacial flow lineation features? The
answer must be that the resulting intersection éetwglacial flow lineation vectors and breaklines
related to wave washed features adds precisiotharisdncreases the models resolution to fit
information present in the high resolution DEM. Keep the spatial classification step objective
consideration of what data to use (old HCL datayaion ranges customized to local HCL mean,
coarse scale roughness index data (used in te4) raparse scale curvature data, coarse scale stop
aspect data, etc.) and how the choice will affieetresult must be taken. Using, for instance, tte o
HCL data to classify land area with wave washetlufea and land area with glacial flow lineation
features may limit new findings of the HCL. Therigiite classification step used in theTypel model
method is in its current version too coarse e.gaklines with mean orientation, sinuosity, and teng
attributes corresponding to the criteria set facgll flow lineation breakline attributes are
misclassified as glacial flow lineation breaklin@ssuccessful Typel model method could be assumed
to produce accuracies near the Type3 model metichvis based on the same method but uses a
manual breakline classification. The Typel modeihme results concludes that further work is
needed to develop an automated classification rdaibimg LSP classes and breakline attributes to
separate wave washed features and glacial linefgtinres by e.g. adding more steps to refine the
separation and classification of the extractediimees to filter away unwanted breaklines.

5.2.5 Interpolation method

The IDW interpolation method (ESRI 2015k) was chmofge the interpolation of the HCL surfaces
because it is a commonly used interpolation methds been used by SGU to produce the current
HCL surface (SGU 2015d), and the IDW methods protese is faster than the alternative Kriging
interpolation methods (ESRI 2015l) which, is an amant point when working with large datasets.
The elevation of the HCL can be described to chamgdually from one location to the neighboring
locations with a general picture of minimum eleoatin the south of Sweden and maximum elevation
in the northern parts of Sweden. The IDW interpgofatnethod takes into account the distance to
input values when interpolating a value which wotdgture the main elevation changes of the HCL
well. Disadvantages mentioned for the IDW interfiolaat the ArcGIS 10.2 desktop help webpage
(ESRI 2015K) is its decreased performance to gemardesired surface if input data is sparse and
unevenly distributed. All input data points lie adplines (the HCL boundary) and are not spread over
the surface to be interpolated i.e. a model obldesea surface at the time when it reached its
maximum extent of the transgression and thus ggesgéa level elevation (not synchronic for the
whole of Sweden and thus not resembling a natuaéémsurface). Although located along the HCL
boundary the input data is dense for the Typeld23®ints), Type3 (1739 points), Type4 (6680
points), and Type4top (3736 points) model methadssparse for the Manual (18 points), Agrell2m

(3 points), and Agrell50m (3 points) model methaathin the Vasterbotten pilot area (see Table 5 in
the Results chapter). The interpolated HCL surfaseld obviously decrease in accuracy with
distance from the HCL boundary and thus the injte thowever it is the accuracy of actual boundary
which is of interest in this study. The total numbg&input data points varies with model method and
generally an increased number of input data peegslts in an interpolation surface with higher
accuracy nevertheless dependent on the accurdbg ofput data.
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A variable search radius was used for the IDW pukation of the HCL surfaces instead of a fixed
search radius to base each interpolated point oal @gmber of points (here 12) and to produce a
complete surface without holes/gaps. This paransetiting was used due to varying density of input
HCL data points generated by the model methods i§ha larger source of error for the model
methods having very few HCL points within the piota i.e. the Manual model method, the

Agrell2m model method, and the Agrell50m model methThe other model methods generate denser
HCL points and thus will use a similar search radithe HCL surface used as reference interpolated
from points along the manually digitized HCL boundé@eference data for the pilot area) have
densely spaced HCL-points corresponding to thdutiso of the high resolution DEM to minimize
error (see section 3.2.11).

5.2.6 Processing time

The automated elongation step of glacial flow lir@avectors used in the Typel model method had
the longest processing time of all process stepd isthe model methods mainly explained by
lacking functionality of the ArcGIS 10.2 tools aladile (see Appendix A). This problem can
presumably be solved by designing a more suitalolefor the elongation step using e.g. Python.

Processing time for the Type4 and Type4top modé¢hauts is estimated to be lower than for
manually digitizing using the argument that theraps does not need to digitize objects manually
only classify breaklines which have been autombyichgitized using the curvature breakline
extraction method. The Type4 and Type4top modehous do not include the elongation and
intersection method (included in the Typel andliyy@e3 model methods) which eliminates
classification of breaklines related to glacialflbneation and the time demanding elongation step.

Estimated length of HCL sections with delta donimga(10753 km) and wave washed dominated
(6719 km) landform types of the HCL areas mappeathdiuthe pre-study is approximately 17472 km
(Figure 41). Approximately 236 km of the wave wakdeminated HCL boundary line lies within the
Vasterbotten pilot area which corresponds to aBda# of the total wave washed dominated HCL
boundary mapped during the pre-study. The lengtmasons are based on the current HCL data
provided by SGU (SGU 2015d, referred to as the Kgfiem model method in this study) in
combination with the manually digitized HCL locat®generated during the pre-study (see Figure 3
in the Methods chapter).
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5.3 Sources of error

Main sources of errors include input data accurantgrpreter bias during manual mapping and
parameter settings of GIS-tools, uncertainty inhmdtdevelopment path due to the experimental
nature of the project using an iterative trial &nar approach, and limits of ArcGIS 10.2 toolsdise
the model methods e.g. interpolation algorithms.

5.3.1 Input data
The accuracies of the input data (original DEM, ldldL data, Quaternary data) and the refined data
(extracted breaklines for certain scale dimenséwa)a contributing source of error.

The objectivity of using related data as ‘starfooynt’ for generating new or updated data should be
discussed. The HCL data compiled by Agrell (20C49 been used as ‘starting point’ for the manually
digitized HCL location data generated in the predgtand for narrowing the search area when
manually classifying the extracted breaklines ipd4 and Type4top model methods in the present
study. ‘Starting point’ data is important ancillanformation to make the mapping process efficient.
The supporting HCL data used in this project isdaed at least once by SGU through the compiling
work of Agrell (2001) which makes it a reliable sce of data. Attention should however be paid on
not letting the ancillary data completely conttw imapping process (e.g. manually digitizing or
breakline classification) to increase the chandéésding new information.

5.3.2 Interpreter bias

As for all manual mapping, interpreter bias is aree of error and therefore present in the manually
digitized reference data and the HCL data poirggided during the pre-study used in the Manual
model method. The interpreter bias can be assuoeé greater for the HCL points digitized for the
whole of Sweden during the pre-study (Figure 3httoa the reference data digitized for the
Vasterbotten pilot area (see Appendix E) due tatfierence in study area size and operator legrnin
phase. The time limit of the project, the studyassize, and the varying HCL environments present
throughout Sweden with differentiating difficultgMel of identifying the HCL are factors contribugin
to errors introduced in the manually digitizingld€L points during the pre-study.

Where to actually draw the boundary of the HCLpsmto interpretation and thus can be a source of
error when manually mapping the HCL if not standzed e.g. should the HCL boundary be drawn
above, on or below the highest positioned beadferid wave washed HCL locations? At HCL
locations identified by glaciofluvial delta plairthe positioning of the HCL boundary is even more
unclear due to lack of guidelines and thereforaperator is left to decide if the HCL should be
positioned e.g. at the outer delta edge (someteraded by later events), at a point representiag th
mid-elevation of the delta plain, or at the regtacial river mouth? A discussion of the HCL pamiti

in relation to beach ridges and beach ridge conggléx wave washed areas can be found in Passe
(1983). Berglund (2012) discusses the mean sehitex&ation to the HCL position determined using
wave washed features or glaciofluvial delta plairtte automated digitizing of breaklines and finally
the HCL boundary line is the strength of the depetbmodel methods in this project since it
minimizes some of the decisions open to interpiiaand therefore structures the mapping process
making it standardized and reproducible independertperator.

A source of uncertainty is the experimental natiréhis project with a constant development of
method throughout the project including the predgtand the project presented in this report. The
initial methods are taken from methods used inistudith similar applications (Cracknell et al. 301
Rutzinger et al. 2012; 2011; 2007, Lillesand eRAD8, Cavalli and Marchi 2008) and then adapted to
this projects application with consideration of Wwhedge base, data, and software available to this
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project. The methods used in the present projecbased on knowledge gained in the pre-study as
well as knowledge gained throughout the developmbate of the present study.

5.3.3 Parameter settings and tool functionality

Parameter settings for ArcGIS 10.2 tools (ESRI 2016sed in the model methods e.g. scale
dimension on moving window, curvature thresholads] ester to polyline conversion settings are
only visually evaluated in this project. If all paneter settings used in the model methods (see the
Methods chapter for more details) were systemadyicgttimized using e.g. a similar approach as
Rutzinger et al. (2012) used for optimizing movimigdow size, curvature thresholds, and buffer
radius for the classification accuracy assessmelgagier picture of what parameters affect the
accuracies of the model methods would be avail#gplying this kind of optimization assessment
would increase the data quality of the output fer successful model methods in this project but may
be a time demanding task.

The moving window scale dimension was set by geimgréow-pass filtered (smoothed) images of
the DEM at a certain scale dimension instead @ftliy in the curvature tool settings due to the
ArcGIS 10.2Curvaturetool lacking this functionality (ESRI 2015f ). ThecGIS 10.2Curvaturetool
uses a fixed moving window size of 3x3 cells whichy alter the results of the applied curvature
breakline extraction method. However the visual@atgon show that curvature LSP using different
scale dimensions set by the smoothed DEM inputresghthe sought features to different degree (see
Appendix B Figures B1-B3).

5.4 Future work
Possible future development steps for this pr@eet

- to apply the Type4 model method on all wave wastmdinated areas along the HCL in
Sweden (Figure 41),

- to optimize parameter settings for the successtdehmethods to reach the highest accuracy
possible i.e. model methods producing results climsmanual methods,

- to study the possibilities to improve the classifion step used in Typel model method to
reach a more automated and objective model metlitbdire same accuracies as the Type3
model method,

- to find existing or design a new program (using Byghon) more suitable for the elongation
step used in the Typel model method,

- toinvestigate if number of input data points diigaintly affect the model methods accuracies,

- toinvestigate if there is advantages of applyimmikg interpolation which is a more
advanced interpolation method (however processensive) taking advantage of geostatistics
of the phenomena to be modeled and is often usiihvgeology and soil science (ArcGIS
10.2 2015m),

- to develop a similar mapping method for HCL areamidated by HCL-deltas (Figures 41
and 3). Generating HCL surfaces extracted from Hi€ltas and from HCL locations
dominated by wave washed features gives the opptyto e.g. estimate the difference in
local formation elevation level.
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6 Conclusions

The Type4 model method and Manual model methodrgenelCL maps closest to the reference data
(i.e. manually digitized HCL data based on higlohation DEMSs) according to the classification
accuracy assessment measures resulting from threneatrix and ‘buffer’ method. The Manual model
method performs slightly better for the HCL boundas a whole (see completeness, correctness, and
guality measures for total HCL boundary Figure BIf)the Type4 model method performs better for
HCL boundary adjacent to the actual digitized refiee data (see completeness, correctness, and
guality measures for HCL boundary within 200 m fiaffer Figure 38). The higher accuracy
measures for the Manual model method are mosylggblained by the fact that the input data points
are part of the manually digitized HCL boundaryerehce data. The Typel model method and the
Agrell50m model method produces HCL maps that desithe most both in classification accuracy
and elevation accuracy from the reference data.

The Manual model method uses manually digitized H@ints as input which is more time
consuming than the automated methods used in the4Tgnd Type4top model methods. The result of
a fully manual method is not reproducible to thmealegree as an automated method. The Type4 or
Type4top model methods are more efficient and dymribble mapping methods to use than a fully
manual mapping method. The Type4 and Type4dtop muodeiods generate linear segments
(polylines) which can be used to extract elevatiata points at desired density further used to
interpolate a HCL surface.

To fully automate the manual mapping method usedap the HCL in wave wash dominated HCL
areas (see Figure 2) requires further investigafitbe main challenge is to succeed with an acceptab
separation of breaklines related to wave washddresand breaklines related to glacial flow
lineation features in the classification step. Témults from the Typel model method concludes that
coarse scaled residual DEM LSP rasters combinddleiitgth, mean orientation, and sinuosity
breakline attributes is an insufficient methoddaah the desired classification. The results from
Type3 model method indicates that even a succebgidl model method will reach accuracies (in
relation to the manually digitized reference datlpw the Type4 and Type4top models.

Objectivity, reproducibility, time efficiency angbatial accuracy are desirable characteristics of a
mapping methodology. In summary the Type4 modehowbf the methods developed for mapping
the HCL presented in this report comes closedtdsd objectives.
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9 Appendices

9.1 Appendix A

Modifying the Extend Line tool in Modelbuilder

TheExtend LineArcGIS tool (ArcGIS 10.2 2015b) was modified iretiiodelbuilderenvironment
due to long processing time and a bug which reguttehe FEATURE setting option to fail. The
FEATURE setting in th&xtend Lingool should limit the lines to be extended onlytte original
features in the input data layer and not to theresibns of the extending lines (which did not work)
This resulted in that each curvature vector cleesbis a glacial flow lineation feature breakliryetioe
Typel model method had to be processed individuallige elongation step. The following workflow
was used:

1. All mean orientation vectors classified as glaflialv lineation breaklines according to the
Typel model method (see Figure D3 in Appendix Djenselected. Then the third party tool
Split By Attributg(Figure Al, Fox SBA 2015) was applied to sepaaditglacial flow
lineation vector breaklines into separate filebaable to use tHextend LineArcGIS tool as
attended by the Typel model method.

"8, Split By Attribute 3
Feature Layer
[Location of HCL v}
Split Field
[ v

Optional Output Prefix
ld_

Output Directory

Browse

/| Only export selected features

Figure Al. The dialog window for the Split By Attrie tool (Fox SBA 2015) used to separate all glatow
lineation vector breaklines into separate files.

2. The single glacial flow lineation vectors (sepadatestep 1.) were merged with the curvature
polylines classified as wave washed feature breaklaccording to Typel model method (see
Figure D3 in Appendix D) producing a file for eaglacial flow lineation breakline included
in the analysis (Figure A2).
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Figure A2. Model used to automate the mergingrajlei curvature vectors classified as glacial flamehtion
breaklines by the Typel model method.

3. Due to the large amount of data (one file for tli&79 glacial flow lineation vectors included
in the analysis with 10004 polylines in each file¢ files wereClippedusing a 2050m buffer
around the glacial flow lineation vector in procesdéimit the processing time. The clipping
and elongation processes were automatized bdouglbuilder(Figure A3 and A4).

>

Modified Extend
Line tool

&

Select Layer By
Attribute

Figure A3. Model for the 2050m buffer clipping pess and the elongation process of individual gliaftiav
lineation vectors.
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Figure A4. Model of the elongation process (parthaf model in Figure A3) used to extend individglatial
flow lineation breakline vectors to the nearest eaxashed feature breakline.

9.2 Appendix B

Comparison of scale dimensions: original DEM (2x2 mters) - 19x19cells

Figures B1-B3 presents extracted “normal/mean” aume polylines for the scale dimensions of the
original DEM (2x2 meters) up to 19x19 cells foramea within the Vasterbotten pilot area.
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Comparison of extracted “normal/mean” curvature breaklines for scale dimensions
org_DEM, 3x3cells, 5x5cells, and 7x7cells for a subarea within the Vasterbotten pilot area, Sweden
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Figure B1 Comparison of breaklines extracted fromofimal/mean” curvature LSP rasters with scale
dimensions: of the original DEM (2x2 meters), 3gBs; 5x5 cells, and 7x7 cells respectively.
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Comparison of extracted “normal/mean” curvature breaklines for scale dimensions
9x9cells, 11x11cells, 13x13cells, and 15x15cells for a subarea within the Vasterbotten pilot area, Sweden
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Figure B2 Comparison of breaklines extracted fromofimal/mean” curvature LSP rasters with scale
dimensions: 9x9 cells, 11x11 cells, 13x13 celld, Bsx15 cells respectively.
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Comparison of extracted “normal/mean” curvature breaklines for scale dimensions
17x17cells and 19x19cells for a subarea within the Vasterbotten pilot area, Sweden
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Figure B3 Comparison of breaklines extracted fromofmal/mean” curvature LSP rasters with scale
dimensions: 17x17 and 19x19 cells respectively.

Detail examples from the breakline extraction in tke Vasterbotten pilot area

Figures B4-B14 shows detail examples of extractghtive and positive “normal/mean”, profile, and
plan curvature breaklines for different subareathefVasterbotten pilot area. The middle right imag
in the figures shows the hillshade map and the wriatigitized HCL boundary reference for the
subarea in question.
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Detail 2: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden

Normal/mean11x11 ’ Profile11x11

0 50100 ' 200 m 0 50100 200 m

0 50100 | 200'm 0 50400 200 m
T |

Coordinate System: SWEREF99 TM Curvature breaklines
Projection: Transverse Mercator
Datum: SWEREF99

False Easting: 500 000.0000

Negative curv.

False Northing: 0.0000 — Positive curv.
Central Meridian: 15.0000 g

Scale Factor: 0.9996 Hilishade_dem_h316
Latitude Of Origin: 0.0000 Value

Units: Meter - High : 254

Data source: SGU, Lantmaéteriet

Map author: Anna Lundgren - Low: 0

Date: 2016-04-04 HCL boundary

Old HCL data (Agrell50m) )N\

7205000 7210000 7215000 7220000 7225000

HCL ref. data

74000 745000 750000 755000 760000
Figure B4. Detail 2 of extracted negative and pgesitnormal/mean”, profile, and plan curvature brilines
for the Vasterbotten pilot area.
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Detail 3: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure B5. Detail 3 of extracted negative and pesitnormal/mean”, profile, and plan curvature brilines
for the Vasterbotten pilot area.
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Detail 4: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure B6. Detail 4 of extracted negative and gesitnormal/mean”, profile, and plan curvature brkignes
for the Vasterbotten pilot area.
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Detail 5: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure B7. Detail 5 of extracted negative and gesitnormal/mean”, profile, and plan curvature brkignes
for the Vasterbotten pilot area.
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Detail 6: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
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Figure B8. Detail 6 of extracted negative and gesitnormal/mean”, profile, and plan curvature brkignes

for the Vasterbotten pilot area.
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Detail 7: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
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Figure B9. Detail 7 of extracted negative and puesitnormal/mean”, profile, and plan curvature brilines

for the Vasterbotten pilot area.
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Detail 8: Comparison of extracted "normal/mean"”, profile, and plan curvature breaklines for the

scale dimension 11x11cells w a of the Vasterbotten pilot area, Sweden
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Figure B10. Detail 8 of extracted negative and pesi“normal/mean”, profile, and plan curvature kaklines
for the Vasterbotten pilot area.
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Detail 9: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure B11. Detail 9 of extracted negative and pesi“normal/mean”, profile, and plan curvature kaklines
for the Vasterbotten pilot area.
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Detail 10: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure B12. Detail 10 of extracted negative andifis “normal/mean”, profile, and plan curvature baklines
for the Vasterbotten pilot area.
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Detail 11: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden

Profile11x11

Normal/mean11x11

P A

»-0 50100 —200 m

,0 50100 200
Lieelas CF
Plan11x11

” ”

;0 50100 .200 m
O T |

Coordinate System: SWEREF99 TM Curvature breaklines
Projection: Transverse Mercator
Datum: SWEREF99

False Easting: 500 000.0000

/0 50100 200 m

AR e 2 T
Detail location®

v

Negative curv.

False Northing: 0.0000 — Positive curv.
Central Meridian: 15.0000 g

Scale Factor: 0.9996 Hilishade_dem_h316
Latitude Of Origin: 0.0000 Value

Units: Meter - High : 254

Data source: SGU, Lantmaéteriet

Map author: Anna Lundgren Low: 0

Date: 2016-04-04 HCL boundary

Old HCL data (Agrell50m) )N\

7205000 7210000 7215000 7220000 7225000

~——— HCL ref. data

740000 745000 750000 755000 760000

Figure B13. Detail 11 of extracted negative andifis “normal/mean”, profile, and plan curvature baklines
for the Vasterbotten pilot area.
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Detail 12: Comparison of extracted "normal/mean", profile, and plan curvature breaklines for the
scale dimension 11x11cells within a subarea of the Vasterbotten pilot area, Sweden
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Figure B14. Detail 12 of extracted negative andifios “normal/mean”, profile, and plan curvature baklines
for the Vasterbotten pilot area.
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9.3 Appendix C

Normal Quantile plots of elevation error for the malel methods

The normal Quantile plots for the 100 random sampfeslevation error for each model method is
presented in Figures C1-C7.

Normal Quantile plot of Manual model method signed elevation error
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Figure C1. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Manual model method.
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Figure C2. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Typel model method.
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Normal Quantile plot of Type3model method signed elevation error data
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Figure C3. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Type3 model method.
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Figure C4. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Type4 model method.

107



Normal Quantile plot of Typedtop model method signed elevation error
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Figure C5. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Type4top model method.

Normal Quantile plot of Agrell2m model method signed elevation error
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Figure C6. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Agrell2m model method.
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Normal Quantile plot of Agrell50m model method signed elevation error
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Figure C7. Normal Quantile plot of elevation errdos the 100 random samples along the HCL boundary
generated by the Agrell50m model method.
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9.4 Appendix D
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9.5 Appendix E

Ground truth data — digitized and interpolated
Figures E1 and E2 presents the HCL reference dat for the evaluation of the model methods in

the Vasterbotten pilot area.
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Manually digitized HCL reference data, Vasterbotten pilot area, Sweden
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Manually digitized HCL reference data and interpolated HCL surface reference data, Vasterbotten pilot area, Sweden
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9.6 Appendix F

Table F1 Overall Kappa estimation values for madethods Manual, Typel, Type3, Type4, Type4top,
Agrell2m, and Agrell50m for each evaluated area gimdicated by buffer) around the reference datee
lowest values are highlighted in red, the internagelivalues are highlighted in yellow, and the highalues
are highlighted in green.

Evaluation area | Overall Kappa estimation for model methods:

Manual | Typel | Type3| Typed | Typedtop| Agrell2m | Agrell50m
Buff. 11 m 0.376| 0.090| 0.274| 0.324] 0.247 0.215 h
Buff. 50 m 0.604 0.658| 0.734 0.694 0.533 0.289
Buff. 200 m 0.718 0.793| 0.846 0.826 0.696 0.488
Buff. 1500 m 0.947 0.954| 0.967 0.968 0.953 0.912
‘Whole area’ 0.952 0.956| 0.962 0.960 0.974 0.946

Table F2 Estimated individual Kappa values for sldsand class 2 within the evaluation areas: bafh150m,
100m, 1500m, and ‘whole area’. The lowest valuestaghlighted in red, the intermediate values are
highlighted in yellow, and the highest values aighlighted in green.

Evaluation area | Individual Kappa estimation for class 1: land areaunder HCL

Manual | Typel | Type3| Typed | Typedtop| Agrell2m | Agrell50m
Buff. 11 m 0.784 0.351| 0.394 0.646 0.207 0.113
Buff. 50 m 0.903 0.672| 0.780 0.929 0.527 0.532
Buff. 100 m 0.946 0.783| 0.868 0.953 0.713 0.766
Buff. 1500 m 0.997 0.929| 0.955 0.968 0.963 0.976
‘Whole area’ 1.000 0.962| 0.970 0.964 0.987 0.988

Evaluation area | Individual Kappa estimation for class 2: land areaover HCL

Manual | Typel | Type3| Typed | Typedtop| Agrell2m | Agrell50m

Buff. 11 m 0.248| 0.101| 0.225| 0.275 0.152 0.224

Buff. 50 m 0.453| 0.302| 0.644| 0.693 0.554 0.540

Buff. 100 m 0.579| 0.392| 0.804| 0.826 0.728 0.680

Buff. 1500 m 0.901 0.981| 0.980 0.967 0.943 0.857
‘Whole area’ 0.908 0.950| 0.955 0.956 0.961 0.908

Table F3 Areal difference values for model methddsual, Typel, Type3, Type4, Type4top, Agrell2m, an
Agrell 50m within the evaluation areas: buff. 1Duff. 50m, buff. 200m, buff. 1500m, and whole afée.
highest values are highlighted in red, the interratelvalues are highlighted in yellow, and the Istwealues
are highlighted in green.

Evaluation area | Areal difference estimation for class 1: land areainder HCL

Manual | Typel | Type3 | Typed | Typedtop| Agrell2m | Agrell50m

Buff 11 0.5213| -0.1130| 0.2185| 0.1782 0.5553

Buff. 50m 0.3000| -0.1524| 0.0203| 0.0549 0.2302| -0.0109

Buff. 100m 0.2092| -0.1240] -0.0123| 0.0222| 0.1175| 0.0216
Buff. 1500m 0.0339| 0.0027| -0.0187| -0.0091| 0.0004| 0.0071
‘Whole area’ 0.0470- 0.0060| 0.0078] 0.0042] 0.0128] 0.0414

Evaluation area | Areal difference estimation for class 2: land areaver HCL

Manual | Typel | Type3 | Typed | Typedtop| Agrell2m | Agrell50m

Buff 11 -0.5194| 0.1126| -0.2177| -0.1775 -0.5532

Buff. 50m -0.3477| 0.1767| -0.0235| -0.0636

Buff. 100m -0.2599| 0.1541| 0.0152| -0.0275
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Buff. 1500m -0.0661

0.0177

-0.0008

-0.0139

-0.0052| 0.0364
-0.0063

'Whole area’ -0.0489

-0.0081

-0.0044

-0.0133

-0.0430

Table F4 Completeness, correctness, quality, addmdancy measures for the evaluation of the claasifn
accuracy of the total HCL boundary and the HCL taany within the 200 m flat buffer around the refece
data for the Vasterbotten pilot area. For the coetphess, correctness, and quality measures thestighalues
are highlighted in green, the second highest valureshighlighted in yellow, the second lowest valare

highlighted in orange, and the lowest values aghlighted in red.

"Buffer method" measures for total HCL boundary

Manual | Typel| Type3 Typed Typedtop Agrellim Asfell
Completeness 0.302] 0.090, 0.167| 0.263 0.237 0.260
Correctness 0.302 0.151] 0.241 0.213 0.275 0.133
Quality 0.176 0.086| 0.147 0.126 0.154 0.044
Redundancy -0.022| 0.038] -0.003| 0.046 0.003 -0.007 -0.276

"Buffer method" measures for HCL boundary within 200 m flat buffer around

reference HCL

m  Agmall5

Manual | Typel | Type3| Typed Typedtop Agrell
Completeness 0.419] 0.156/ 0.435| 0.660 0.429
Correctness 0.451 0.320 0.413 0.314
Quality 0.267| 0.055| 0.224| 0.348 0.222 .
Redundancy -0.096| -0.004| -0.032| 0.130 0.007 -0.064
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