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Abstract 

Anna Lundgren 

Development of a method for mapping the highest coastline in Sweden using 
breaklines extracted from high resolution digital elevation models 

The geospatial position of the highest coastline (HCL) defines the boundary between subaquatic and 
supra-aquatic deposited sediments. Today the HCL is located at different elevations throughout 
Sweden, a few m.a.s.l. in southern Scania to around 289 m.a.s.l. at the coast of Ångermanland, due to 
the glacio-isostatic rebound. High quality data of the HCL is of interest e.g. in land-use and spatial 
planning and when reconstructing historical sea levels and events within the Baltic Sea Basin. 

In this study the use of land surface parameter (LSP) breakline extraction methods applied on high 
resolution DEMs for automating mapping of the HCL in wave washed areas in Sweden was 
investigated. Appropriate scale dimensions for enhancing breaklines of interest was estimated by 
testing a range of moving window sizes for the LSP computations. Four semi-automated mapping 
methods based on curvature breakline extraction was developed in ESRI’s ArcGIS 10.2.2 for Desktop 
and applied on two pilot areas in Sweden. The methods consist of a common breakline extraction step 
and individual breakline classification steps with differing grade of automation. To compare the HCL 
maps generated by the developed methods with HCL maps manually mapped from high resolution 
hillshade maps and with the current HCL data supplied by the Geological Survey of Sweden (SGU) 
classification accuracies and elevation errors were computed using a reference data set. 

A 22x22m moving window size was found successful for the extraction of curvature breaklines related 
to wave washed features and glacial flow lineation features used to map the HCL within the pilot areas 
under investigation. The accuracy assessment indicates that three of the developed methods generate 
HCL maps with accuracies above the current HCL data provided by SGU and accuracies similar to or 
above HCL maps based on manually mapped HCL data points. Higher accuracies were found for the 
methods using a manual classification of the extracted breaklines than for the methods using an 
automated classification of the extracted breaklines. 

This study found that, by applying curvature breakline extraction methods on high resolution DEMs, 
HCL mapping in wave washed areas can be made more automated, structured and reproducible while 
still reaching similar accuracies as manual hillshade mapping methods. 

Keywords: Physical Geography and Ecosystem analysis, GIS, the highest coastline, Geological Survey 
of Sweden, SGU, high resolution digital elevation model, LiDAR, land surface parameter, curvature, 
breakline extraction, geomorphological mapping 
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Sammanfattning 

Anna Lundgren 

Utveckling av en metod för att kartera högsta kustlinjen i Sverige med hjälp av 
brytlinjer extraherade från högupplösta höjdmodeller 

Högsta kustlinjens (HK) geografiska läge i landskapet markerar gränsen mellan subakvatiskt och 
supraakvatiskt avsatta sediment. Idag varierar HKs höjd över havet från några få m.ö.h. i Skåne till 
omkring 289 m.ö.h. i Ångermanland på grund av den glacialisostatiska landhöjningen. Högkvalitativ 
HK-data är av intresse bland annat vid markanvändnings- och samhällsplanering och vid 
rekonstruktion av historiska havsnivåer och händelser i Östersjöns havsbassäng. 

Den här studien har undersökt möjligheten att använda brytlinjer i terrängen, extraherade från så 
kallade ”land surface parameters” (LSPs) som genererats ur högupplöst höjddata, för att automatisera 
karteringen av HK i svallade områden i Sverige. För att uppskatta lämpliga skaldimensioner som 
framhäver terrängbrytlinjer av intresse för studien testades ett intervall av fönsterstorlekar för 
terrängparameterberäkningarna. Fyra stycken semi-automatiserade metoder för att extrahera brytlinjer 
baserade på markytans krökning utvecklades i ESRIs ArcGIS 10.2.2 for Desktop och tillämpades på 
två pilotområden i Sverige. Metoderna är uppbyggda av ett gemensamt steg där brytlinjerna extraheras 
och ett individuellt steg där brytlinjerna klassificeras med olika grad av automation. För att jämföra 
HK-kartorna genererade från de utvecklade metoderna med HK-kartor som manuellt karterats från 
högupplösta terrängskuggningskartor och med HK-data som idag finns tillgänglig hos Sveriges 
geologiska undersökning (SGU) beräknades klassificeringsnoggrannhet och höjdfel för samtliga kartor 
i förhållande till referensdata. 

Studien fann att en 22x22m fönsterstorlek var framgångsrik för att extrahera brytlinjer av markytans 
krökning relaterad till strandvallar och glaciala lineationer som används för att kartera HK i 
pilotområdena. Noggrannhetsutvärderingen indikerar att tre av de utvecklade metoderna genererar 
HK-kartor med högre noggrannhet än SGUs HK-data, och liknande till högre noggrannhet än HK-
kartor baserade på HK-punkter manuellt karterade från högupplösta terrängskuggningskartor. 
Metoderna som använder en manuell klassificering av brytlinjerna visade en högre noggrannhet än 
metoderna som använder en automatiserad klassificering av brytlinjerna. 

Denna studie visar att brytlinjer av markytans krökning genererade från högupplösta höjdmodeller kan 
användas för att göra kartering av HK i svallade områden mer automatiserad, strukturerad och 
reproducerbar samtidigt som man uppnår liknande noggrannhet som vid manuell kartering baserad på 
terrängskuggningskartor. 

Nyckelord: naturgeografi och ekosystemvetenskap, GIS, högsta kustlinjen, Sveriges geologiska 
undersökning, SGU, högupplöst höjdmodell, LiDAR, terrängparameter, krökning, brytlinje-extraktion, 
geomorfologisk kartering 
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1 Introduction 
The geospatial position of the highest coastline (HCL) is of interest when mapping quaternary deposits 
since it defines the boundary between subaquatic and supra-aquatic deposited sediments, information 
of high importance in e.g. land-use and spatial planning (Peterson and Smith 2013, Ojala et al. 2013). 
The position of the HCL in Sweden is also useful when reconstructing historical sea levels and events 
within the Baltic Sea Basin (BSB) (Ojala et al. 2013, Jakobsson et al. 2007, Påsse and Andersson 
2005). Detailed information of the historical development of the BSB can further be important 
components in climate and ocean circulation modeling (Jakobsson et al. 2007). 

The HCL has been mapped and its position and linkage to the historical events in the BSB discussed 
by many researchers throughout the past starting in the late nineteen century (see e.g. Lundqvist G. 
1961, Agrell 1976, Påsse 1983, Björck 1995, Lundqvist J. 2002, Påsse and Andersson 2005, and 
Berglund 2012). 

The Geological Survey of Sweden (SGU) provides a database of HCL locations with shifting spatial 
accuracies (horizontally around 50 m and vertically around ±2 m) compiled by Agrell (2001) from 
historical HCL studies (SGU 2015d). 

The national high resolution digital elevation model (DEM) offers the opportunity to generate a 
database of HCL locations with accuracies matching the DEMs (horizontal resolution of 2 meters and 
a vertical resolution of minimum ±0.5 meter, Lantmäteriet 2015). Hillshade maps generated from high 
resolution DEM are excellent support for manual mapping of HCL locations and other 
geomorphological landforms (Ojala et al. 2013, Roering et al. 2013, Dowling et al. 2012, Smith et al. 
2006). Manual mapping of the HCL using hillshade maps is however time consuming and the method 
(as other operator driven methods) susceptible to interpreter bias (Peterson and Smith 2013, Roering et 
al. 2013, Seijmonsbegen et al. 2011). 

By automating the process of mapping the HCL using the high resolution DEM data, objective and 
standardized HCL data can be received with a more consistent quality. By using breaklines extracted 
from land surface parameters (LSP) (Rutzinger et al. 2012; 2011; 2007, Seijmonsbegen et al. 2011) 
generated from the DEM data together with breakline classification procedures the identification of 
landforms connected to the HCL can be automated. This information can further be used to automate 
manual HCL mapping methods which are based on the identified landforms. 

1.1 Project aim 
The main aim of this study is to investigate the possibilities of automating the mapping of the highest 
coastline (HCL) in wave washed areas in Sweden by utilizing topographic information extracted from 
the national high resolution DEM. 

Project objectives: 

- Incorporate geology expert knowledge used in hillshade based manual mapping of the highest 
coastline (HCL) in wave washed areas in Sweden into an automated mapping methodology. 

- Generate land surface parameters (LSP) at appropriate scale dimensions from the DEM data 
that enhance the geomorphological landforms used to identify the HCL in wave washed areas. 

- Develop, test (put into practice), and evaluate potential automated mapping method workflows 
which could be used to identify locations of the HCL in wave washed areas. 
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- Compare the developed method(s) with the manual mapping method and data present in 
SGU’s HCL database. 

- Suggest method(s) for updating SGU’s database of existing wave washed HCL locations in 
Sweden to match the national high resolution DEM. 

1.2 Project initiation 
The project was initiated in 2014 by Tore Påsse at the Geological Survey of Sweden (SGU) (SGU 
2015h). The final goal is to update SGU’s database of HCL locations (SGU 2015d) to match the 
national high resolution DEM provided by the Lantmäteriet (Lantmäteriet 2015). This master thesis is 
a sub-project with the aim to structure and automate the mapping process of the HCL using the high 
resolution DEM with focus on mapping procedures in wave washed areas. 

Project motivation: 

- To gain knowledge of how to identify the HCL in Sweden in high resolution DEMs. 
- To gain knowledge of how to incorporate geological expert knowledge of manual mapping 

methods of the HCL in wave washed areas into more automated methods. 
- To provide an alternative workflow of mapping the HCL using the national high resolution 

DEM  with accuracies comparable to the manual method but which is structured and 
repeatable independent of operator i.e. less susceptible to interpreter bias. 

- In the long term, provide users and researchers with high quality HCL data with resolution 
updated against the high resolution DEM. 
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2 Background 

2.1 The highest coastline in Sweden 
The highest coastline (HCL) in Sweden is remnants of the highest positioned shoreline developed 
during the final stages of the deglaciation of the last ice age called Weichsel (about 10 000 years ago) 
(Fredén 2002, SGU 2015a). When the ice retreated, large parts of the land, depressed from the weight 
of the ice sheet, were taken in by the sea, a transgression took place (Fredén 2002, SGU 2015b). The 
HCL marks the maximum extent of the transgression and can today be located by e.g. identifying 
geomorphological formations such as relict shorelines, wave washed till, till capped heights, 
glaciofluvial plains, and supra-aquatic erosion marks (Agrell 1976, Påsse 1983, SGU 2015c). Today 
the HCL is located at different elevations throughout Sweden (a few m.a.s.l in southern Scania to 
around 289 m.a.s.l at the coast of Ångermanland) due to the glacio-isostatic rebound (Fredén 2002, 
SGU 2015d). The relative location of the HCL is also revealed by the quaternary deposits of a region: 
sub-aquatic deposits and reworked deposits represent areas under the HCL or areas in a former ice 
dammed lake and supra-aquatic deposits represent areas above the HCL (SGU 2015b, Ojala et al. 
2013, Fredén 2002, Agrell 1976). 

2.2 High resolution DEMs 
The influence of LiDAR derived high resolution DEM data on geomorphological mapping and other 
geospatial mapping has been studied, discussed and reviewed by many researchers e.g. Tarolli (2014), 
Roering et al. (2013), Ojala et al. (2013), Dowling et al. (2013), Seijmonsbergen et al. (2011), and Liu 
(2008), Slatton et al. (2007). LiDAR is short for light detection and ranging and is also referred to as 
airborne laser scanning (ALS) in the literature. Major advantages of using LiDAR DEMs are: 

- the overall higher detail compared to the earlier generation of DEMs based on aerial 
photographs and field measurements, making it possible to study small-scaled local 
phenomena, 

- the revolutionary increased resolution in forested areas due to the LiDAR techniques’ ability 
to penetrate trough vegetation making it possible to produce full detailed images of the earth’s 
surface, 

- it has become a cost and time effective alternative due to increased availability of LiDAR data 
mainly because of decreased acquisition cost sprung from the rapid technical developments 
(Roering et al. 2013, Dowling et al. 2013, Drăguţ and Eisank 2011,Liu 2008, Slatton et al. 
2007). 

The dense data that LiDAR generated DEMs provide can be overwhelming to visually interpret 
without training or refining of the data, a challenge pointed out by Dowling et al. (2013). The amount 
of data generated by LiDAR data is also computer memory demanding and computational analysis can 
therefore result in long processing times (Sailer et al. 2014, Dowling et al. 2013, Seijmonsbergen et al. 
2011, Lang 2008, Blaschke 2010). 

2.3 Automated image interpretation methods 
To facilitate and automate the interpretation of high resolution DEM data digital image interpretation 
analysis can be applied (Lillesand et el. 2008). Cell based multivariate classification uses a composite 
image of different land surface parameters (LSPs) layers generated from the DEM data or other data in 
a supervised or unsupervised classification to classify each cell into classes (Seijmonsbergen et al. 
2011). The method can be used to produce maps over geomorphological classes on the cell level much 
like different bands from remote sensing images are used when classifying land cover 
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(Seijmonsbergen et al. 2011, Lillesand et al. 2008). With the increasing availability of high resolution 
DEMs the question of the applicability of the traditional cell based classification methods compared to 
object based image analysis (OBIA) have arisen (for discussion see e.g. Blaschke 2010, Drăguţ and 
Eisank 2011). In summary, OBIA includes a single or more often multi-resolution 
segmentation/clustering of cells into discrete objects followed by classification of the discrete objects 
(Seijmonsbergen et al. 2011, Blaschke 2010, Lillesand et al. 2008). Spatial filters can be used on 
image data (e.g. DEM data) to enhance local information of interest for the application (e.g. local 
relief, local curvature, and local roughness) (Lillesand et al. 2008). Structure line or breakline 
extraction can be achieved using local edge preserving filters to enhance linear features at a certain 
scale (Rutzinger et al. 2011, Lillesand et al. 2008). The accuracy of breaklines extracted from high 
resolution DEM depends on the accuracy and resolution of the raw LiDAR data and the final DEM in 
combination with the scale dimension of the mapped feature (Rutzinger et al. 2012). 

2.4  How can landforms be described by LSPs? 
The physical characteristics of geomorphological landforms can be described using land surface 
parameters (LSPs) derived from DEM data (Rutzinger et al. 2012, Seijmonsbergen et al. 2011, Minár 
and Evans 2008). Seijmonsbergen et al. (2011) divides LSP into three main groups: 1) basic LSPs, 2) 
LSPs connected to hydrology, and 3) LSPs connected to climate modeling. Basic LSPs are further 
divided by Seijmonsbergen et al. (2011) into local (e.g. slope, aspect, and curvature), regional (e.g. 
catchment area, slope length, and relative relief), and statistical (e.g. terrain roughness, complexity, 
and anisotropy). LSPs can thus be used to enhance certain properties or parts of geomorphological 
landforms e.g. flat areas and steep areas using the LSP slope (Seijmonsbergen et al. 2011), the location 
of concave and convex surfaces of landforms using the LSP curvature (Rutzinger et al. 2012; 2011; 
2007, Cavalli and Marchi 2008) or to distinguish rough surfaces from smooth surfaces using the LSP 
roughness (McKean and Roering 2004, Tarolli 2014). LSPs can be used in land surface segmentation 
analysis (Rutzinger et al. 2012; 2011; 2007, Minár and Evans 2008,) by enhancing linear structure of 
geomorphological landforms also called breaklines or in classification of land surface character using 
cell-based classification (Seijmonsbergen et al. 2011, Minár and Evans 2008) (see section 2.3 for more 
detail on automated image interpretation methods). 

2.5 Scale 
The original DEM resolution, together with the size of the neighboring surrounding area (i.e. scale 
dimension of the moving window) included in the computation of local LSP, governs what scale of 
landforms that are enhanced (Tarolli 2014, Berti et al. 2013, Rutzinger et al. 2012; 2007, McKean and 
Roering 2004) – e.g. large scale landforms like major valley and hill topography (km scale) or small 
scale landforms like relict beach ridge (a few m to 100 m scale (Påsse 1983)). When computing local 
LSP in a GIS environment a moving window is used sized after the scale dimensions of the sought 
feature (ESRI 2015a). Future challenge in earth surface analysis pointed out by Tarolli (2014) is the 
concept of scale and feature size. The scale dimension used must match the scale of the feature or 
process aimed to be enhances in the local morphology (Tarolli 2014). The practice of using a trial and 
error approach to find appropriate scale dimensions due to lacking conventional methods is also 
highlighted in the studies of e.g. Berti et al. (2013), Rutzinger et al. (2012; 2007), Minár and Evans 
2008, and McKean and Roering (2004). The major studies of scale and feature size have been in 
landslide research according to Tarolli (2014). 
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2.6 LSP and scale dimensions used in other studies 
Small scaled local roughness LSPs (scale dimension of a few meters) have successfully been used to 
map landslides, taking advantage of the land surface within a landslide being significantly rougher at 
this scale than the land surface surrounding the landslide (McKean and Roering 2004, Tarolli 2014). 

Rutzinger et al. (2012; 2011; 2007) used curvature LSP raster generated from LiDAR DEM with 1 m 
resolution for a range of scale dimensions (moving window size) to investigate the automation of 
breakline extraction of natural and anthropogenic linear structures. Rutzinger et al. (2012) found that 
small window sizes (e.g. 3x3 cells) used on high resolution DEM (cell size: 1 m) for breakline 
extraction using a curvature LSP, are sensitive to the detailed variation and noise present in the dataset 
while large window sizes (25x25 cells) only enhance major features smoothing details under a certain 
scale. 

Cavalli and Marchi (2008) used shaded relief together with the LSPs plan curvature and roughness 
generated from high resolution LiDAR DEM (2m) to map the morphology of an alpine alluvial fan. 
Cavalli and Marchi (2008) used moving window sizes corresponding to the feature sizes (22 m) they 
wanted to smooth out when generating a plan curvature map. A moving window of 5x5 cells was used 
to generate roughness index describing the topographical variable over the length scale 2m (cell size) 
to 10 m (moving window size).  

Berti et al. (2013) compared ten roughness algorithms ability to map landslides within two 10 km2 
study areas in Bologna, Italy. Berti et al. (2013) applied the roughness algorithms using scale 
dimensions 3x3 cells to 31x31 cells on a 1 m resolution LiDAR DEM. The study of Berti et al. (2013) 
show no major difference between the tested roughness algorithms and they conclude that de-trending 
of input data and size of moving window affect the resulting accuracies more than type of roughness 
algorithm. 
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3 Methods and material 
The method development is based on data available to this project (section 3.1.1), expert knowledge in 
the HCL field gathered in the pre-study (section 3.1.2), and methods used to solve similar problems 
supported by the literature study (section 3.1.4). The main steps involved in this project (Figure 1) can 
be divided into three phases: the preparation phase, the development phase, and the evaluation phase 
which are described in detail in section 3.1, 3.2, and 3.3 respectively. 
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3.1 Preparation phase 
In this section the data available to the study, the pre-study, the study area, and the literature study are 
presented. 

3.1.1 Data 
Table 1 presents the data used in the pre-study and in this project. 

Table 1 Data used in the project. 

Data DEM:     Ancillary data:   

Data set DEM Sweden 
DEM 
Västerbotten 
pilot area 

DEM 
Gästrikland 
pilot area (incl. 
test run1) 

Old HCL point 
data 

Old HCL surface 
Quaternary 
maps 

Source Lantmäteriet Lantmäteriet Lantmäteriet SGU SGU SGU 
Data 
provider 

SGU spring 
2014 

SGU spring 
2014 

SGU spring 
2014 

SGU spring 
2014 

SGU spring 
2014 

SGU spring 
2014 

Data type raster raster raster point polygon 
polygon, 
polyline, point 

Technique 
generated from 
LiDAR data 

generated from 
LiDAR data 

generated from 
LiDAR data 

compiled from 
available 
studies of the 
HCL 

generated from 
the old HCL 
point data set 
(SGU) and a 50 
m resolution 
DEM 
(Lantmäteriet) 

varying * 

Horizontal 
resolution 

2 m 2 m 2 m 

varying approx. 
50 m, data 
based on 
different studies 

50 m 
varying approx. 
25m to 200m 
** 

Vertical 
resolution 

average vertical 
error of max. 
0.5 m 

average vertical 
error of max. 
0.5 m 

average vertical 
error of max. 
0.5 m 

varying, based 
on different 
studies 

average vertical 
error of around 2 
m 

--- 

Spatial 
reference 

SWEREF99_TM SWEREF99_TM SWEREF99_TM SWEREF99_TM SWEREF99_TM SWEREF99_TM 

Height 
system 

RH2000 RH2000 RH2000 RH2000 RH2000 --- 

Extent Sweden 

Top: 7225852 
Left: 737698 
Right: 763013 
Bottom: 
7200537 

Top: 6773804 
Left: 568406 
Right: 594625 
Bottom: 
6673535 

Sweden Sweden Sweden 

Scan 
area(flight-
line no.) 

  See *** See ****       

Scanning 
date 

2009 and 
ongoing 

20100805-
20100907 

20090529-
20120526 

      

Classification 
level 1, 2 or 3 

  2 2 and 3       

Update 
no updates 
planned 

no updates 
planned 

no updates 
planned 

no updates 
planned 

no updates 
planned 

successive 
update ***** 

Data 
reference 

Lantmäteriet 
2015 

Lantmäteriet 
2015 

Lantmäteriet 
2015 

 SGU 2015d, 
Agrell 2001 

SGU 2015d, 
Agrell 2001  

SGU 2015e-g 

* varying mapping technique e.g. comprehensive mapping in field, image interpretation of aerial photos and/or high 
resolution DEMs, ** depending on mapping technique indicated by map-type index 2, 3, 4, and 5, *** 09G016(15-27, 29-
30), 09G017(23), 09G018(2-24), 09G026(1,31), **** 09D022(18-31), 09D029(22-36), 09P001(1-13, 22-24), 09P002(1-28), 
10C043(16-21, 23-24), 10C044(1-17, 23-24), 11E007(1-13, 15), ***** successive update of map-type 4 and 5 to map-type 2 
and 3. Update follows SGUs yearly survey plan. 

3.1.2 Pre-study 
In the pre-study to the current study presented in this report the HCL in Sweden was studied in 
hillshade maps generated from the high resolution DEM using methods similar to the methods used by 
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Ojala et al. (2013) for shoreline identification. The aim of the pre-study was to gather knowledge of 
how to identify landforms in hillshade maps connected to the HCL and define where the actual HCL 
boundary is positioned in relation to the landforms. The pre-study found that two major HCL landform 
classes can be identified in hillshade maps: deltas and wave washed features were the latter gives a 
clearer indication of the HCL boundary. The current study presented in this report attempts to 
automatize the method used to map the HCL in areas with wave washed features. The ideal 
environment to locate the HCL boundary in a hillshade map using this method is where glacial flow 
lineation features are broken up by wave washed features (Figure 2). This gives a clear picture of land 
area not processed by wave washing (where glacial landforms are preserved) and land area processed 
by wave washing (glacial landforms are “washed away”) and thus produces a distinct HCL boundary. 
Another aim of the pre-study was to generate reference data near ground truth accuracy (Smith et al. 
2006) to be used in the accuracy assessment of the resulting HCL-maps produced through this project. 

 

Figure 2  Identification of the HCL in hillshade map generated from high resolution (2 m) DEM using glacial 
lineation features and wave washed features. 

3.1.3 Study area 
The HCL locations and landform types identified and manually digitized in the pre-study are presented 
in Figure 3 together with the two pilot areas used in this study. Two wave washed dominated areas are 
used as pilot areas for the development of an more automated version of the manual method: the 
Gästrikland pilot area and the Västerbotten pilot area. The method(s) were developed using data in a 
smaller area: Test run 1 area, within the Gästrikland pilot area and then applied to the Västerbotten 
pilot area as a whole for further development and evaluation (Figure 3). The final results have not been 
applied to the Gästrikland pilot area as a whole due to the time frame of the project. 
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Figure 3 HCL locations of delta type, wave washed type, and glaciofluvial channel type in Sweden, manually 
digitized using hillshade maps during the pre-study (2014) of this project. The location of the wave washed 
dominated pilot areas Västerbotten pilot area and Gästrikland pilot area are indicated with red frames. The Test 
run 1 area lies within the white frame in the Gästrikland pilot area. 
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3.1.4 Literature study 
A literature study was executed in order to find appropriate methods for the extraction of breaklines 
formed by the wave washed features and glacial flow lineation features present in HCL locations. 
Important references included in the literature study are presented in Table 2. 

Table 2 Important references included in the literature study used to find appropriate methods for the extraction 
of breaklines formed by the wave washed features and glacial flow lineation features. 

Litterature study 

Important reference Description 

Tarolli (2014) Review of recent important literature on high-resolution topographic analysis. 

Eisank et al. (2014) 
Study of the use of multi resolution segmentation (MRS) on DEM data to 
delimitate drumlins. 

Sailer et al. (2014) 

Study investigating the magnitude of error for topographic change calculations 
using DEMs with different resolution generated from multi-temporal airborne laser 
scanning (ALS) images. 

Berti et al. (2013) Comparative analysis of surface roughness algorithms for landslide detection. 

Rutzinger et al. (2012) 
Investigation of accuracy of automatic geomorphological breakline extraction from 
LiDAR data. 

Cracknell et al. (2013) Study using methods for enhancement and extraction of curvature lineaments. 

Rutzinger et al. (2011) 
Presentation of a method for automatic extraction of linear structures from high 
resolution digital terrain models. 

Lillesand et al. (2008) 
chapter 7 

The chapter addresses spatial filtering and edge enhancement usable for image 
preparation and interpretation. 

Cavalli and Marchi (2008) 
Study applying topographic analysis on  LiDAR data studying alluvial fan 
morphology. 

Liu (2008) Highlights critical issues of DEM generation using LiDAR data. 

Rutzinger et al. (2007) 
Investigation of the detection and extraction of linear lineaments in laser scanning 
data. 

Nyborg (2007) Investigation of the use of LiDAR data for lineament detection. 
McKean and Roering 
(2004) 

Investigation of landslide detection and surface morphology mapping using LiDAR 
data. 

3.2 Development phase 
In this section the steps and methods involved in the actual development of the HCL extraction 
method models are described. 

3.2.1 Method idea and development 
The suggested method is to find areas where glacial flow lineation features are broken by lineation 
formed by beach ridges in wave washed zones connected to the highest coastline (HCL) (see Figure 
2). By finding where these two features intersect, HCL locations can be identified. The method is 
automated by: 

1. automating the extraction of wave washed features and glacial flow lineation features from the 
high resolution DEM data, 

2. automating the classification of extracted features to successfully separate wave washed 
features from glacial flow lineation features, 

3. automating an elongation of the glacial flow lineation features to find the nearest intersection 
with the wave washed features. 

The literature study suggests a number of methods to automate the extraction and classification of 
features using DEM data as input e.g. breakline extraction using curvature LSPs (Rutzinger et al. 
2012; 2011; 2007, Cavalli and Marchi 2008), object-oriented (OBIA) approaches using multi 
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resolution segmentation (MRS) with one or several LSPs as input (Eisank et al. 2014, d’Oleire-
Oltmanns et al. 2013) or automatically mapping of landform complexes and landform units using local 
roughness LSPs (Berti et al. 2013, McKean and Roering 2004). The method suggested in this study is 
based on methods described in the studies of Cracknell et al. (2013), Rutzinger et al. (2012; 2011; 
2007), Lillesand et al. (2008), and Cavalli and Marchi (2008). In summary the method extracts feature 
breaklines by classifying land surface parameter (LSP) rasters (LSP ex. are roughness index, residual 
DEM, and curvature) generated from the DEM raster data into extreme classes to enhance the 
breaklines of features and then converts the breaklines into line vector data. In the attempt to automate 
the classification and separation of breaklines representing wave washed features and glacial flow 
lineation features for larger study areas coarse scaled LSP rasters are applied of de-trended type. A de-
trended LSP is computed from a DEM where the mean elevation trend for a certain scale has been 
removed also called a residual DEM (Lillesand et al. 2008). For example a coarse scaled roughness 
index layer can be used to divide the landscape into rougher areas characterized by higher elevation 
than its surrounding and flatter smoother areas located in lower areas. This could be used in an attempt 
to separate smoother low-lying wave washed land areas from rougher land area with higher lying 
obstacles (e.g. mountains and hills) with preserved glacial flow lineation features. The ArcGIS 10.2 
tool Extend Line (ESRI 2015b) is used together with other steps in the ArcGIS 10.2 Modelbuilder 
(ESRI 2015c) environment to automate the elongation of glacial flow lineation feature breaklines to 
the nearest intersection with a wave washed feature breakline. 

The challenges of the suggested method are: 

- to use appropriate scale dimensions on the moving window to extract relevant breakline data 
(corresponding to the features of interest) a challenge pointed out in similar studies by e.g. 
Tarolli (2014), Sailer et al. (2014), Berti et al. (2013), Rutzinger et al. (2012; 2007), and 
McKean and Roering (2004); 

- to develop an accurate selection analysis methodology to separate wave washed feature areas 
from glacial flow lineation feature areas and to filter away unwanted noisy information that 
will interfere with the elongation and intersection procedures of the suggested method 
workflow. 

3.2.2 LSP generation and scale assessment 
For the Test run 1 area, roughness index rasters and curvature rasters were generated from the DEM 
data for 23 moving window sizes. 20 moving window sizes from 3x3 cells to 41x41 cells adding 2 
cells for each new size and 3 additional moving window sizes: 75x75 cells, 99x99 cells, and 199x199 
cells. A curvature raster was also computed using the raw DEM as input (see curvature generation 
section below for explanation). The different sized windows were applied to find the appropriate scale 
dimensions to use for the detection and extraction of the linear features (referred to as breaklines in 
this report) formed by wave washed beach ridges and the glacial flow within the DEM data. Instead of 
using a range of grid resolution on the input DEM a range of moving-window sizes was used. 

To test a wide range of moving-window sizes was of interest in this study due to: 

- meager guidelines in the literature on moving window sizes in relation to the scale dimensions of a 
sought feature (Tarolli 2014) and the pronounced use of trial and error approaches in similar studies 
(Rutzinger et al. 2012; 2007, Berti et al. 2013, McKean and Roering 2004), 

- the scale dimensions of the features under investigation not being well established and also varying 
to some degree from location to location, 
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- a shortage of knowledge on what information of potential interest to this project that can be produced 
by generating LSPs at different scales. 

Roughness (McKean and Roering 2004, Berti et al. 2013, Cavalli and Marchi 2008, Lillesand et al. 
2008) and curvature (Cracknell et al. 2013, Rutzinger et al. 2012; 2011, Cavalli and Marchi 2008) 
rasters can be computed using different methods and algorithms. For this study a roughness index 
method described in Cavalli and Marchi (2008) was applied where a low-pass filtered image 
(smoothed image) of the DEM is subtracted from the original DEM generating a high-pass filter image 
of the DEM (referred to as a residual DEM in this report) (Cavalli and Marchi 2008, Lillesand et al. 
2008). Finally the standard deviation is calculated for the residual DEM to produce a roughness index 
LSP raster. The ArcGIS tool Focal Statistics with statistic setting MEAN (ESRI 2015d) was used to 
generate low-pass filtered (smoothed) DEM images for all window sizes.  The ArcGIS tool Focal 
Statistics was also used to compute the standard deviation for the residual DEM using statistic setting 
STD and the same moving window size used to produce the input raster. The ArcGIS tool Raster 
Calculator was used in the subtraction step (ESRI 2015e). 

“Mean/normal” curvature, plan curvature, and profile curvature rasters were generated using the 
ArcGIS Curvature tool (ESRI 2015f). The ArcGIS Curvature tool calculates the second derivative of 
the input surface data. Using a DEM as input surface will produce an output which describes the 
change of slope i.e. the curvature of the DEM surface. The profile curvature is a measure of the 
curvature in the direction of the steepest slope, the plan curvature is a measure of the curvature 
perpendicular to the steepest slope, and the “mean/normal” curvature measure is a combination of the 
profile and plan curvature. Since the window size cannot be changed for the Curvature tool in ArcGIS 
10.2 the curvature rasters were generated from the low-pass filtered DEM images (smoothed images) 
used in the intermediate step in the roughness index raster generation. A curvature raster with the raw 
DEM (i.e. unsmoothed DEM) as input was also generated. For detailed information of the workflow 
used in ArcGIS 10.2 for the LSP raster generation see Appendix D Figure D1. 

3.2.3 Visual evaluation of LSP rasters 
The resulting roughness index and curvature LSP rasters from test run1 were visually analyzed and 
compared to estimate their use to reach the aim of this project and to find appropriate scale dimensions 
(moving-window sizes) suitable for the extraction of the wave washed and glacial flow lineation 
feature breaklines. According to Tarolli’s (2014) review of the subject of high resolution topographic 
analyses, there is no conventional method for testing the ideal scale dimensions for the features 
sought, so a trial and error approach is often the solution together with knowledge of the landform 
size. This matter is also highlighted in other studies e.g. Rutzinger et al. (2012; 2007), Berti et al. 
(2013), McKean and Roering (2004). The LSP rasters for scale dimensions of the original DEM (2m) 
up to 13x13 cells for the Test run 1 area were further processed through the breakline extraction steps 
of the suggested workflow (for details see Appendix D Figure D2) to support the visual evaluation of 
scale dimensions. 

3.2.4 Extract breaklines for pilot area 
Following the results from the Test run area 1 the “normal/mean” curvature, profile curvature, and 
plan curvature LSPs for scale dimension 11x11 cells were used for breakline extraction in the 
Västerbotten pilot area using the workflow described in Appendix D Figure D2. 

The main steps of the workflow for extracting breaklines (Appendix D Figure D2) are explained 
below. 
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Reclassify into extreme values: The “normal/mean”, profile, and plan curvature LSP rasters for the 
scale dimension 11x11 cells were reclassify into 3 classes using curvature thresholds enhancing 
maximum values for positive and negative curvature. Threshold values suggested in similar studies 
(Cracknell et al. 2013, Rutzinger et al. 2011; 2007) were used as starting point and then adjusted to 
separate cell values representing valleys and crests of the enhanced features. Important is not to set the 
thresholds for the maximum and minimum curvature classes too narrow as connectivity between the 
cells forming the sought breaklines risk being lost. For the Västerbotten pilot area the following 
curvature threshold values were used: curvature <-0.1 = class 1, curvature -0.1 to 0.1 = class 0, and 
curvature >0.1 = class 3. 

Majority filter:  A majority filter using 3x3 cell window (i.e. the 8 nearest neighboring cells is used in 
the filter) was applied twice on the reclassified curvature rasters to fill in gaps and make the linear 
features more continues (ESRI 2015g). 

Reclassify max. and min. curvature into separate layers: The “normal/mean”, plan, and profile 
curvature rasters were further converted into one raster layer containing the maximum positive 
curvature values (curvature >0.1 = class 3) and one raster layer containing the maximum negative 
curvature values (curvature <-0.1 = class 1). This to make the thinning step more effective by 
processing positive and negative curvature values separately. Reducing the density of the extracted 
curvature cells and removing the connectivity of positive and negative curvature values by processing 
them in separate rasters will produce a clearer thinning result. 

Thinning step: raster cell areas representing the extreme “normal/mean”, plan, and profile curvature 
values were thinned using the ArcGIS tool Thin (ESRI 2015h) Setting used for the Thin tool: 
corners=SHARP, maximum_thickness=DEFAULT (ten times the cell size i.e. 2m*10=20m). 

Raster to polyline: The thinned curvature breakline raster features were converted into non-simplified 
2D polyline features using the Raster to Polyline tool in ArcGIS (ESRI 2015i). The non-simplified 
polyline option was used to minimize the number of modification steps of the original data. 

3.2.5 Breakline classification and HCL identification 
Extracted curvature polylines corresponding to road and other infrastructure were removed before the 
classification of the breaklines. This was done manually for the Västerbotten pilot area, but for larger 
areas infrastructure data sets are preferable used as filters.  

Four workflows were developed for the classification of the extracted curvature polyline breaklines 
and the identification of potential HCL points: 

1. Type1 model method is an attempt to apply as objective model as possible by using breakline 
attributes and terrain information for the classification of the extracted curvature polylines into 
wave washed feature breaklines and glacial flow lineation feature breaklines and by applying 
an automated elongation of the glacial flow lineation breaklines. 

2. Type3 model method applies manual classification of breaklines and automated elongation of 
the glacial flow lineation breaklines. (Type2 model method was abandoned and developed into 
Type 3 model method). 

3. Type4 model method utilizes only breaklines representing the uppermost wave washed 
features adjacent to the HCL (from the manual classification) and does not use glacial flow 
lineation information at all. 

4. Type4top model method is a version of Type4 model method using only the one uppermost 
breakline representing wave washed features adjacent to the HCL. 
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3.2.6 Type1 model method 
The aim of the Type1 model method is to objectively classify the extracted curvature polylines into 
breaklines representing the wave washed features and the glacial flow lineation features using length, 
mean orientation, and sinuosity attributes together with topographic location determined by terrain 
information extracted from coarse scale dimensioned LSP rasters. Sinuosity (S) is computed using the 
formula given by Rutzinger et al. (2012): 

� �
��

�
            (1) 

where la is the actual path length between the starting point and the end point of the curvature polyline 
and l is the length of curvature polyline. 

The main steps of the workflow used in the Type1 model method are explained below. A detailed 
workflow schedule of the steps executed in ArcGIS 10.2 can be found in Appendix D Figure D3. 

3.2.6.1 Select by attribute 
Certain attribute criteria were set for the extracted curvature polylines to be classified as wave washed 
feature breaklines or glacial flow lineation feature breaklines. The attribute criteria values were 
obtained from samples of the extracted curvature polylines manually classified into wave washed 
feature breaklines and glacial flow lineation breaklines for each input layer (both negative and positive 
“normal/mean”, profile, and plan curvature). Only well-defined curvature polylines easy to classify 
into the breakline classes were used in the samples (see Figure 4 for an example of manually classified 
glacial flow lineation). Knowledge gained from manual hillshade mapping during the pre-study was 
applied in the classification of the samples. Curvature polylines with diffuse classification were not 
included in the samples. 

  

Figure 4 Well-defined glacial flow lineation polylines (highlighted in blue) extracted from the curvature data 
(example from Test run 1 area within the Gästrikland pilot area). 
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The following curvature polyline attributes were used: 
- The length attribute was used to filter away curvature polylines too short to be classified as a 

glacial flow line of importance. 
- The mean orientation attribute was used to select curvature polylines with certain mean 

orientation e.g. corresponding to the regional glacial flow orientation and thus helpful in the 
separation of wave washed features from glacial flow lineation features. The mean orientation 
attribute for each curvature polyline was added using the ArcGIS tool Linear Directional 
Mean (ESRI 2015j) setting the case field setting to the polyline unique identity field i.e. 
ARCID. The tool creates a new shapefile with vectors representing the mean orientation values 
for each polyline present in the input file. The attribute containing the orientation information 
was joined to the input curvature polyline layer. The mean glacial flow orientation for the pilot 
areas was acquired by calculating the Linear Directional Mean (ESRI 2015j) for the manually 
classified glacial flow lineation breakline samples. An alternative is to use other glacial flow 
directional data with the risk of introducing unknown errors. 

- The sinuosity attribute was used to filter away polylines too excessively curved to be glacial 
flow lineation features (Figure 5). 

 

Figure 5 The green polylines represent extracted curvature breaklines, the black and blue vectors represent the 
extracted curvature polylines’ mean directions and length (len), and the pink vectors represents the actual path 
length (alen) between the starting point and the end point of the curvature polyline. The sinuosity of the 
curvature polylines (Eq. 1) can be used to filter away polylines too excessively curved (see example encircled in 
red). 

3.2.6.2 Select by location 
The use of residual DEM (Lillesand et al. 2008), roughness index (Cavalli and Marchi 2008), 
curvature (ESRI 2015e), and relative topographic position (Cooly 2015) LSP rasters with coarse scale 
dimensions varying from 99x99 cells to 2999x2999 cells for a spatial classification of areas dominated 
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by wave washed features and areas dominated by glacial flow lineation features was investigated using 
an iterative process of: generating LSP rasters for a certain scale dimension, setting classification 
thresholds, and visual evaluation. 

The classification result of the positive and negative “normal/mean”, profile and plan curvature 
breaklines data sets were visually inspected to only include curvature breakline data sets that enhance 
wave washed features and glacial flow lineation features in further steps of the Type1 model method 
(see Results chapter). 

3.2.6.3 Elongation 
In preparation for the elongation procedure, mean orientation vectors (generated by the Linear 
Directional Mean ArcGIS tool, ESRI 2015j) representing the curvature polylines classified as glacial 
flow lineation breaklines were merged with the polylines classified as wave washed breaklines (see 
workflow for Type 1 model method Appendix D Figure D3). This was required for the ArcGIS Extend 
Line tool (ESRI 2015b), used in the elongation procedure, to elongate the extracted glacial flow 
lineation breaklines in mean glacial flow orientation to the first intersection with a wave washed 
feature breakline which is the objective of the Type1 model method. Due to the large amount of data 
the elongation procedure was automated using the Modelbuilder environment in ArcGIS 10.2 (ESRI 
2015c). The Extend Line tool was modified in the Modelbuilder environment to function according to 
Type1 model method (see Appendix A for details). 

3.2.6.4 Intersection 
The final step in the Type1 model method executes the intersection between the elongated glacial flow 
lineation breakline vectors and the wave washed feature breaklines to generate potential HCL points. 

3.2.7 Type3 model method 
The Type3 model method is based on the same method as the Type1 model method i.e. identifying 
HCL location points by finding where wave washed features intersect glacial flow lineation features 
by elongating glacial flow lineation vectors. Instead of applying automated methods for a more 
objective classification (as in the Type1 model method) the extracted curvature polylines are manually 
classified into glacial flow lineation feature breaklines and wave washed feature breaklines by 
interpreting the features in hillshade maps. The elongation procedure is also executed manually in the 
Type3 model (partly due to the bug in the ArcGIS 10.2 Extend Line tool increasing processing time, 
see Appendix A) which gives the operator the possibility to choose which vectors to elongate thus 
increasing the quality by filtering away errors at this stage. The Type3 model method is applied to 
show the potential the Type1 model method would have if an objective classification of breaklines is 
successful in the sense that manual interpretation of hillshade maps is assumed to be the truth. 

3.2.8 Type4 model method 
The Type4 model method deserts the method idea of identifying HCL location points by finding the 
intersection of glacial flow lineation features by wave washed features used in Type1 model method 
and Type3 model method. Instead the Type4 model method uses the vertices of the two uppermost 
extracted curvature polylines manually classified as wave washed feature breaklines as HCL location 
points (see Figures 23-24 in the Results chapter). 

3.2.9 Type4top model method 
The Type4top model method is a variation of the Type4 model method were only the vertices of the 
uppermost extracted curvature polylines manually classified as wave washed feature breaklines are 
used as HCL location points (see Figures 25-26 in the Results chapter). 
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3.2.10 Interpolate HCL 
Elevation data was extracted from the DEM data set to the HCL points generated by the model 
methods. HCL surfaces were interpolated for each model method using the HCL points with the 
elevation information as input. The interpolation was executed with ArcGIS 10.2 software using the 
inverse distance weighted (IDW) method setting cell size: 2m (snapped to the DEM data set), power: 
2, and search radius: variable with number of points set to the default: 12 (ESRI 2015k). The search 
radius was set variable for a complete surface to be generated. To find the HCL boundary the 
interpolated HCL surface was subtracted from the original elevation surface i.e. the DEM. The 
resulting deviation raster was reclassified into two classes: class 1 = cell values ≤ 0 which is land area 
under the HCL and class 2 = cell values > 0 which is land area over the HCL. The HCL data sets were 
vectorized into polygons representing the two land area classes (land area under and over the HCL) 
and polylines representing the HCL boundary for each model method: Type1, Type3, Type4, and 
Type4top. 

HCL surface and HCL boundary data sets were also generated for the manually mapped HCL location 
points digitized in the pre-study, Manual model method, and the old HCL data points, Agrell50m and 
Agrell2m model method, within the Västerbotten pilot area for comparison. The Agrell50m model 
method is the HCL surface data set present in SGU’s HCL database at the initiation of this project and 
it is generated from DEM with cell size 50 m (SGU 2015d). The Agrell2m model method uses the 
same HCL data points as the Agrell50m but the HCL surface is generated from the high resolution 
DEM with cell size 2m. 

3.2.11 Ground truth data 
To evaluate the interpolated HCL surfaces and HCL boundaries generated by the model methods a 
HCL surface was interpolated from reference data (see Appendix E). The reference data used for the 
interpolation of the HCL reference data sets (HCL surface and boundary) in the Västerbotten pilot area 
is a detailed manually digitized HCL boundary clearly identified by wave washed features in hillshade 
maps generated from the high resolution DEM, and is thus assumed to have similar accuracy as 
ground truth acquired in field (Smith et al. 2006). The reference HCL boundary is digitized as a line 
following the valley of the uppermost wave washed feature. The HCL location points manually 
digitized during the pre-study are part of the HCL boundary line reference data set. Elevation data was 
extracted for each cell in the DEM intersected by the HCL boundary line reference. The intersection 
points were used to generate the interpolated HCL reference data sets using the same method and 
settings described for the generation of the model method HCL data sets (see section 3.2.10 above).  

3.3 Evaluation phase 
The following section presents the methods used to estimate the accuracies of the developed model 
methods. 

The accuracies of the HCL surface and boundary maps generated from the different model methods 
(Manual, Type1, Type3, Type4, Type4top, Agrell2m, and Agrell50m) for the Västerbotten pilot area 
were estimated using the following three approaches: 

1. Constructing error matrices for different sized evaluation areas around the digitized HCL 
boundary reference data to evaluate the classification of land area under (class 1) and over 
(class 2) the generated HCL boundaries. 

2. Estimating line classification accuracy by applying the “buffer method” (Heipke et al. 1997) 
to compute completeness, correctness, quality, and redundancy measures for the HCL 
boundaries generated by the model methods. 
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3. Evaluating the elevation error (∆h) for each model method compared to the reference data for 
100 random sample points along the HCL boundary by computing the median, 68.3 % 
quantile, 95% quantile, and the normalized median absolute deviation (NMAD) of the 
elevation error (∆h). 

3.3.1 Error matrix 
To estimate the accuracy of the model methods: Manual, Type1, Type3, Type4, Type4top, Agrell2m, 
and Agrell50m, error matrices (Lillesand et al. 2008, Mårtensson and Pilesjö 2004) were constructed 
for different sized evaluation areas (buffers with radius of 11m, 50m, 100m, and 1500m as well as the 
‘whole area’, Figure 6) around the HCL boundary reference data. Areal difference (Ad), Overall Kappa 
(�̂), and individual Kappa (�̂�) were computed from the error matrices for each evaluation area using 
the following formulas:  

�	 �	
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where B is the number of ground truth points, C is the number of map data points, N is the total 
number of points, d is the sum of correctly mapped points, q is the sum of the products between B and 
C, di is the sum of correctly mapped points for class i, and qi is the product of B and C in class i 
(Mårtensson and Pilesjö 2004). Different sized areas were evaluated to compare accuracy assessments 
of the modeled HCL boundaries at different scales. All classified cells (class 1 = under HCL and class 
2 = over HCL) from the model methods for each evaluation area within the Västerbotten pilot area 
were included in the Kappa and areal difference computations. The idea of including all cells for 
different evaluation areas instead of a number of random sample points is based on that it is the actual 
HCL boundary that is to be evaluated and not the land area of class 1 and class 2 per se. 
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Figure 6 Example of the evaluation areas around the HCL reference data: buffer 11m, 50m, 100m, 1500m, and 
‘whole area’, used in the error matrix accuracy assessment of the model methods.  
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3.3.2 HCL boundary classification accuracy – “buffer method” 
To evaluate the classification accuracy the HCL boundary lines generated from the interpolated HCL-
surfaces for the different model methods are compared with the HCL boundary line interpolated from 
the HCL boundary reference data. The comparison is done for the generated HCL boundary lines: 

- as a whole (total HCL-boundary within the Västerbotten pilot area) and, 
- adjacent (within about a 200 m flat buffer) to the manually digitized HCL boundary reference 

data available for the Västerbotten pilot area. 

Completeness (C), correctness (Cr), quality (Q), and redundancy (R) were calculated as measures for 
the HCL boundary classification accuracy following the “buffer method” described by Heipke et al. 
(1997): 

� �	≈
"��"

"��"���
           (5) 

�� �
��

�����
           (6) 

� �
��

��������
           (7) 

� �
���"��"

��
           (8) 

where “TP”  is the length of matched reference which is approximately the same as the TP if 
redundancy (R) is low, TP = true positive is the length of matched extraction here the modeled HCL 
boundary line, FN = false negative is the length of unmatched reference, FP= false positive is the 
length of unmatched extraction here the modeled HCL boundary line, qq is the sum of the length of 
extracted data (TP + FP) and the length of unmatched reference (FN), and rr  = length of matched 
extraction minus length of matched reference (TP – “TP” ) (Figure 7). 
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Figure 7 Sketch over the “buffer method” principle used for estimating the accuracy of the HCL boundary 
classification. Figure modified from Heipke et al. (1997). 

A 6.25 m buffer around the modeled HCL boundary and reference HCL boundary corresponding to 
the scale dimensions of the extracted crest or valley of a wave washed HCL feature is used for the 
calculations (Rutzinger et al. 2012, Heipke et al. 1997). Heipke et al. (1997) suggests a buffer width of 
approximately half the extracted objects width. The width/wavelength of a wave washed feature at the 
HCL boundary in the Västerbotten pilot area varies approximately between 15 m and 35 m. The 
concave part or the convex part of the wave washed HCL-features corresponds to approximately half 
the width/wavelength (7.5-17.5 m) which gives a mean buffer of 6.25 m (Figure 8). 
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Figure 8 Sketch describing the lengths: TP, FP, “TP” (matched reference), and FN and the buffers used in the 
HCL boundary classification accuracy assessment for the matching reference step (top image) and the matching 
model method step (bottom image) (figure modified from Heipke et al. 1997). 



26 

Different methods for matching linear extracted data to linear reference data exists (Heipke et al. 
1997). Heipke et al. (1997) states that the “buffer method” is a simple approach concerning the fact 
that topological differences between the datasets most likely are present but points out the method is 
sensitive to high redundancy. Rutzinger et al. (2012) applies the “buffer method” on 1 m interval 
spaced points along extracted breaklines and compares with reference data manually digitized from 
shaded relief maps. In Rutzinger et al. (2012) work the number of TP, FP, and FN points instead of 
lengths are used to calculate the completeness, correctness and quality. 

3.3.3 Elevation error evaluation using 100 random samples 
100 random sample points were generated along the HCL boundary line reference data (manually 
digitized from shaded relief maps) to serve as evaluation points for the elevation error of the model 
methods (Manual, Type1, Type3, Type4, Type4top, Agrell2m, and Agrell50m). Elevation data for the 
HCL reference data was extracted from the DEM to each random sample point as well as elevation 
data for corresponding point along the HCL boundary generated by the model methods. The 
corresponding point was identified as the point perpendicular to the random sample points along the 
reference data (Figure 9). 
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Figure 9 Location of 100 random samples along the digitized HCL boundary reference data and the modeled 
HCL boundaries used for evaluating elevation errors of the model methods. 
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Elevation difference between random evaluation points for the model method data and the reference 
data are defined as the elevation error and were calculated as follows: 

∆ℎ��
� 	ℎ��

− ℎ �           (9) 

where 	ℎ��
is the model method elevation value for random sample i, ℎ � is the reference elevation 

value for random sample i, and ∆ℎ��
is the elevation error for model method m at random sample i. 

The distributions of the elevation error data sets for each model method (∆hm) were visually 
investigated using a Normal Quantile plot method (Höhle and Höhle 2009). 

The elevation error for each model method (Em) was estimated by calculating the median (50% 
quantile) and the normalized median absolute deviation (NMAD, Eq. 10) for the signed elevation 
errors (∆hm), and the 68.3 % quantile and the 95% quantile for the absolute elevation errors (|∆hm|) 
which are robust accuracy measures suggested by Hasan et al. (2012) and Höhle and Höhle (2009) for 
non-normal error distributions (see Normal Quantile plots result). 

!"�# � 1.4826 × +,-./0(|∆ℎ��
−+∆34

|)       (10) 

where +∆34
is the median of elevation errors for model method m and ∆ℎ��

is the elevation error for 

model method m at random sample i (see Hasan et al. 2012 and Höhle and Höhle 2009 for details).  
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4 Result 
In this chapter the resulting decisions from the visual evaluation of the investigated LSPs and scale 
dimensions for the Test run1 area and the Västerbotten pilot area are presented in section 4.1, the 
resulting breakline extractions within the Västerbotten pilot area are presented in section 4.2, the 
model methods breakline classifications and HCL point generations within the Västerbotten pilot area 
are presented in section 4.3, the HCL surface and boundary maps generated for the Västerbotten pilot 
area by the model methods are presented in section 4.4, and finally the accuracy of the HCL boundary 
data generated by the model methods are presented in section 4.5. For further discussion of the results 
see chapter 0. 

4.1 LSP and scale dimension evaluation 
The visual comparison of the LSP rasters (roughness index and curvature) generated for the Test run 1 
area within the Gästrikland pilot area for the 23 scale dimensions revealed that the curvature LSP was 
useful for extraction of linear breakline features related to wave washed areas and areas with glacial 
flow lineation (Figure 10). 
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Figure 10 Examples of residual DEM, roughness index, curvature, and mean DEM (i.e. smoothed DEM) LSP 
rasters for scale dimension 11x11 cells within Test run 1 area in the Gästrikland pilot area. 
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The visual evaluation of suitable scale dimension using the curvature LSP conducted in the Test run 1 
area concluded that a moving window size of 11x11 cells enhances breaklines related to wave washed 
features and glacial flow lineation features satisfactory. Figure 11 presents a comparison of breaklines 
extracted from “normal/mean” curvature, profile curvature, and plan curvature LSP rasters using scale 
dimension 11x11 cells on the moving window within the Test run 1 area in the Gästrikland pilot area. 
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Figure 11 Comparison of breaklines extracted from “Normal/mean”, profile, and plan curvature LSP rasters 
with scale dimension 11x11 cells within the Test run 1 area located in the Gästrikland pilot area. 
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A window size of 11x11 cells was also determined to be an appropriate scale dimension for extracting 
breaklines related to wave washed feature and glacial flow lineation in the Västerbotten pilot area. For 
a comparison of extracted “normal/mean” curvature polylines for scale dimension (moving window 
size) of the original DEM (2x2 meters) up to 19x19 cells for an area within the Västerbotten pilot area 
see Appendix B Figures B1-B3. 

The roughness index LSP for coarse scale dimensions (around 99x99 cells) was useful in the 
separation of wave washed feature breaklines from glacial flow lineation feature breaklines within the 
Test run 1 area in the Gästrikland pilot area (Figure 12) and thus was a candidate for the Select By 
Location-step in the Type1 model method (see section 3.2.6 and Appendix D Figure D3 for details on 
the Type1 model method). 

 

Figure 12 99x99 cell dimensioned roughness index LSP raster applied in the classification of wave washed 
feature breaklines and glacial flow lineation feature breaklines in the Test run 1 area in the Gästrikland pilot 
area. 

Coarse scale dimensioned residual DEM LSP rasters generated from a high-pass filter with moving 
window size around 2999x2999 cells was visually evaluated as useful for the separation of wave 
washed feature breaklines and glacial flow lineation feature breaklines in the Västerbotten pilot area 
(Figure 13) and applied in the Select By Location-step of the Type1 model method (see section 3.2.6 
and Appendix D Figure D3 for details on the Type1 model method). 
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Figure 13 Coarse scale dimensioned (2999x2999 cells) residual DEM LSP raster used for separating land area 
with wave washed features from land area with glacial flow lineation features in the Type1 model method 
breakline classification (also see Figure 18). 
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4.2 Breakline extraction result for 11x11cell window 
Figures 14, 15, and 16 present an overview of the breakline extraction result in the Västerbotten pilot 
area for “normal/mean” curvature, profile curvature, and plan curvature respectively using the 11x11 
cell scale dimension. 
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Figure 14 Resulting breaklines extracted from an 11x11 scale dimensioned “normal/mean” curvature LSP 
raster for the Västerbotten pilot area. 
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Figure 15 Resulting breaklines extracted from an 11x11 scale dimensioned profile curvature LSP raster for the 
Västerbotten pilot area. 
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Figure 16 Resulting breaklines extracted from an 11x11 scale dimensioned plan curvature LSP raster for the 
Västerbotten pilot area. 
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The visual inspection of the positive and negative curvature polyline data sets (Figures 14-16) shows 
that “normal/mean” curvature breaklines enhance both wave washed features and glacial flow 
lineation features, profile curvature breaklines enhance both wave washed features and glacial flow 
lineation features, and plan curvature breaklines do not enhance wave washed features but they 
enhance the glacial flow lineation features. Thus “normal/mean” and profile curvature polylines were 
used as input data sets for the classification of wave washed feature breaklines; and “normal/mean”, 
profile, and plan curvature polylines were used as input data sets for the classification of glacial flow 
lineation feature breaklines (see Figure D3 in Appendix D). 

Figure 17 presents a detailed example of the extracted breaklines from 11x11 cell scale dimensioned 
“normal/mean”, profile, and plan curvature LSP rasters within the Västerbotten pilot area. More detail 
examples of the resulting breakline extraction can be found in Appendix B Figures B4-B14. 
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Figure 17 Detail of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines for 
the Västerbotten pilot area. The middle right image shows the hillshade map and the manual digitized HCL 
boundary reference for the same area. 
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4.3 Model method classification of breaklines and resulting HCL point 
generation 

The total number of extracted breaklines using the 11x11cell dimensioned “normal/mean”, profile, and 
plan curvature LSP rasters are presented in Table 3. The number of breaklines classified as glacial 
flow lineation and as wave washed breaklines by the different model methods are also presented in 
Table 3. 

Table 3 Total number of extracted breaklines and number of breaklines classified as glacial flow lineation and 
as wave washed feature breaklines by the Type1, Type3, Type4, and Type4top model methods for the 
Västerbotten pilot area. Results are presented for negative and positive “normal/mean”, profile, and plan 
curvature. 
 Breakline polyline layer – number of curvature polylines  

 

positive 
"normal/mean" 
curv. 

negative 
"normal/mean" 
curv. 

positive 
profile 
curv. 

negative 
profile 
curv. 

positive 
plan 
curv. 

negative 
plan curv. 

sum 

Total no. 
extracted 729694 838146 536047 619223 592987 561769 3877866 

Classification result 
Type1 
glacial flow 
lineation 3823 3496 3480 3282 1897 1699 17677 

Type1 wave 
washed 2848 3056 3919 4160 -- -- 13983 

Type3 
glacial flow 
lineation 688 533 407 346 329 223 2526 

Type3 wave 
washed 577 533 972 1015   --    --  3097 

Type4 wave 
washed 141 118 188 158   --    --  605 

Type4top 
wave washed 118 32 153 39   --    --  342 

Below the resulting breakline classification and HCL point generation for each model method are 
presented. 

4.3.1 Type1 model method 
The sinuosity, length, and orientation criteria used in the Type1 model method Select By Attribute step 
to classify breaklines into wave washed features and into glacial flow lineation features are presented 
in Table 4. 
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Table 4 Sinuosity, length, and orientation criteria used in the Select By Attribute step and the residual DEM 
value range criteria used in the Select By Location step of the Type1 model method. 

Classification criteria Type 1 model method 

Curv. polyline wave washed features glacial flow lineation 

Select By Attribute criteria     

sinuosity 1-1.3 1-1.3 

length ≥ 100 m ≥ 50 m 

orientation 0°-109° or 136°-360° 110-135° 

Select By Location criteria     
residual DEM 
2999x2999cells -4.9 m to 20 m > 20m 

The Select By Attribute criteria values are based on samples of the extracted curvature polylines 
manually classified into wave washed feature breaklines and glacial flow lineation breaklines (section 
3.2.6.1). 

The criteria used in the Type1 model method Select By Location classification-step for separating land 
area with glacial flow lineation from land area with wave washed features are presented in Table 4 and 
Figure 18. 
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Figure 18 Select By Location-step in the Type1 model method where a 2999x2999 cell dimensioned residual 
DEM LSP raster is applied for the separation of land area with wave washed features and land area with glacial 
flow lineation features. 
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The Select By Location criteria was set by a coarse scaled (2999x2999 cells) residual DEM LSP raster 
reclassified into 3 classes: Wave washed class = residual DEM values -4.9 m to 20 m, Glacial flow 
class = residual DEM values > 20m, and Other class = residual DEM values < -4.9 m (Figures 18 and 
13). See Figure D3 in Appendix D for details on the Type1 model method workflow used in ArcGIS 
10.2. 

Of the total number of extracted breaklines (3877866) within the Västerbotten pilot area 17677 were 
classified as breaklines related to glacial flow lineation features and 13983 were classified as 
breaklines related to wave washed features by the Type1 model method (Table 3 and Figure 19). 
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Figure 19 Type1 model method breakline classification result within the Västerbotten pilot area. 
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All 17677 glacial flow lineation breakline vectors were elongated in the Type1 model method (see 
Figure D3 in Appendix D). The intersection between the elongated glacial flow lineation breakline 
vectors and the wave washed feature breaklines in the Type1 model method generated 23827 HCL 
points in the Västerbotten pilot area (Table 5 and Figure 20). 

Table 5 Number of HCL-points generated within the Västerbotten pilot area by the model methods: Type1, 
Type3, Type4, Type4top, Manual, Agrell50m, and Agrell2m; point type, and interpolation method used for the 
HCL surface generation. The figure given in barracks for the Manual, Agrell50m, and Agrell2m model method is 
the number of HCL points available for the whole of Sweden. 

Model method No. HCL points Point type Interpolation method 

Type1 23827 intersection point IDW 

Type3 1739 intersection point IDW 

Type4 6680 breakline vertex IDW 

Type4top 3736 breakline vertex IDW 

Manual 18 (735) manual digitized IDW 

Agrell50m 3(937) manual digitized IDW 

Agrell2m 3(937) manual digitized IDW 

 

 

Figure 20 Overview of the elongation and intersection result generated by the Type1 model method within the 
Västerbotten pilot area. 

4.3.2 Type3 model method 
Within the Västerbotten pilot area 2526 of 3877866 extracted breaklines were classified as breaklines 
related to glacial flow lineation features and 3097 were classified as breaklines related to wave washed 
features by the Type3 model method (Table 3 and Figure 21). 
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Figure 21 Type3 model method breakline classification result within the Västerbotten pilot area. 
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1511 of the 2526 breaklines classified as glacial flow lineation breakline vectors in the Type3 model 
method were elongated (Figure 22). The intersection between the elongated glacial flow lineation 
breakline vectors and the wave washed feature breaklines in the Type3 model method generated 1739 
HCL points in the Västerbotten pilot area (Table 5 and Figure 22). 

 

Figure 22 Overview of the elongation and intersection result generated by the Type3 model method within the 
Västerbotten pilot area. 

4.3.3 Type4 model method 
Within the Västerbotten pilot area, 605 of 3877866 extracted breaklines were classified as breaklines 
related to the two uppermost wave washed features by the Type4 model method (Table 3 and Figure 
23). No glacial flow lineation feature breaklines were used by the Type4 model method. 
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Figure 23 Type4 model method breakline classification result within the Västerbotten pilot area. The breaklines 
related to the two uppermost wave washed features adjacent to the HCL were used in the Type4 model method. 
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6680 HCL points were generated by the Type4 model method (Table 5 and Figure 24). 

 

Figure 24 Overview of the HCL-points generated by the Type4 model method within the Västerbotten pilot area. 

4.3.4 Type4top model method 
Within the Västerbotten pilot area, 342 of 3877866 extracted breaklines were classified as breaklines 
related to the uppermost wave washed features by the Type4top model method (Table 3 and Figure 
25). No glacial flow lineation feature breaklines were used by the Type4top model method. 
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Figure 25 Type4top model method breakline classification result within the Västerbotten pilot area. The 
breaklines related to the uppermost wave washed features adjacent to the HCL were used in the Type4top model 
method. 
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3736 HCL points were generated by the Type4top model method (Table 5 and Figure 26). 

 

Figure 26 Overview of the HCL-points generated by the Type4top model method within the Västerbotten pilot 
area. 

4.3.5 Manual model method HCL points 
In the pre-study, 18 HCL point locations of wave washed type were manually digitized within the 
Västerbotten pilot area (Table 5 and Figure 27). 



53 

 

Figure 27 HCL point locations of wave washed type manually digitized in the pre-study within the Västerbotten 
pilot area. Other HCL point locations manually digitized during the pre-study of this project is presented in the 
overview map to the left and in Figure 3. 

4.3.6 Agrell model method HCL points 
The old HCL data set compiled by Agrell (2001) has 3 HCL point locations within the Västerbotten 
pilot area (Table 5 and Figure 28). 
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Figure 28 Old HCL data points (Agrell 2001) present in the Västerbotten pilot area. All available HCL point 
locations in the old HCL data are presented in the overview map to the left. 

4.4 Resulting HCL maps – surfaces and boundaries 
HCL boundaries resulting from the Type1, Type3, Type4, Type4top, Manual, Agrell50m, and 
Agrell2m model methods are presented in Figures 29 and 30. 
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Figure 29 Overview map of the HCL boundaries resulting from the Type1, Type3, Type4, Type4top, Manual, 
Agrell50m, and Agrell2m model methods. The HCL surface reference interpolated from the manual digitized 
reference data is displayed in the background. 
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Figure 30 Overview and detail of the HCL boundaries resulting from the Type1, Type3, Type4, Type4top, 
Manual, Agrell50m, and Agrell2m model methods. 
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4.5 Map evaluation results – accuracy estimations 
In this section, accuracy measures for the model methods performance in the Västerbotten pilot area 
estimated by the error matrix, “buffer method”, and elevation error approaches are presented. Maps 
over the reference data used for the evaluation of the model methods in the Västerbotten pilot area can 
be found in Appendix E Figures E1-E2. 

4.5.1 Error matrix result for interpolated HCL-surface 
The overall Kappa, individual Kappa, and areal difference measures computed from the error matrices 
are presented in this section and can be used as estimates of the classification accuracy of land area 
below (class 1)  and above (class 2) the HCL generated by the model methods. Different sized 
evaluation areas around the reference data estimates the accuracy at different scales (see Figure 6 in 
section 3.3.1).  For further discussion of the results see section 5.1. 

4.5.1.1 Overall Kappa estimation 
The overall Kappa estimation for each model method and evaluation area for the classification of land 
area over and under the HCL is presented in Figures 31 and 34 and in Table F1 in Appendix F. 

 

Figure 31 The overall Kappa estimation generated by the model methods within each evaluation area; buff 11m, 
50m, 100m, 1500m, and ‘whole area’ (Figure 6). 

The overall Kappa estimation increases with increased area of evaluation i.e. increased buffer size 
around the manual digitized reference data. The Type4 model method generates the highest overall 
Kappa estimation value (0.73-0.97) in 3/5 of the evaluated areas (buff. 50m, 100m, and 1500m) and 
second highest overall Kappa estimation value (0.32 and 0.96) in 2/5 of the evaluated areas (buff. 11m 
and the ‘whole area’) compared to the other model methods. Of all investigated model methods the 
Type1 model method generates the lowest overall Kappa estimation values (0.25-0.58) throughout all 
evaluated area sizes except for the 11 m buffer were the Agrell50m model method generates a slightly 
lower overall Kappa estimation value (0.05). 
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4.5.1.2 Kappa estimation for individual classes 
The individual Kappa estimation for class 1 (land area under the HCL) and class 2 (land area over the 
HCL) are presented in Figures 32, 33, and 34 and in Table F2 in Appendix F. 

 

Figure 32 Individual Kappa estimation for class 1 generated by the model methods  within each evaluation area; 
buff 11m, 50m, 100m, 1500m, and ‘whole area’ (Figure 6). 

 

Figure 33 Individual Kappa estimation for class 2 generated by the model methods within each evaluation area; 
buff 11m, 50m, 100m, 1500m, and ‘whole area’ (Figure 6). 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Buff. 11m Buff. 50m Buff. 100m Buff. 1500m "Whole area"

In
d

iv
id

u
a

l 
K

a
p

p
a

 e
st

im
a

ti
o

n
 

 

Evaluation area 

Individual Kappa estimation for class 1: land area under the HCL 

Manual

Type1

Type3

Type4

Type4top

Agrell_2m

Agrell_50m

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Buff. 11m Buff. 50m Buff. 100m Buff. 1500m "Whole area"

In
d

iv
id

u
a

l 
K

a
p

p
a

 e
st

im
a

ti
o

n
 

Evaluation area 

Individual Kappa estimation for class 2: land area over the HCL 

Manual

Type1

Type3

Type4

Type4top

Agrell_2m

Agrell_50m



59 

The estimated individual Kappa values increase with increased evaluation area (buffer size). In general 
the individual Kappa estimation values are greater for class 1 than for class 2. 

Class 1 – land area under the HCL 
The Manual model method and the Type4top model method generate the greatest individual Kappa 
estimation values (0.65-0.95) for class 1 within the evaluation areas: buff. 11m, buff. 50m, and buff 
100m. The class 1 individual Kappa estimation values for the two largest evaluation areas (buff. 
1500m and ‘whole area’) are above 0.95 for all model methods except the Type1 model method which 
generates the lowest individual Kappa values within all evaluation areas (Figures 32 and 34 and Table 
F2 in Appendix F). 

Class 2 – land area over the HCL 
The Type4 model method generates the greatest individual Kappa estimation values (0.27-0.83) for 
class 2 within the evaluation areas: buff. 11m, buff. 50m, and buff. 100m. The Agrell50m model 
method generates the lowest individual Kappa estimation values (0.03-0.36) for class 2 within the 
evaluation areas: buff. 11m, buff. 50m, and buff. 100m. The individual Kappa estimation values are 
greater than 0.85 within the two largest evaluation areas (buff. 1500m and ‘whole area’) for all model 
methods except the Type1 model method (Figures 33 and 34 and Table F2 in Appendix F). 
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Figure 34 Comparison of overall Kappa and individual Kappa estimations for the model methods within the 
different sized evaluation areas; buff 11m, 50m, 100m, 1500m, and ‘whole area’ (Figure 6). The areal difference 
for class 1 is included to illustrate its linkage to the Kappa values. A greater areal difference value generates 
increased difference between the individual Kappa values for class 1 and class 2. Numbers for the estimated 
overall Kappa values for each model method are inserted in the figure. 
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4.5.1.3 Areal difference 
The areal difference of class 1 (land area under the HCL) and class 2 (land area over the HCL) for the 
model methods compared to the interpolated reference data within evaluation areas: buff. 11m, buff. 
50m, buff. 100m, buff. 1500m, and ‘whole area’ are presented in Figures 35 and 36 and in Table F3 in 
Appendix F. 

 

Figure 35 Class 1 areal difference values for model methods: Manual, Type1, Type3, Type4, Type4top, 
Agrell2m, and Agrell 50m within the evaluation areas: buff. 11m, buff. 50m, buff. 100m, buff. 1500m, and ‘whole 
area’. 

 

Figure 36 Class 2 areal difference values for model methods: Manual, Type1, Type3, Type4, Type4top, 
Agrell2m, and Agrell 50m within the evaluation areas: buff. 11m, buff. 50m, buff. 100m, buff. 1500m, and ‘whole 
area’. 
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The areal differences decreases with increased evaluation area size for all model methods except for 
the Agrell2m model method which withholds more constant areal difference (below ±0.04) throughout 
the evaluation areas. The Type1 model method differs from this trend in the largest evaluation area 
(‘whole area’) generating its maximum areal difference value of around ±0.4. The significant areal 
difference values are in general positive for class 1 and negative for class 2 for all model methods 
except for Type1 model method. The areal difference values are greatest for model methods: Manual 
(from ±0.03 up to ±0.52), Type4top (from ±0.0004 up to ±0.62), and Agrell50m (±0.04 up to ±0.56). 
The areal difference values are intermediate for model methods: Type3 (±0.006 up to ±0.21) and 
Type4 (±0.0004 up to ±0.18). The Type1 model method areal difference varies from ±0.002 to ±0.18 
excluding the largest evaluation (‘whole area’, explained above). 

The number of cells included in the computations of the Kappa and areal difference estimations for 
each evaluation area in the Västerbotten pilot area is presented in Table 6. 

Table 6 Number of cells included in the computations of the Kappa and areal difference estimations for each 
evaluation area within the Västerbotten pilot area. 

Evaluation area No. of cells 

11m buffer 120159 

50m buffer 593372 

100m buffer 1277537 

1500m buffer 28569234 

'whole area' 160199649 

4.5.2 HCL boundary classification accuracy – “buffer method” 
In this section, the resulting completeness, correctness, quality, and redundancy measures for the 
model methods computed using the “buffer method” are presented.  The completeness, correctness, 
quality, and redundancy are used to measure the classification accuracy of the HCL boundary lines 
generated by the model methods in relation to a HCL boundary line interpolated from the reference 
data. For further discussion of the results see section 5.1. 

4.5.2.1 Completeness 
The percentage of the HCL boundary interpolated from the reference data for the whole of the 
Västerbotten pilot area which is explained by the modeled HCL boundaries is according to the 
completeness measure 30.2%, 9%, 16.7%, 26.3%, 23.7%, 26.0%, and 7.7% for the model methods 
Manual, Type1, Type3, Type4, Type4top, Agrell2m, and Agrell50m respectively (Figure 37 and Table 
F4 in Appendix F). 
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Figure 37 Completeness, correctness, quality and redundancy measures for the evaluation of the classification 
accuracy of the total HCL boundary within the Västerbotten pilot area. Percentage numbers for the quality 
measures are inserted in the figure. 

The percentage of the HCL boundary interpolated from the reference data for the area within the 200 
m flat buffer which is explained by the modeled HCL boundaries is according to the completeness 
measure is 41.9%, 15.6%, 43.5%, 66.0%, 42.9%, 21.2%, and 6.3% for the model methods Manual, 
Type1, Type3, Type4, Type4top, Agrell2m, and Agrell50m respectively (Figure 38 and Table F4 in 
Appendix F).  

 

Figure 38 Completeness, correctness, quality and redundancy measures for the evaluation of the classification 
accuracy of the HCL boundary within the 200 m flat buffer around the reference data for the Västerbotten pilot 
area. Percentage numbers for the quality measures are inserted in the figure. 
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The lowest completeness measure values are generated by the Type1 model method (9%) and the 
Agrell50m model method (7.7%) and the highest completeness measure values are generated by the 
Manual model method (30.2%), the Type4 model method (26.3%), and the Agrell2m Model method 
(26.0%) if total HCL boundaries within the Västerbotten pilot area are included in the computations. If 
only HCL boundaries adjacent (within the 200 m flat buffer) to the reference data (digitized using 
hillshade relief maps) are included the lowest completeness measure values are generated by the 
Agrell50m model method (6.3%) and the Type1 model method (15.6%) and the highest completeness 
measure values are generated by the Type4 model method (66%), the Type3 model method (43.5%), 
and the Type4top model method (42.9%). 

4.5.2.2 Correctness 
The percentage of correctly modeled HCL boundary i.e. the percentage of modeled HCL boundary 
which lie within the 6.25 m buffer around the reference data for the whole of the Västerbotten pilot 
area is 30.2%, 0.1%, 15.1%, 24.1%, 21.3%, 27.5%, and 13.3% for the model methods Manual, Type1, 
Type3, Type4, Type4top, Agrell2m, and Agrell50m respectively (Figure 37 and Table F4 in Appendix 
F). The percentage of correctly modeled HCL for the area within the 200 m flat buffer is 45.1%, 7.8%, 
32.0%, 41.3%, 31.4%, 24.5%, and 3.2% for the model methods Manual, Type1, Type3, Type4, 
Type4top, Agrell2m, and Agrell50m respectively (Figure 38 and Table F4 in Appendix F). 

4.5.2.3 Quality 
The quality measure values i.e. the percentage of matched modeled HCL boundary (TP) to the sum of 
the length TP, FP, and FN for the whole of the Västerbotten pilot area is 17.6%, 1.8%, 14.7%, 12.6%, 
15.4%, and 4.4% for the model methods Manual, Type1, Type3, Type4, Type4top, Agrell2m, and 
Agrell50m respectively (Figure 37 and Table F4 in Appendix F). The quality measure values for the 
area within the 200 m flat buffer around the reference data is 26.7%, 5.5%, 22.4%, 34.8%, 22.2%, 
12.5%, and 3.2% for the model methods Manual, Type1, Type3, Type4, Type4top, Agrell2m, and 
Agrell50m respectively (Figure 38 and Table F4 in Appendix F). 

4.5.2.4 Redundancy 
The percentage to which the matched modeled HCL boundary lengths (TP) are redundant i.e. overlaps 
itself compared to the matched reference data (“TP”) for the whole of the Västerbotten pilot area is 
with -2.2%, 3.8%, -0.3%, 4.6%, 0.3%, -0.7%, and – 27.6% for the model methods Manual, Type1, 
Type3, Type4, Type4top, Agrell2m, and Agrell50m respectively (Figure 37 and Table F4 in Appendix 
F). The percentage to which the matched modeled HCL boundary lengths (TP) are redundant for the 
area within the 200 m flat buffer is -9.6%, -0.4%, -3.2%, 13.0%, 0.7%, -6.4%, and -47.3 % for the 
model methods Manual, Type1, Type3, Type4, Type4top, Agrell2m, and Agrell50m respectively 
(Figure 38 and Table F4 in Appendix F). 

4.5.3 Elevation error for model methods 
The elevation errors for the model methods based on the 100 random sample points (section 3.3.3) are 
presented in this section. For further discussion of the results, see section 5.1.6. Normal Quantile plots 
of the signed elevation error for the 100 random samples indicate non-normal error distributions for all 
model methods (see Figures C1-C7 in Appendix C). 

The elevation error for the model methods measured at the 100 random samples are described by the 
median (for both signed and absolute elevation errors), the normalized median absolute deviation 
(NMAD), the 68.3% quantile (for absolute elevation errors), and the 95% quantile (for absolute 
elevation errors) values in Table 7 and Figure 39. The standard deviation (Std.) values for the model 



65 

methods signed elevation errors are included for comparison with the NMAD values (Hasan et al. 
2012, Höhle and Höhle 2009). 

Table 7 The median, NMAD, 68.3% quantile, and 95% quantile of the elevation error for the different model 
methods. The largest error values are highlighted in red, the second largest error values are highlighted in 
orange, the second smallest error values are highlighted in yellow, and the smallest error values are highlighted 
in green. 
 Measure 
(input data = 
|∆h| or ∆h) 

Elevation error measures (m) for the model methods 

Manual Type 1 Type 3 Type 4 Type 4top Agrell2m Agrell50m 

68.3% Q |∆h| 2.70 11.47 1.52 1.15 1.51 2.38 4.35 

95% Q |∆h| 4.95 27.70 5.97 2.98 3.47 3.56 10.73 

median|∆h|  1.16 6.01 0.96 0.79 1.10 1.83 2.92 

median ∆h +1.16 -0.04 +0.79 +0.25 +1.01 -0.42 +2.49 

NMAD ∆h 1.59 8.97 1.17 0.92 0.82 2.91 3.51 

Std. ∆h 1.66 12.06 2.13 1.33 1.34 3.41 6.34 

 

 

Figure 39 Maximum (max), minimum (min), median (50% quantile), Normalized Median Absolute Difference 
(NMAD), and standard deviation (Std.) computed using signed elevation error ∆h and 68.3% quantile (68.3%Q) 
and 95% quantile (95%Q) computed using absolute elevation error |∆h| for the model methods Manual, Type1, 
Type3, Type4, Type4top, Agrell2m, and Agrell50m. Horizontal aligned numbers shown in bold are the median 
values. The standard deviation (Std.) values for the signed elevation errors ∆h are shown for comparison with 
the NMAD values. 
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4.5.3.1 Median 
The signed median (50% quantile) elevation error (median ∆h) is greatest for the Agrell50m model 
method (+2.49 m) and the Manual model method (+1.16 m). The lowest signed median elevation error 
is generated by the Type1 model method (-0.04 m) and the Type4 model method (+0.25 m). The 
absolute median (50% quantile) elevation error (median|∆h|) is greatest for the Type1 model method 
(6.01 m) and the Agrell50m model method (2.92m). The lowest absolute median elevation error is 
generated by the Type4 model method (0.79 m) and the Type3 model method (0.96 m) (Table 7 and 
Figure 39). 

4.5.3.2 NMAD 
The NMAD measure (NMAD ∆h) is greatest for the Type1 model method (8.97 m) and lowest for the 
Type4top and Type4 model methods (0.82 m and 0.92 m respectively, Table 7 and Figure 39). 

4.5.3.3 68.3% quantile and 95% quantile 
68.3% quantile: 
68.3 % of the absolute elevation errors (68.3% Q |∆h|) have a magnitude within the range 0-11.47 m 
for the Type1 model method, 0-4.35 m for the Agrell50m model method, 0-2.70 m for the Manual 
model method, 0-2.38 m for the Agrell2m model method, 0-1.52m for the Type3 model method, 0-
1.51 m for the Type4top model method, and 0-1.15 m for the Type4 model method (Table 7 and 
Figure 39). 

95% quantile: 
95 % of the absolute elevation errors (95% Q |∆h|) have a magnitude within the range 0-27.7 m for the 
Type1 model method, 0-10.37m for the Agrell50m model method, 0-5.97m for the Type3 model 
method, 0-4.95 m for the Manual model method, 0-3.56 m for the Agrell2m model method, 0-3.47 m 
for the Type4top model method, and 0-2.98 m for the Type4 model method (Table 7 and Figure 39). 

The 68.3% Quantile, 95% Quantile, median, and NMAD values for the 100 random evaluation sample 
points indicate overall greater elevation errors for the Type1 model method and the Agrell50m model 
method and overall lower elevation errors for the Type4 model method. 
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5 Discussion 

5.1 Result 
The evaluation methods (error matrix, “buffer method” and elevation error assessment) applied to 
compare the model methods indicate that the Type4 model method generates results nearest the 
manually digitized reference data. In this section the results from the evaluation of the HCL data 
generated by the model methods within the Västerbotten pilot area are discussed. 

5.1.1 Error matrix 
The estimated overall Kappa and individual Kappa values computed from the error matrices increase 
with increased size of the evaluation area due to the HCL being a boundary line and the error matrix 
designed for evaluating classification of area. Thus, adding area on either side of the HCL boundary 
increases the ratio of successful classified cells compared to the ratio of unsuccessful classified cells as 
well as decreases the areal difference measure (see Figures 31 and 36 in the Results chapter). This fact 
makes the error matrix evaluation method (Lillesand et al. 2008, Mårtensson and Pilesjö 2004) not 
ideal for evaluating boundary classifications, but the result gives an indication of the general 
performance of the model methods. The smaller evaluation areas are applied to approach Kappa 
estimations for the actual HCL boundaries instead of Kappa estimations for the two HCL surface 
classes: land area under the HCL (class 1) and land area over the HCL (class 2). Within the 
Västerbotten pilot area the estimated overall Kappa values are highest for the Manual, Type3, Type4, 
and Type4top model methods at smaller evaluation scales (11m to 100m buffer) and similar for all 
model methods except the Type1 model method at larger evaluation scales (1500m buffer and ‘whole 
area’). The Type4 model method generates HCL maps that are 32.4%, 73.4%, and 84.6% better than a 
HCL-map made by chance (Mårtensson and Pilesjö 2004) for the evaluation areas buff. 11m, buff. 
50m, and buff. 100m respectively (see Figure 31 and Table F1 in Appendix F). For the same 
evaluation areas the Agrell50m model method (the current HCL surface data available at SGU) 
generates HCL maps that are 5.0%, 28.9%, and 48.8% better than a HCL-map made by chance. 

A greater areal difference value generates increased difference between the individual Kappa values 
for class 1 and class 2 (Figure 36 in the Results chapter). This illustrates that the HCL boundary 
generated by a model method possesses a systematic shift towards land area under the HCL or land 
area over the HCL. E.g. a positive areal difference for class 1 means the area under the HCL is 
overestimated and a negative areal difference for class 1 means the area under the HCL is 
underestimated. The areal difference of class 1 and class 2 is confirmed by the median values of the 
signed elevation error samples for the model methods (see Figure 39 in the Results chapter). 

5.1.2 Completeness 
Generally the lowest completeness measure values  (see Figures 37-38 in the Results chapter) are 
found in the evaluation of the total HCL boundary for the Västerbotten pilot area and the highest 
completeness measure values are found in the evaluation of the HCL boundaries adjacent (within a 
200 m flat buffer) to the reference data. This can be interpreted as that there is a greater difference 
between the modeled HCL boundaries and the interpolated reference data in areas lacking the actual 
manually digitized reference data (thus lacking apparent wave washed features to base the digitizing 
on). A conclusion drawn from this observation is that uncertainty of the completeness measure 
increases with distance from the actual manually digitized reference data. For both the total accuracy 
evaluation and the accuracy evaluation including only data adjacent to the HCL reference data (within 
200 m flat buffer) the lowest completeness measure values are generated by the model methods 
Agrell50m (7.7% and 6.3% respectively) and the Type1 (9% and 15.6% respectively). The Type4 
model method generates the highest completeness measure value for the evaluation adjacent to the 
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digitized HCL-boundaries with 66% i.e. Type4 explains 66% of the reference data. The Type4 model 
method is also among the three model methods generating the highest completeness measure values 
for the accuracy evaluation of the total HCL boundary (26.3%) (Figures 37 and 38). 

5.1.3 Correctness 
The correctness measure values (see Figures 37-38 in the Results chapter) are generally higher for the 
evaluation of modeled HCL boundaries adjacent (within a 200 m flat buffer) to the digitized reference 
data than for the evaluation of correctness for the whole Västerbotten pilot area. The highest 
correctness measure values are found for the model methods Manual (45.5%) and Type4 (41.3%) 
within the 200 m flat buffer and for the model methods Manual (30.2%) and Agrell2m (27.5%) for the 
evaluation of the total HCL boundaries. Lowest correctness values are generated by the Type1 (0.1% 
and 7.8%) model method and the Agrell50m (13.3% and 3.2%) model method for the whole area and 
the 200 m flat buffer area evaluations respectively. I conclude that according to the correctness 
measures, the Manual model method and the Type4 model method models the interpolated reference 
HCL boundary most accurately in areas adjacent to the actual manually digitized reference data, and 
the Manual model method and the Agrell2m model method models the interpolated reference HCL 
boundary most accurately in average for the entire area (Figures 37 and 38). 

5.1.4 Quality 
The quality measure takes into account both the completeness and the correctness measure values 
(Heipke et al. 1997). In general the quality measures (see Figures 37-38 in the Results chapter) are 
lowest for the accuracy evaluation of the total HCL boundaries within the Västerbotten pilot area. 
Quality measures range from 1.8% (Type1) to 17.6% (Manual) for the classification accuracy 
assessment of the total boundaries generated by the model methods for the Västerbotten pilot area. The 
Quality measures for HCL boundary within the 200 m flat buffer around the manually digitized 
reference data range from 3.2% (Agrell50m) to 34.8% (Type4). The highest quality measure values 
are generated by the Type4 (34.8%) model method and the Manual (26.7%) model method for the 
accuracy evaluation of HCL boundaries adjacent to the manually digitized reference data (within the 
200 m flat buffer). The lowest quality measure values are generated by the Type1 model method and 
the Agrell50m model method confirming the visual inspection of the resulting HCL maps (see Figures 
29-30 in the Results chapter). A quality value of 1 represents a 100% match between a modeled HCL 
boundary and the reference HCL boundary data meaning that the length of modeled HCL boundary 
falling within the 6.25 m buffer around the reference HCL boundary (TP) is the same as the summed 
length of extracted data (TP+FP) and unmatched reference data (FN) i.e. FP and FN are 0 (see Eq. 7 in 
the Methods chapter). The resulting quality measures support the conclusion that the Type4 model 
method is in summary the model method that produces a HCL boundary with closest match to the 
reference HCL data (Figures 37 and 38). The classification accuracy results are generated using a 6.25 
m buffer radius corresponding to approximately half the width of the extracted feature i.e. wave 
washed ridges within the Västerbotten pilot area (Heipke et al. 1997). The HCL boundary line is 
assumed to be modeled correctly if it falls within the width of the crest or trough of an average sized 
wave washed ridge within the Västerbotten pilot area. Choosing a too large radius risks the inclusion 
of HCL sections belonging to other parts resulting in an overestimation of the classification accuracy 
(Rutzinger et. Al 2012). Choosing a buffer smaller than the internal accuracy of the extracted feature 
i.e. a wave washed ridge would risk underestimating the classification accuracy (Heipke et al. 1997). 

5.1.5 Redundancy 
The redundancy for the model methods are in general low and even negative (from -27.6% to 4.6% for 
the total HCL and from -47.3% to 13.0% for the HCL within the 200m buffer, see Figures 37-38 in the 
Results chapter) indicating that the interpolated reference HCL boundary falling within the 6.25 
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buffers around the modeled HCL boundaries has a greater length than the modeled HCL boundary. A 
negative redundancy can be interpreted as that the interpolated reference data is more complex than 
the modeled HCL data (thus has a greater length) or that the percentage of the reference data that is 
explained by the model method (“TP”) is greater than the percentage of extracted data that lies within 
the 6.25 m reference buffer (TP) (see Eq. 8 in the Methods chapter). 

5.1.6 Elevation error 
The average vertical elevation error for the input datasets used in the model methods is 0.5 m for the 
high resolution DEM (Lantmäteriet 2015) and 2 m for the HCL data based on the old 50 m resolution 
DEM (SGU 2015d) (Table 1). The accuracy of the manually digitized HCL boundary reference data 
based on the high resolution DEM can be expected to be around 0.5m, ignoring errors introduced by 
the digitizing process and by interpreter bias. According to Smith et al. (2006) geomorphological 
features manually digitized from LiDAR generated high resolution DEM are near ground truth 
accuracy. The accuracy of the model methods based on the old HCL data i.e. the Agrell50m and the 
Agrell2m model methods, depends on the accuracies of the original methods used to determine the 
HCL locations which are varying for this dataset (compiled by Agrell 2001 from different HCL 
studies), the digitizing process of the compiled HCL location data and the accuracy of elevation data 
extracted to the HCL locations (determined by the original leveling method or extracted from DEMs). 
According to the metadata linked to the old HCL data provided by SGU (SGU 2015d) the average 
elevation error is about 2m. 

The absolute elevation error measures (median, NMAD, 68.3 % quantile, and 95 % quantile) are used 
to determine the magnitude of the elevation error produced by the model methods in relation to the 
reference data (see Figure 39 in the Results chapter). NMAD can be used as an estimate of the 
standard deviation of error datasets not normally distributed and is not sensitive to outliers (Höhle and 
Höhle 2009). NMAD approaches the standard deviation for normally distributed datasets if the sample 
size is sufficient (Höhle and Höhle 2009). Sample quantiles of the absolute elevation error distribution 
can be used to illustrate the magnitude of the errors for non-parametric distributions. 68.3 % of the 
absolute elevation errors (|∆h|) have a magnitude within the range 0 – 68.3% quantile, and 95% of the 
absolute elevation errors (|∆h|) have a magnitude within the range 0 – 95% quantile (Figure 39). 

The model methods with smallest elevation error according to the elevation error evaluation of the 100 
random samples are Type4, Type4top, and Agrell2m with 95 % of the absolute elevation error having 
magnitudes within the ranges 0-2.98 m, 0-3.47 m, and 0-3.56 m respectively. 68.3% of the elevation 
errors for model methods Type4, Type4top, and Agrell2m have a magnitude of 0-1.15 m, 0-1.51 m, 
and 0-2.38 m respectively. Note the high elevation error of the minimum value for the Agrell2m 
model method (about -27 m) which most likely represents an outlier. Also 68.3% of the elevation 
errors for Type3 model method (0-1.52 m) have a magnitude lower than for the Agrell2m model 
method although 95% of the Type3 model methods elevation errors have a magnitude range (0-5.97 
m) greater than the Agrell2m model method. The Type1 model method and the Agrell50m model 
method have the greatest elevation errors with 95% of the errors having magnitudes within the ranges 
0-27.70 m and 0-10.73 m respectively and 68.3% of the errors having magnitudes within 0-11.47 m 
and 0-4.35 m respectively (Figure 39 in the Results chapter). 

The signed median (50 % quantile) for the elevation error data sets can be used to determine around 
what value the errors are distributed. The signed median can thus be used as an indicator of if the HCL 
boundary line generated by the model method possesses a positive or negative systematic elevation 
error distribution or random elevation error distribution (Figure 39 in the Results chapter). The 
estimated areal differences measures resulting from the error matrix for the 11 m buffer evaluation 
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area (Figure 34 in the Results chapter) are confirmed by the median values of the signed elevation 
errors. Notable is that the median of the signed elevation errors for the model methods Manual, Type4, 
and Type4top are between +0.25-1.16 m and the maximum elevation error values (about 5-6 m) are 
slightly larger than the minimum elevation errors (about 0.65-3 m), thus by shifting the median 
towards 0 m by adjusting the model methods would produce overall lower absolute values of the 
elevation error. 

5.2 Method 
In this section different aspects of the methods involved in the development of the model methods are 
discussed. 

5.2.1 Method choice 
A method based on only the high resolution DEM data was chosen over a multivariate method using 
different data sources available to this study e.g. quaternary data supplied by SGU (SGU 2015e-g) 
mainly due to the difference in spatial resolution between these datasets (Table 1). One aim of this 
project is to develop an automated method which can be used to update the HCL database to fit the 
resolution of the national high resolution DEM, which cannot be achieved by introducing data with 
lower spatial resolution. Quaternary information is, however, advantageously used for manually 
digitizing the HCL using hillshade maps generated from the high resolution DEM. A multivariate cell-
classification approach utilizing other datasets and/or LSP rasters generated from the DEM data could 
be used to automate the identification of areas of interest with HCL characteristics. This is not 
necessary for areas were the HCL location is well documented, but can be useful for areas were the 
elevation of the HCL is unknown. A method that enhances the specific patterns of landforms used for 
identifying the HCL in high resolution hillshade maps at wave wash dominated areas was of interest. 
Both wave washed features and glacial flow lineation features often appear in parallel ridges why the 
choice (supported by a literature study) fell on linear extraction methods. Breakline extraction methods 
are aimed for mapping boundaries more so than classification on cell level. 

5.2.2 Choice of LSP for HCL landform extraction 
The choice of using curvature LSP to extract linear features related to wave washed features and 
glacial flow lineation was based on literature study and visual evaluation. An alternative can be to use 
roughness index LSP at certain scale dimension(s) to distinguish wave washed land areas consisting of 
several parallel ridges from other land area similar to the methods used by McKean and Roering 
(2004) and Berti et al. (2013) to map units within landslides. Roughness index LSP was however used 
for the breakline classification step in the Test run 1 area within the Gästrikland pilot area with limited 
success (see Figure 12 in the Results chapter). The visual evaluation of the LSP rasters showed that the 
residual DEM LSP enhances local linear features related to wave washing and glacial flow as well and 
may thus be an alternative to using curvature LSP for the extraction of breaklines. However the 
literature study conducted for this project more frequently suggest curvature LSP than residual DEM 
LSP to be used for extraction of breaklines. 

5.2.3 Scale dimension 
By applying a similar method as Rutzinger et al. (2012) the visual scale dimension evaluation step can 
be made more automatic and thus more objective. Rutzinger et al. (2012) process several LSP rasters 
with a range of scale dimensions and compare the resulting completeness, correctness, and quality 
measures to select the optimal moving window size for the application. By applying the model 
methods on all the suggested LSP rasters (residual DEM, roughness index, “normal/mean” curvature, 
profile curvature, and plan curvature) for every scale dimension investigated in this project (around 
20) would make the model methods more objective but also more time demanding. 
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5.2.4 Breakline classification using coarse scale LSP and object attributes 
Of the investigated LSPs (residual DEM, roughness index, curvature, and relative topographic 
position) no ideal LSP is found to separate land area with wave washed features from land area with 
glacial flow lineation features satisfactory. Coarse scale dimensioned (99x99 cells) roughness index 
LSP works to some degree in the Test run 1 area within the Gästrikland pilot area (see Figure 12 in the 
Results chapter) but not in the Västerbotten pilot area. The reasoning behind using de-trended LSP 
rasters (Lillesand et al. 2008) is that it will result in an acceptable separation of wave washed features 
and glacial flow lineation features for larger study areas since the elevation trend is removed. Even 
though a change of roughness often is present close to the HCL boundary, a simple de-trended 
roughness index LSP is not enough to distinguish the characteristics of areas with wave washed ridges 
from other areas with similar roughness index. Also, the roughness index for areas with wave washed 
features can differ between regions depending on e.g. the type and amount of sediment present at the 
location. Coarse scale dimensioned (2999x2999 cells) residual DEM (high-pass filter image) looks 
promising when visually evaluated within the Västerbotten pilot area (see Figure 13 in the Results 
chapter) and was used in the Type1 model method. However the resulting HCL boundary generated by 
the Type1 model method (see Figure 18 in the Results chapter) appears to depict the LSP raster used 
for the separation of wave washed features and glacial lineation features to a greater extent than the 
actual HCL alone (Figure 40). 
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Figure 40 Coarse scale dimensioned (2999x2999 cells) residual DEM used for the classification of land area 
with wave washed features and land area with glacial flow lineation features within the Västerbotten pilot area 
compared with the resulting HCL boundary generated by the Type1 model method. 
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A method to separate extracted wave washed breaklines from glacial flow lineation breaklines is an 
essential classification step in the Type1 model method to succeed with the intersection procedure that 
generates the final potential HCL points. However the spatial classification step seems to require a 
result near a model of the HCL to succeed with a separation of the breaklines which may be hard to 
achieve using only one LSP or even a combination of LSPs at certain scale dimension. The question 
one may ask is what the breaklines would add to a model already describing the HCL at a level able to 
separate land area with wave washed features from landarea with glacial flow lineation features? The 
answer must be that the resulting intersection between glacial flow lineation vectors and breaklines 
related to wave washed features adds precision and thus increases the models resolution to fit 
information present in the high resolution DEM. To keep the spatial classification step objective 
consideration of what data to use (old HCL data, elevation ranges customized to local HCL mean, 
coarse scale roughness index data (used in test run 1), coarse scale curvature data, coarse scale slope or 
aspect data, etc.) and how the choice will affect the result must be taken. Using, for instance, the old 
HCL data to classify land area with wave washed features and land area with glacial flow lineation 
features may limit new findings of the HCL. The attribute classification step used in theType1 model 
method is in its current version too coarse e.g. breaklines with mean orientation, sinuosity, and length 
attributes corresponding to the criteria set for glacial flow lineation breakline attributes are 
misclassified as glacial flow lineation breaklines. A successful Type1 model method could be assumed 
to produce accuracies near the Type3 model method which is based on the same method but uses a 
manual breakline classification. The Type1 model method results concludes that further work is 
needed to develop an automated classification method using LSP classes and breakline attributes to 
separate wave washed features and glacial lineation features by e.g. adding more steps to refine the 
separation and classification of the extracted breaklines to filter away unwanted breaklines. 

5.2.5 Interpolation method 
The IDW interpolation method (ESRI 2015k) was chosen for the interpolation of the HCL surfaces 
because it is a commonly used interpolation method, it has been used by SGU to produce the current 
HCL surface (SGU 2015d), and the IDW methods process time is faster than the alternative Kriging 
interpolation methods (ESRI 2015l) which, is an important point when working with large datasets. 
The elevation of the HCL can be described to change gradually from one location to the neighboring 
locations with a general picture of minimum elevation in the south of Sweden and maximum elevation 
in the northern parts of Sweden. The IDW interpolation method takes into account the distance to 
input values when interpolating a value which would capture the main elevation changes of the HCL 
well. Disadvantages mentioned for the IDW interpolation at the ArcGIS 10.2 desktop help webpage 
(ESRI 2015k) is its decreased performance to generate a desired surface if input data is sparse and 
unevenly distributed. All input data points lie along lines (the HCL boundary) and are not spread over 
the surface to be interpolated i.e. a model of the old sea surface at the time when it reached its 
maximum extent of the transgression and thus greatest sea level elevation (not synchronic for the 
whole of Sweden and thus not resembling a natural water surface). Although located along the HCL 
boundary the input data is dense for the Type1 (23827 points), Type3 (1739 points), Type4 (6680 
points), and Type4top (3736 points) model methods but sparse for the Manual (18 points), Agrell2m 
(3 points), and Agrell50m (3 points) model methods within the Västerbotten pilot area (see Table 5 in 
the Results chapter). The interpolated HCL surface would obviously decrease in accuracy with 
distance from the HCL boundary and thus the input data however it is the accuracy of actual boundary 
which is of interest in this study. The total number of input data points varies with model method and 
generally an increased number of input data points results in an interpolation surface with higher 
accuracy nevertheless dependent on the accuracy of the input data. 
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A variable search radius was used for the IDW interpolation of the HCL surfaces instead of a fixed 
search radius to base each interpolated point on equal number of points (here 12) and to produce a 
complete surface without holes/gaps. This parameter setting was used due to varying density of input 
HCL data points generated by the model methods. This is a larger source of error for the model 
methods having very few HCL points within the pilot area i.e. the Manual model method, the 
Agrell2m model method, and the Agrell50m model method. The other model methods generate denser 
HCL points and thus will use a similar search radius. The HCL surface used as reference interpolated 
from points along the manually digitized HCL boundary (reference data for the pilot area) have 
densely spaced HCL-points corresponding to the resolution of the high resolution DEM to minimize 
error (see section 3.2.11). 

5.2.6 Processing time 
The automated elongation step of glacial flow lineation vectors used in the Type1 model method had 
the longest processing time of all process steps used in the model methods mainly explained by 
lacking functionality of the ArcGIS 10.2 tools available (see Appendix A). This problem can 
presumably be solved by designing a more suitable tool for the elongation step using e.g. Python. 

Processing time for the Type4 and Type4top model methods is estimated to be lower than for 
manually digitizing using the argument that the operator does not need to digitize objects manually 
only classify breaklines which have been automatically digitized using the curvature breakline 
extraction method. The Type4 and Type4top model methods do not include the elongation and 
intersection method (included in the Type1 and the Type3 model methods) which eliminates 
classification of breaklines related to glacial flow lineation and the time demanding elongation step. 

Estimated length of HCL sections with delta dominating (10753 km) and wave washed dominated 
(6719 km) landform types of the HCL areas mapped during the pre-study is approximately 17472 km 
(Figure 41). Approximately 236 km of the wave washed dominated HCL boundary line lies within the 
Västerbotten pilot area which corresponds to about 3.5% of the total wave washed dominated HCL 
boundary mapped during the pre-study. The length estimations are based on the current HCL data 
provided by SGU (SGU 2015d, referred to as the Agrell50m model method in this study) in 
combination with the manually digitized HCL locations generated during the pre-study (see Figure 3 
in the Methods chapter). 
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Figure 41 Estimation of dominating landform along the HCL in Sweden based on manually digitized HCL 
location data points generated in the pre-study 2014 to this study (see Figure 3). The current HCL surface data 
supplied by SGU (SGU 2015d) is used for the visualization of the HCL boundary. The HCL boundary is linked to 
dominating HCL landform type: delta or wave washed. 
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5.3 Sources of error 
Main sources of errors include input data accuracy, interpreter bias during manual mapping and 
parameter settings of GIS-tools, uncertainty in method development path due to the experimental 
nature of the project using an iterative trial and error approach, and limits of ArcGIS 10.2 tools used in 
the model methods e.g. interpolation algorithms. 

5.3.1 Input data 
The accuracies of the input data (original DEM, old HCL data, Quaternary data) and the refined data 
(extracted breaklines for certain scale dimension) are a contributing source of error. 

The objectivity of using related data as ‘starting point’ for generating new or updated data should be 
discussed. The HCL data compiled by Agrell (2001) has been used as ‘starting point’ for the manually 
digitized HCL location data generated in the pre-study and for narrowing the search area when 
manually classifying the extracted breaklines in Type4 and Type4top model methods in the present 
study. ‘Starting point’ data is important ancillary information to make the mapping process efficient. 
The supporting HCL data used in this project is validated at least once by SGU through the compiling 
work of Agrell (2001) which makes it a reliable source of data. Attention should however be paid on 
not letting the ancillary data completely control the mapping process (e.g. manually digitizing or 
breakline classification) to increase the chances of finding new information. 

5.3.2 Interpreter bias 
As for all manual mapping, interpreter bias is a source of error and therefore present in the manually 
digitized reference data and the HCL data points digitized during the pre-study used in the Manual 
model method. The interpreter bias can be assumed to be greater for the HCL points digitized for the 
whole of Sweden during the pre-study (Figure 3) than for the reference data digitized for the 
Västerbotten pilot area (see Appendix E) due to the difference in study area size and operator learning 
phase. The time limit of the project, the study area size, and the varying HCL environments present 
throughout Sweden with differentiating difficulty level of identifying the HCL are factors contributing 
to errors introduced in the manually digitizing of HCL points during the pre-study. 

Where to actually draw the boundary of the HCL is open to interpretation and thus can be a source of 
error when manually mapping the HCL if not standardized e.g. should the HCL boundary be drawn 
above, on or below the highest positioned beach ridge in wave washed HCL locations? At HCL 
locations identified by glaciofluvial delta plains, the positioning of the HCL boundary is even more 
unclear due to lack of guidelines and therefor the operator is left to decide if the HCL should be 
positioned e.g. at the outer delta edge (sometimes eroded by later events), at a point representing the 
mid-elevation of the delta plain, or at the relict glacial river mouth? A discussion of the HCL position 
in relation to beach ridges and beach ridge complexes in wave washed areas can be found in Påsse 
(1983). Berglund (2012) discusses the mean sea level in relation to the HCL position determined using 
wave washed features or glaciofluvial delta plains. The automated digitizing of breaklines and finally 
the HCL boundary line is the strength of the developed model methods in this project since it 
minimizes some of the decisions open to interpretation and therefore structures the mapping process 
making it standardized and reproducible independent on operator. 

A source of uncertainty is the experimental nature of this project with a constant development of 
method throughout the project including the pre-study and the project presented in this report. The 
initial methods are taken from methods used in studies with similar applications (Cracknell et al. 2013, 
Rutzinger et al. 2012; 2011; 2007, Lillesand et al. 2008, Cavalli and Marchi 2008) and then adapted to 
this projects application with consideration of knowledge base, data, and software available to this 
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project. The methods used in the present project are based on knowledge gained in the pre-study as 
well as knowledge gained throughout the development phase of the present study. 

5.3.3 Parameter settings and tool functionality 
Parameter settings for ArcGIS 10.2 tools (ESRI 2015m) used in the model methods e.g. scale 
dimension on moving window, curvature thresholds, and raster to polyline conversion settings are 
only visually evaluated in this project. If all parameter settings used in the model methods (see the 
Methods chapter for more details) were systematically optimized using e.g. a similar approach as 
Rutzinger et al. (2012) used for optimizing moving window size, curvature thresholds, and buffer 
radius for the classification accuracy assessment a clearer picture of what parameters affect the 
accuracies of the model methods would be available. Applying this kind of optimization assessment 
would increase the data quality of the output for the successful model methods in this project but may 
be a time demanding task. 

The moving window scale dimension was set by generating low-pass filtered (smoothed) images of 
the DEM at a certain scale dimension instead of directly in the curvature tool settings due to the 
ArcGIS 10.2 Curvature tool lacking this functionality (ESRI 2015f ). The ArcGIS 10.2 Curvature tool 
uses a fixed moving window size of 3x3 cells which may alter the results of the applied curvature 
breakline extraction method. However the visual evaluation show that curvature LSP using different 
scale dimensions set by the smoothed DEM input enhance the sought features to different degree (see 
Appendix B Figures B1-B3). 

5.4 Future work 
Possible future development steps for this project are: 

- to apply the Type4 model method on all wave washed dominated areas along the HCL in 
Sweden (Figure 41), 

- to optimize parameter settings for the successful model methods to reach the highest accuracy 
possible i.e. model methods producing results closer to manual methods, 

- to study the possibilities to improve the classification step used in Type1 model method to 
reach a more automated and objective model method with the same accuracies as the Type3 
model method, 

- to find existing or design a new program (using e.g. Python) more suitable for the elongation 
step used in the Type1 model method, 

- to investigate if number of input data points significantly affect the model methods accuracies,  
- to investigate if there is advantages of applying Kriging interpolation which is a more 

advanced interpolation method (however processer intensive) taking advantage of geostatistics 
of the phenomena to be modeled and is often used within geology and soil science (ArcGIS 
10.2  2015m), 

- to develop a similar mapping method for HCL areas dominated by HCL-deltas (Figures 41 
and 3). Generating HCL surfaces extracted from HCL-deltas and from HCL locations 
dominated by wave washed features gives the opportunity to e.g. estimate the difference in 
local formation elevation level. 
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6 Conclusions 
The Type4 model method and Manual model method generate HCL maps closest to the reference data 
(i.e. manually digitized HCL data based on high resolution DEMs) according to the classification 
accuracy assessment measures resulting from the error matrix and ‘buffer’ method. The Manual model 
method performs slightly better for the HCL boundary as a whole (see completeness, correctness, and 
quality measures for total HCL boundary Figure 37) but the Type4 model method performs better for 
HCL boundary adjacent to the actual digitized reference data (see completeness, correctness, and 
quality measures for HCL boundary within 200 m flat buffer Figure 38). The higher accuracy 
measures for the Manual model method are most likely explained by the fact that the input data points 
are part of the manually digitized HCL boundary reference data. The Type1 model method and the 
Agrell50m model method produces HCL maps that deviates the most both in classification accuracy 
and elevation accuracy from the reference data. 

The Manual model method uses manually digitized HCL points as input which is more time 
consuming than the automated methods used in the Type4 and Type4top model methods. The result of 
a fully manual method is not reproducible to the same degree as an automated method. The Type4 or 
Type4top model methods are more efficient and reproducible mapping methods to use than a fully 
manual mapping method. The Type4 and Type4top model methods generate linear segments 
(polylines) which can be used to extract elevation data points at desired density further used to 
interpolate a HCL surface. 

To fully automate the manual mapping method used to map the HCL in wave wash dominated HCL 
areas (see Figure 2) requires further investigation. The main challenge is to succeed with an acceptable 
separation of breaklines related to wave washed features and breaklines related to glacial flow 
lineation features in the classification step. The results from the Type1 model method concludes that 
coarse scaled residual DEM LSP rasters combined with length, mean orientation, and sinuosity 
breakline attributes is an insufficient method to reach the desired classification. The results from 
Type3 model method indicates that even a successful Type1 model method will reach accuracies (in 
relation to the manually digitized reference data) below the Type4 and Type4top models. 

Objectivity, reproducibility, time efficiency and spatial accuracy are desirable characteristics of a 
mapping methodology. In summary the Type4 model method of the methods developed for mapping 
the HCL presented in this report comes closest to these objectives. 
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9 Appendices 

9.1 Appendix A 
Modifying the Extend Line tool in Modelbuilder 
The Extend Line ArcGIS tool (ArcGIS 10.2 2015b) was modified in the Modelbuilder environment 
due to long processing time and a bug which resulted in the FEATURE setting option to fail. The 
FEATURE setting in the Extend Line tool should limit the lines to be extended only to the original 
features in the input data layer and not to the extensions of the extending lines (which did not work). 
This resulted in that each curvature vector classified as a glacial flow lineation feature breakline by the 
Type1 model method had to be processed individually in the elongation step. The following workflow 
was used: 

1. All mean orientation vectors classified as glacial flow lineation breaklines according to the 
Type1 model method (see Figure D3 in Appendix D) were selected. Then the third party tool 
Split By Attribute (Figure A1, Fox SBA 2015) was applied to separate all glacial flow 
lineation vector breaklines into separate files to be able to use the Extend Line ArcGIS tool as 
attended by the Type1 model method. 

 
Figure A1. The dialog window for the Split By Attribute tool (Fox SBA 2015) used to separate all glacial flow 
lineation vector breaklines into separate files. 

2. The single glacial flow lineation vectors (separated in step 1.) were merged with the curvature 
polylines classified as wave washed feature breaklines according to Type1 model method (see 
Figure D3 in Appendix D) producing a file for each glacial flow lineation breakline included 
in the analysis (Figure A2). 
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Figure A2. Model used to automate the merging of single curvature vectors classified as glacial flow lineation 
breaklines by the Type1 model method. 
 

3. Due to the large amount of data (one file for the 17579 glacial flow lineation vectors included 
in the analysis with 10004 polylines in each file) the files were Clipped using a 2050m buffer 
around the glacial flow lineation vector in process to limit the processing time. The clipping 
and elongation processes were automatized using Modelbuilder (Figure A3 and A4). 

Figure A3. Model for the 2050m buffer clipping process and the elongation process of individual glacial flow 
lineation vectors. 
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Figure A4. Model of the elongation process (part of the model in Figure A3) used to extend individual glacial 
flow lineation breakline vectors to the nearest wave washed feature breakline. 

9.2 Appendix B 
Comparison of scale dimensions: original DEM (2x2 meters) - 19x19cells 
Figures B1-B3 presents extracted “normal/mean” curvature polylines for the scale dimensions of the 
original DEM (2x2 meters) up to 19x19 cells for an area within the Västerbotten pilot area. 
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Figure B1 Comparison of breaklines extracted from “normal/mean” curvature LSP rasters with scale 
dimensions: of the original DEM (2x2 meters), 3x3 cells, 5x5 cells, and 7x7 cells respectively. 
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Figure B2 Comparison of breaklines extracted from “normal/mean” curvature LSP rasters with scale 
dimensions: 9x9 cells, 11x11 cells, 13x13 cells, and 15x15 cells respectively. 
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Figure B3 Comparison of breaklines extracted from “normal/mean” curvature LSP rasters with scale 
dimensions: 17x17 and 19x19 cells respectively. 

Detail examples from the breakline extraction in the Västerbotten pilot area 
Figures B4-B14 shows detail examples of extracted negative and positive “normal/mean”, profile, and 
plan curvature breaklines for different subareas of the Västerbotten pilot area. The middle right image 
in the figures shows the hillshade map and the manual digitized HCL boundary reference for the 
subarea in question. 
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Figure B4. Detail 2 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B5. Detail 3 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B6. Detail 4 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B7. Detail 5 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B8. Detail 6 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B9. Detail 7 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B10. Detail 8 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B11. Detail 9 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B12. Detail 10 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B13. Detail 11 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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Figure B14. Detail 12 of extracted negative and positive “normal/mean”, profile, and plan curvature breaklines 
for the Västerbotten pilot area. 
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9.3 Appendix C 
Normal Quantile plots of elevation error for the model methods 
The normal Quantile plots for the 100 random samples of elevation error for each model method is 
presented in Figures C1-C7. 

 

Figure C1. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Manual model method. 

 

Figure C2. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Type1 model method. 
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Figure C3. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Type3 model method. 

 

Figure C4. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Type4 model method. 
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Figure C5. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Type4top model method. 

 

Figure C6. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Agrell2m model method. 
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Figure C7. Normal Quantile plot of elevation errors for the 100 random samples along the HCL boundary 
generated by the Agrell50m model method. 
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9.4 Appendix D 

Figure D1 Workflow sketch for the generation of the LSP raters: residual DEM, roughness index, 
“Normal/mean” curvature, profile curvature, and plan curvature; and the visual scale evaluation. The example 
is for scale dimension 11x11 cells. Rounded rectangle represent ArcGIS tools used, white ovals represent input 
and output data, and shaded ovals represent tool settings (ArcGIS 10.2 2015o). 

Figure D2 Workflow used for breakline extraction from curvature LSP rasters. Rounded rectangle represent 
ArcGIS tools used, white ovals represent input and output data, and shaded ovals represent tool settings 
(ArcGIS 10.2 2015o). 
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Figure D3 The Type1 model method workflow used for classifying curvature polylines into wave washed and 
glacial flow lineation breaklines and elongating glacial flow lineation breakline vectors to find intersection 
points (potential HCL points) with wave washed feature breaklines. Rounded rectangle represent ArcGIS tools 
used, white ovals represent input and output data, and shaded ovals represent tool settings (ArcGIS 10.2 2015o). 
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9.5 Appendix E 
Ground truth data – digitized and interpolated 
Figures E1 and E2 presents the HCL reference data used for the evaluation of the model methods in 
the Västerbotten pilot area. 
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Figure E1. HCL reference data manually digitized using high resolution hillshade maps. 
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Figure E2. HCL surface reference data interpolated from manually digitized HCL reference data. 
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9.6 Appendix F 
Table F1 Overall Kappa estimation values for model methods Manual, Type1, Type3, Type4, Type4top, 
Agrell2m, and Agrell50m for each evaluated area size (indicated by buffer) around the reference data. The 
lowest values are highlighted in red, the intermediate values are highlighted in yellow, and the highest values 
are highlighted in green. 

Evaluation area Overall Kappa estimation for model methods: 

 Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Buff. 11 m 0.376 0.090 0.274 0.324 0.247 0.215 0.050 

Buff. 50 m 0.604 0.253 0.658 0.734 0.694 0.533 0.289 

Buff. 100 m 0.718 0.338 0.793 0.846 0.826 0.696 0.488 

Buff. 1500 m 0.947 0.583 0.954 0.967 0.968 0.953 0.912 

‘Whole area’ 0.952 0.381 0.956 0.962 0.960 0.974 0.946 

Table F2 Estimated individual Kappa values for class 1 and class 2 within the evaluation areas: buff 11m, 50m, 
100m, 1500m, and ‘whole area’. The lowest values are highlighted in red, the intermediate values are 
highlighted in yellow, and the highest values are highlighted in green. 

Evaluation area Individual Kappa estimation for class 1: land area under HCL 

 Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Buff. 11 m 0.784 0.081 0.351 0.394 0.646 0.207 0.113 

Buff. 50 m 0.903 0.217 0.672 0.780 0.929 0.527 0.532 

Buff. 100 m 0.946 0.298 0.783 0.868 0.953 0.713 0.766 

Buff. 1500 m 0.997 0.585 0.929 0.955 0.968 0.963 0.976 

‘Whole area’ 1.000 0.666 0.962 0.970 0.964 0.987 0.988 

 Evaluation area Individual Kappa estimation for class 2: land area over HCL 

 Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Buff. 11 m 0.248 0.101 0.225 0.275 0.152 0.224 0.032 

Buff. 50 m 0.453 0.302 0.644 0.693 0.554 0.540 0.198 

Buff. 100 m 0.579 0.392 0.804 0.826 0.728 0.680 0.358 

Buff. 1500 m 0.901 0.581 0.981 0.980 0.967 0.943 0.857 

‘Whole area’ 0.908 0.267 0.950 0.955 0.956 0.961 0.908 

Table F3 Areal difference values for model methods Manual, Type1, Type3, Type4, Type4top, Agrell2m, and 
Agrell 50m within the evaluation areas: buff. 11m, buff. 50m, buff. 100m, buff. 1500m, and whole area. The 
highest values are highlighted in red, the intermediate values are highlighted in yellow, and the lowest values 
are highlighted in green. 

Evaluation area Areal difference estimation for class 1: land area under HCL 

 Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Buff 11 0.5213 -0.1130 0.2185 0.1782 0.6200 -0.0395 0.5553 

Buff. 50m 0.3000 -0.1524 0.0203 0.0549 0.2302 -0.0109 0.4104 

Buff. 100m 0.2092 -0.1240 -0.0123 0.0222 0.1175 0.0216 0.3113 

Buff. 1500m 0.0339 0.0027 -0.0187 -0.0091 0.0004 0.0071 0.0431 

’Whole area’ 0.0470 0.4170 0.0060 0.0078 0.0042 0.0128 0.0414 

 Evaluation area Areal difference estimation for class 2: land area over HCL  

 Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Buff 11 -0.5194 0.1126 -0.2177 -0.1775 -0.6177 0.0394 -0.5532 

Buff. 50m -0.3477 0.1767 -0.0235 -0.0636 -0.2669 0.0126 -0.4757 

Buff. 100m -0.2599 0.1541 0.0152 -0.0275 -0.1460 -0.0268 -0.3869 
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Buff. 1500m -0.0661 -0.0052 0.0364 0.0177 -0.0008 -0.0139 -0.0840 

’Whole area’ -0.0489 -0.4332 -0.0063 -0.0081 -0.0044 -0.0133 -0.0430 

 

Table F4 Completeness, correctness, quality, and redundancy measures for the evaluation of the classification 
accuracy of the total HCL boundary and the HCL boundary within the 200 m flat buffer around the reference 
data for the Västerbotten pilot area. For the completeness, correctness, and quality measures the highest values 
are highlighted in green, the second highest values are highlighted in yellow, the second lowest values are 
highlighted in orange, and the lowest values are highlighted in red. 

 "Buffer method" measures for total HCL boundary  

  Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Completeness 0.302 0.090 0.167 0.263 0.237 0.260 0.077 

Correctness 0.302 0.001 0.151 0.241 0.213 0.275 0.133 

Quality 0.176 0.018 0.086 0.147 0.126 0.154 0.044 

Redundancy -0.022 0.038 -0.003 0.046 0.003 -0.007 -0.276 
"Buffer method" measures for HCL boundary within 200 m flat buffer around 
reference HCL 

  Manual Type1 Type3 Type4 Type4top Agrell2m Agrell50m 

Completeness 0.419 0.156 0.435 0.660 0.429 0.212 0.063 

Correctness 0.451 0.078 0.320 0.413 0.314 0.245 0.108 

Quality 0.267 0.055 0.224 0.348 0.222 0.125 0.032 

Redundancy -0.096 -0.004 -0.032 0.130 0.007 -0.064 -0.473 
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