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Abstract

In applications of real time gesture detection on devices which have cameras and limited power supply it is
important to consider both robustness and maintaining a low power consumption. A well explored approach
is the use of cascades of boosted classifiers. As retraining is a very cumbersome process, online environment
adaption would be an appealing approach to counter situations where the boosted cascade detector under-
performs.

The purpose of this thesis is to investigate ways to adapt a pre-trained boosted cascade detector, with re-
gression trees as weak classifiers, to an elusive environment in test-time.

The approach is unsupervised collection of data in real time on highly probable false negatives coming from
temporal series of frames. The data is then used to find features associated with missed detections and
increase their influence on the classifier while keeping the unwanted impact bounded. Adaption is accom-
plished by reclassifying any new low confidence data with a set of adapted leaves.

In this thesis, adaption to a low light environment is investigated. Methods to unsupervised collect data and
output adapted leaf values are presented. The results suggest convergence of the increased detection rates
up to 13%, with respect to both the number of target stages and the size of the reclassification area, can be
achieved with a few percent increase of feature evaluations.

In order to draw further conclusions, about the general performance as well as the environment biased per-
formance, more data is needed together with appropriate tools for analyzing results, such as ROC-curves.

List of abbreviations

The following table describes some acronyms and abbreviations used throughout the thesis.
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Abbreviation Meaning
GPR Gaussian Process Regression
RGB Red, Green and Blue light (color model)
LBP Local Binary Patterns

MB-LBP Multi scale Block Local Binary Patterns
OpenCV Open Source Computer Vision

PAC Probably Approximately Correct
SVM Support Vector Machines

TP True Positive
FP False Positive
FN False Negative
TN True Negative

ERM Empirical risk minimization
VC-dimension Vapnik–Chervonenkis dimension

AdaBoost Adaptive Boosting
FPS frames per second

G Graph; A set of vertices and a set of edges
ROC Receiver Operating Characteristic

f evals feature evaluations
ROI Regions of interest; Set of image patches used to approximate the target domain
LP Linear programming (also called linear optimization)

Table 1: List of acronyms
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1 Introduction

Boosted cascade classifiers used for gesture recognition are trained with supervised machine learning algo-
rithms. In supervised learning the training set is used to approximate the application domain. Whenever
the training set fails to represent a target domain, poor performance may follow as a result. These problems
are typically first discovered in test time and the standard approach would be to gather more training data
associated with the particular situation and perform a retraining. As retraining is a cumbersome process
(and the application domains numerous), collecting data for every situation the classifier underperforms in
may be infeasible.

A hypothesis is that if a target domain is only partly approximated, the classifiers’ performance within the
domain may still be improved, possibly at the expense of the other domains.

In this thesis the focus is to investigate the hypothesis above in the case with Viola-Jones based cascade
classifiers with regression trees as weak hypotheses.

The approach chosen is to conduct the adaption by altering the leaf values of the weak trees. An advantage
with this approach is that any adaption result obtained is easy to store, apply and reverse. By storing earlier
obtained adaption results, one can focus on recognizing the elusive environment rather than redo the entire
adaption procedure.

Contribution of this thesis concerns methods to identify and unsupervised collect data from partly approxi-
mated domains as well as methods to produce new leaf values.

1.1 Related Work

The use of image object recognition for real-time applications can be traced back to the paper ”Robust Real
Time Face Detection” by Paul Viola and Michael Jones. The paper was published in 2001 and described
the first object detection framework that was able to provide feasible results in real time. The original
motivation was to solve the problem of face detection but it can be trained for many other types of objects.

Since then, enormous amounts of research and development have been done in the field and many popular
object recognition approaches still use an underlying Viola-Jones based framework.

In 2011 the paper ”Online Domain Adaption of a Pre-Trained Cascade of Classifiers” by Vidit Jain and Erik
Learned-Miller was published. The paper introduced a method to soften the issues related to asymmetry
between the training sets and test data on a pre-trained classifier, without retraining. Their work focused
on the case where no labeled data were available and every image was seen as a new target domain. By
assuming the original classifier outputted a continuous number, the approach was to encourage smoothness,
at stage level, by reclassifying low candidate regions near the threshold such that similar data receive similar
score-values. Their work was implemented and tested on a Viola-Jones based Haar-cascade.

The above paper mentioned two problems with the two-stage naive approach to perform the same as above:
”to scan for high confident faces, and then retrain with the detection model according to the high-confident
face and non-face regions”. The first problem mentioned was the computational aspect of retraining in a real
time environment. The second was that the retraining may lead to overfitting of classifier to the detected
regions [36].

To bypass these problems, Jain and Learned-Miller used a Gaussian process regression (GPR) scheme as its
parameters can be efficiently computed. Furthermore, the GPR included a term for the prior probability
that prevented overfitting. The GPR, trained on high confident data, was used to reclassify the low confident
data. The procedure was repeated for every image under the assumption that every image represented a new
domain. This approach yielded improved performance for the face detection problem on a standard data set
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[36].

1.2 Goal of the thesis

The main objective is to explore the possibility to adapt pre-trained Viola-Jones based cascade detectors
that are using regression trees as weak classifier, to a target environment where the detector underperforms.
Unlike the earlier work ”Online Domain Adaption of a Pre-Trained Cascade of Classifiers” where every test-
image represented a new domain, this thesis will focus on adaption to a single domain where there are many
test images available. The test images are furthermore temporal ordered in sequences (videos).

The adaption will be implemented and executed in a two stage procedure. The first stage is to collect
data from the new domain by counting leaf evaluations for each leaf, by each predicted class (positive and
negative). The second stage is to produce a new set of adapted leaf values for the regression trees that are
weighted in favour of the new domain.

The idea is to bypass the two issues mentioned earlier in section 1.1 by first focusing the adaption on the
leaves of the regression trees, as they are in general computationally easy to handle. The possible overfitting
to the earlier predicted classes is then supposed to be avoided by gathering enough data from the target
domain in conjunction with limiting the maximum altered leaf value.

Possible overfitting of the detector to the target environment is not seen as an issue in this thesis. The
reason being that the adaption only concerns the leaf values and therefore it is assumed that the adapted
cascade could easily be reversed by the user, e.g. when the detector is about to leave the target environment.
However it is still very interesting to measure to which extent such an event occurs.

1.2.1 Research questions

• How is the performance affected in the target environment in comparison to the more general domain
earlier trained for (including the training error)?

• Is the intended approach computationally feasible in real time?

1.3 Limitations

The main limitations in this thesis are primarily due to circumstances under which adaption is investigated.
Limitations in this thesis concern the object recognition task, the device with camera used, the features used
internally by the regression trees as well as the elusive environment to adapt for.

Detection Algorithms Adaption is investigated for four different pre-trained cascade classifiers developed
for hand-gesture recognition. The gesture in question is chosen as the ”open hand” gesture. These hand-
detectors are trained with weak regression trees that are using multi-scale block local binary patterns as
features (MB-LBP).

Target environment - Low light The target domain to adapt the classifiers to is a low light environment
that has proven to contain elusive detections. The data-set representing the domain is gathered with the
camera from a Nexus 9 device running in a constant frame rate of 30 frames per second, without consideration
for camera calibration.
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2 Theory

2.1 Computer Vision

2.1.1 RGB color space

A color model is a mathematical representation of the physical phenomena of colors. Different models have
different advantages and drawbacks. One goal is to minimize formulation complexity and the number of
variables or dimensions.

Historically, it has been found that three variables seem to be enough to describe all colors perceived by the
human eye [43]

This observation is used as a backbone for many color models. The theory, also called the trichromatic
theory, is old. Names like Isaac Newton, Thomas Young, John Dalton can be found associated with it and
they tend to date as far back as the seventeenth or eighteenth century [43].

More recent experiments suggest that there are three known kinds of photo-receptors present in the human
eye [1]. The types called cone-cells or cones are responsible for the mental perception of colors. Cones are
activated when hit by light of different wavelengths. There are three different types of cones in the eye; the
’reddish’, ’blueish’ and ’greenish’.

Figure 1 shows an example of how these would be activated when hit by light of different wavelengths. If
light of the wavelength 500 nm were to hit the eye, cones of all the types would be activated in different
proportions, as suggested in figure 1. The differences (among other things) could then be used by the brain
to further process and mentally represent the color. Figure 1 is just an abstract illustration, and is not really
correct at the detailed level.

There are many problems and limitations with expressing colors with the trichromatic models.
One of the drawbacks when using a tri-chromatic model is that not every visual color can be represented. To
represent a monochromatic light of the wavelength 580 nm, a mixture of ’reddish’ and ’greenish’ is stored in
the model but no ’blueish’. When later displayed on the device/screen, the green light would trigger some
of the blue cones in the eye making it impossible to replicate the stimulus from the light of wavelength 580
nm. This example can be found in [43].

Furthermore, the eye has special sensors that are activated in low light condition, so called rods that are
completely saturated in the amount of light needed for color distinction.
Another interesting concept that further highlights the complexity of color models is a concept called γ as
follows.

The human eye is more sensitive to relative variations in light than absolute variation. This is often used in
the models to save space by storing less data-points in their color representation of the high light areas since
they would anyway be more insignificant to the brain. This fact generates non-linear scaling artifacts in the
color models when representing color with illuminations. Gamma is introduced as a remedy. Commonly it is
utilized in color models by storing xγ , γ < 1, instead of x when the detector/camera detects an illumination
of x. By storing xγ in the model, more data-points are sampled in the low intensity area. At the output
device, colors are displayed at their original illuminations (x not xγ). A common choice is to keep γ around
one-half, i.e. 0.5 [2, 43].

2.1.2 Histogram equalization

The goal of histogram equalization is to produce a new image where the usable data has increased contrast.
This is especially achieved when the usable data values are clustered in the color model. The result is often
a new image with higher global contrast. This is done by spreading out the most frequently used intensities
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Figure 1: Illustrates the problem with the trichromatic models

in the image. Often, the result is best in images with background and foreground being both very bright or
both very dark [3].

For further explanations of the concept of histogram equalization, the histogram of a single channel image
is defined in definition 1 [4].

Definition 1. For a single channel image X of dimension M ×N and intensity values xi,j ∈ {0, ..., L− 1},
(i, j) ∈M ×N ,
the intensity histogram is the function that maps each possible pixel intensity to its relative frequency in
the image X.
In this thesis pX(k) ∈ [0, 1], k ∈ {0, ..., L− 1} denotes the relative frequency.

Histogram equalization of a single channel image X with intensity/pixel-values xi,j is a transformation of
the image X to a new image Y with a more equalized intensity histogram. According to [3, 4], it can be
defined as in definition 2.

Definition 2. For an image X with intensities xi,j ∈ {0, ..., L− 1},
and a (normalized) intensity histogram pX(k),
the equalized histogram image Y is the
image of the same dimension as X,
with intensities yi,j = floor(

∑xi,j

k=0 pX(k)).

Here floor denotes rounding of the numbers downward to the nearest integer.
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The histogram of the transformed image will effectively be more flat/equalized. See figure 2.

Figure 2: A sketch of how histogram equalization is done. See [5]

If an image is transformed a second time with histogram equalization the last image will not differ from the
previous case. This is due to the fact that the histogram has already been equalized as much as it can [4].

2.1.3 Integral Image

The integral image, a concept introduced by Frank Crow in 1984 [6] in computer-graphics, is equivalent to
the ’cumulative distribution functions’ of multidimensional probability distribution functions in statistics.

In object detection applications of computer-vision/machine-learning, the integral image can be applied to
implement the feature evaluator (the procedure that evaluates features) with dynamic programming for Haar
and LBP-features.

The idea is to first compute the integral image of the whole image. Then use it as a look-up data structure
to compute the pixel intensity sum within a block. It is used by OpenCV in both the case of Haar- and LBP
features (see section 2.2).

Definition 3. For an image X with intensities xi,j, the integral image IΣ
is defined by its intensities;

IΣ(x, y) =
∑

i≤x,j≤y

xi,j (1)

To compute the sum of pixel intensities within a block (or a rectangle) r = ABDC in an image, (where
A,B,D,C denote the corners of the rectangle r), the formula (2) is used, see figure 3. IΣ(ABDC ) or IΣ(r)
denotes the sum of pixel intensities and is sometimes referred to as the integral block of r,

IΣ(ABDC ) = IΣ(A)− IΣ(B)− IΣ(C) + IΣ(D). (2)

2.2 Features

At some point, it is essential for a classifier to be able to extract measurable information from the target
data in order to beat random guessing. An individual instance of a measurement is referred to as a feature.
There are many different types of features suitable for image object recognition. The procedure to evaluate
or find a feature is called feature extraction. The feature is then represented in some model. An instance of
a feature representation is often called feature descriptor or just descriptor [7].

Example An image feature detection could be the procedure of finding a corner in the image by applying
some algorithm. Carving out an area surrounding the corner, computing gradients and placing them in a
histogram is the feature extraction. The feature is now represented in the histogram. The histogram of
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Figure 3: A sketch of an integral image and the four points used to calculate the integral block of ABDC
.

gradients is the feature descriptor.

The features mentioned in this report are the standard ones that are available in the part of OpenCV
concerning the task of object recognition.

Histogram of oriented gradients (HoG)
A scale invariant feature that counts occurrences of oriented gradients within a region of the image.
Especially useful for human detection [8].

Haar-features
A feature developed by Viola & Jones, based on the Haar-wavelet idea, especially used for object
recognition on devices with limited resources due to its relatively cost efficient computational scheme
[9].

LBP-features
Local binary patterns, originally developed for texture description and first described by T. Ojala,
M. Pietikäinen and D. Harwood [35]. Suitable for object recognition on devices and, in general, less
computationally heavy than the Haar features [10, 31]. LBP features are invariant under monotonic
gray-scale changes [35].

2.2.1 Haar

In many cases the Haar features can be described as the sum of weighted integral-blocks extracted from the
target image with equation (2). These blocks are placed relative to the resolution of the detector [49].

Given some rectangular blocks {r1, r2, ..., rn} and corresponding weights,
{ω1, ω2, ..., ωn}, the feature output would be the sum of the products, see equation (3) [38, 49],

∑
i

ωiIΣ(ri) (3)

Further generalizations are proposed by some, as the 45 degree rotated Haar-features [38] or ordered decision
trees of Haar-features. [41].

Example The proposed Haar-features seen in in figure 4 could be defined by the procedure of summing
the black pixel values and removing the white.
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Figure 4: Some different Haar-features. The black areas are weighted with ω = 1 and the light areas with
ω = −1. See [11]

2.2.2 LBP

LBP-features or local binary patterns, as mentioned before, are features originally developed for texture
recognition, but later proven suitable for a broader range of object detection applications such as face de-
tection. The idea is to extract information from the image by simply comparing pixel values surrounding a
single target pixel in a specific manner.

For a pixel-intensity xi,j in a single channel image X, an LBP feature-descriptor can be computed at xi,j
by comparing the numerical value of xi,j with intensities of predefined, surrounding pixels. The procedure
is performed in a specific pattern (usually/always clockwise or anti-clockwise), see figure 5 [31].

The feature can also be used in conjunction with the integral image by comparing integral blocks (equation
2) of the same sizes instead of single pixel values.
The feature is partly defined by the location and size of a target pixel/block and its analogous surrounding.

Example One (possibly the original) LBP-feature-descriptor for image recognition can be constructed and
computed for a pixel-intensity x(i, j) by comparing each of the eight surrounding pixels intensities x(i+k,j+l),
where k, l ∈ {−1, 0, 1} (not both zero), with the one at the middle, x(i, j). For each comparison either a
zero for ”the surrounding pixel has lower intensity” or a one, for the ”opposite statement” is stored [10, 31, 35].

Eight comparisons are thus made and the result is stored in an ordered vector of size 8, represented by a
byte. The order is defined by the image topology, going clock-wise starting from the top pixel, see figure 5.
This idea can be further generalized by applying the same rule for a different set of surrounding pixels
p(i+k,j+l), defined for other choices of values of k, l.

The notation LBP(n,r) can be used to express that the surrounding pixels lie equally ”spaced” in a circle of
”radius” r and their number is n.
Here the radius r is defined by the metric in d(k, l) = sup(k, l),
For example the feature LBP(16,2) is shown in figure (6).

Figure 5: Shows a sketch of the computation of a single ( three by three ) LBP feature value.
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Figure 6: The set of surrounding pixels for the LBP feature LPB16,2, each pixel with the distance of
sup(l, k) = 2 from middle

Local Binary Patterns in OpenCV Local binary pattern features are available in OpenCV:s imple-
mentation of a cascade detector. These features are defined on single channeled image patches X with fixed
sizes, M ×N (usually carved out and/or downscaled from the original camera feed), accompanied by a point
P = (x, y) ∈ X, a block size (w, h) and a bipartition of the same size as the number of possible outcomes.

Introducing a coordinate system for X with origin placed in the top left corner, having the first axis (ab-
scissa) point to the right and second (ordinate) downwards, nine blocks of size (w, h) are placed in a three by
three grid. The position of the grid is defined by its top left corner at point P . Every small block is given its
integral value. Now the three by three grid can be interpreted as an ordinary LBP(8,1) feature. The bit field
is then extracted in a similar manner as in (5) by setting the start count at the top left block moving clockwise.

To assign a feature value to the X, the bit field is categorically placed into one of two different possible sub-
sets from the bipartition and the class is outputted. The subsets make up a bipartition of the 256 different
classes that the bit-field could belong to and they are referred to as either left or right class.

OpenCV:s detection algorithm then constructs weak classifiers by assigning numerical values (and sometime
also other features) to classes.

Figure 7: A sketch of a bit field extraction on a m× n image patch.

LBP Weak-trees in OpenCV OpenCV offers the use of LBP regression-trees as weak classifiers also
called weak trees. The weak-tree consists of LBP features having other LBP features as right and left nodes
and numerical values as leaves. This construction will generate a binary tree. As an image patch X is
assigned to a new node, the feature at the new node evaluates X and sends it further down until X hits a
leaf. The numerical value at the leaf is outputted.

An image patch will choose exactly one leaf for every weak classifier.

2.3 Classifiers

In machine-learning, one often refers to the procedure of mapping observed instances to predicted classes as
a classification model or classifier. The learning process for a classifier needs data with known true class-
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Figure 8: A sketch of how a regression tree of LBP features works in OpenCV.

belongings, also called training data. Models that do statistical classification without training data are rather
known as clustering models [32, 12]. In the following chapter only supervised machine-learning models are
considered.

A model is instantiated when it is trained on data. Its error on the training data is commonly called
the training data error or simply the training error. However, when used on new observations or more
general data it is possible that the previously instantiated classifier behaves differently. The error on new
observation/non-training data is called the generalization error.

Overfitting If a classification model is tuned in a way that the training error is reduced at the expense of
higher generalization error, it is referred to as over-fitting. The model becomes biased on its training data.
A classification model that has a lower training bias often requires more training data to converge.

According to Edwin Chen [13], classifiers that have high bias (low variance) often have advantages over the
low bias (high variance) classifiers when the training data set is smaller. However, when the training data
set grows in size, the low bias classifiers usually start to out-preform the biased ones as they tend to overfit
and are in general not powerful enough [13].

Probabilistic Classifiers A classifier that outputs ordered quantities that measure how much a model
believes an instance belongs to a certain class is called a probabilistic classifier. Classifiers that output
estimated probabilities (such as Naive Bayes’) are probabilistic classifiers however the converse statement is
not true. Probabilistic classifiers are sometimes referred to as ranking classifiers [32].

Furthermore, any probabilistic classifier can be discretized into a classification model by simply applying a
threshold. Probabilistic classifiers are especially suitable for ROC-analysis [32].
In computer-vision/ machine-learning some common types of classification models are:

Naive-Bayesian Classifiers
Probabilistic classifiers using Bayes’ theorem to model probabilities. Trained by estimations of condi-
tional probabilities under the strong assumption that each feature is independent of any other. Naive
Bayesian classifiers do not require much training time or data to converge [14].

Nearest Neighbour classification
Classification model provided with some metric (or distance function) defined on the data. Uses the
distances between the new observations and the training data to classify [15].

Decision Trees
Model that uses features or other classifiers arranged in tree structures to divide data into different
classes [16]. Decision trees are used in other ensemble methods such as random forest or boosting [34,
41].
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Support Vector Machines
A binary classification model that is trained by finding a suitable separating hyperplane in the feature
space that divides the training data [17]. Usually the models are extended to handle non-separable
and/or noisy data. SVM:s have nice theoretical properties (for instance the training-optimization
problem is convex), but usually because of memory and other performance aspects, a multitude of
optimizations and other ad-hoc approaches are needed in order for them to be competitive [29].

Boosting
An ensemble method (commonly iterative) that constructs a single classifier by combining a subset of
existing ones (usually in a linear combination). For each round of boosting the classifier that minimizes
the so called weighted error is added and the weights are then updated before the subsequent round.
For further information, see section 2.6.

2.3.1 Naive-Bayesian Classifiers

Naive-Bayesian classification models are models that use Bayes theorem (4) on the feature data to predict
different class labels.

The model works by calculating the different class (labels) probabilities given a feature vector with the
assumption that all features are independent of each other.

P (A|B) =
P (B|A)P (A)

P (B)
. (4)

Given l different classes and a feature space of size n the model estimates all l posterior probabilities P (Ck|x̂).
P (Ck|x̂) is the probability that an observation x̂ = (x1, x2, ..., xn) belongs to a certain class Ck ∈ {C1, ..., Cl}.

The independence assumption will then generate a way, see equation (5), to simply evaluate the posterior
probability P (Ck|x̂) by only knowing all the ’feature class probabilities’ P (xi|Ck) and by using Bayes theo-
rem (4) repeatedly.

When all the posterior probabilities are estimated, they are used to make a decision (a simple rule is to
output the largest)

P (Cj |x̂) ∝ P (Cj)

n∏
i

P (xi|Cj). (5)

The training of the model is performed by estimating the P (xi|Ck) on the training data. If the data is
entirely categorical, a frequency table is sufficient. With continuous feature data, it is assumed they come
from some known distribution, such as normal, lognormal, poisson or gamma, etc., [44, 18, 14].

Advantages of Bayesian classification models are the simplicity of both the implementational and theoretical
aspects. The training converges quite quickly (and even quicker if the feature-independence assumption
holds) with relatively little training data. The model is also robust against irrelevant features and has a
linear time-complexity for both evaluation (feature space size) and training (training set size).

A disadvantage of the model is its independence assumption, as the assumption also implies that the model
will not treat dependencies between features correctly. It also tends to be more of a high bias model [13, 19].

2.3.2 Nearest Neighbour

Nearest neighbour classifier will classify a new observation x̂ by measuring its distances from the training
data of size n in the feature space (the space of possible feature vectors). The simplest way is of course to
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consider the closest neighbours category and place the new observation into that same category.

More complex classifiers can also be built by considering more than one neighbour. One example is the
k-nearest neighbour classifier that classifies a new observation by letting the k−closest neighbours each vote

with the same weight wi =
1

k
. The concept can easily be generalized by letting the i− th nearest neighbour

from the training set have the weight wi and letting the sum of all weights be equal to one,
∑n
i wi = 1.

One advantage of nearest neighbour classifiers is the simplicity of both their underlying concept and imple-
mentation.

A disadvantage of the nearest neighbor method is that the model needs to be provided with a norm or metric
to measure distances. It is not always obvious how to introduce a simple metric for all features, for example
if the data is partly or entirely categorical [15]. Nearest neighbor classifiers also tend to be more of the high
bias type [13].

2.3.3 Classification and Regression Trees

A discrete classifier in the form of a decision tree is called a classification tree. Classification trees clas-
sify new observations by letting the data flow through a tree of different sub-classifiers. The sub-classifiers
decide where to send the data next down the tree by classification. In the binary case the tree outputs
either ”yes” or ”no”. In the more general case, the outcome of the classification is a class-label, no more
than one for each leaf. A similar type of classifier is the regression-tree. The main difference between re-
gression and classification trees is that the regression tree outputs a continuous measure instead of labels [16].

There are many different algorithms to construct these classifications trees using the training data.

Many of the learning algorithms use the property of entropy of a set, as a crucial part in their construction.

For a set of training data, the entropy H can be used to determine a ”quality quantity” of a test.
Advantages of decision trees are their simplicity to interpret and their natural ability to handle feature
interactions [13].

Ensemble Methods with Trees A common drawback with the decision tree approach is that the models
have bad habits to overfit the classifiers to the training data.

The random forest classifier is an ensemble method which utilizes many decision trees (forest) while classi-
fying data, where each tree ’votes’ on a class label. Another type of ensemble approach is to use boosted
trees. Both random forest and boosted trees tend to be more robust (low bias) against generalization errors
[20, 21, 13].

2.3.4 Support Vector Machines

The earliest Support Vector Machines (also called linear classifiers) were classification models that classify
n-dimensional feature-data by separating them with a n− 1 dimensional hyperplane.

If such a separating hyperplane on the training-data exists the training set is said to be linear-separable.
Furthermore if the training set is linear-separable there must exist infinitely many distinct hyperplanes.
A quadratic convex optimization problem (P ) can be formulated to find the hyperplane that maximizes
the margin (the minimal distance between the hyperplane and one of the classes). A dual formulation of
the problem (P ), (P̂ ), is often/always preferred over the original, since it tends to be easier to solve ((P̂ )
constraints are nicer than the ones from (P )). There are many extensions to this classification model, two
well known examples are the Kernel- and the Soft Margin-approach [22, 29]. The dual problem is (by using
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Lagrangian duality theory) often preferred over the original, since it tends to be easier to solve [30].

Kernel Approach As the linear classifier uses separating hyperplanes described with the n-dimensional
dot product, separation cannot always be done. By exchanging the dot product in the feature space with an
higher dimensional one, represented as a kernel function, any set of data that is not linear separable can be
implicitly projected into the higher (even infinitely) dimensional space where it is separable. In the original
feature-space, this can be seen as a nonlinear decision boundary is separating the data. Any continuous
decision boundary can be implemented by using the kernel trick. There is no need to compute the feature
vectors if the kernel function can be computed, thus avoiding some curse of dimension [29].

Soft Margins Although the kernel approach always offers a way to separate the training data, using it is
not always a good idea when for example the data is noisy. The soft margin approach is all about penalizing
the non separating errors by introducing more slack variables into the optimization problem thereby further
increasing the complexity [29, 22].

2.4 Performance measures for discrete classifiers

2.4.1 Basic measures

Discrete classifiers map observed instances to predicted classes. For the binary case each instance is either
positive p or negative n. To not confuse the actual classes with the predicted ones the notation Y (positive)
and N (negative) is here used to describe the labels outputted from a classification model.

When a discrete classifier is used to predict the class of an instance, there are four different outcomes.
A positive instance that is correctly classified as a positive is called a true positive (p predicted as Y).
A negative instance that is correctly classified as a negative is called a true negative (n predicted as N).
A positive instance that is incorrectly classified as a negative is called a false negative (p predicted as N).
A negative instance that is incorrectly classified as a positive is called a false positive (n predicted as Y).

These outcomes are usually visualized in a confusion matrix, see figure 9.
Let S ⊂ X × Y be a test-set with data from X and true belongings Y = {p,n}. By applying a discrete
classifier H,

H : X → {p,n} ,

on the test set S the number of occurrences in each class within the confusion matrix can be counted. Each
quantity from the confusion matrix is typically denoted by the first letter in each word of its class labels,
TP for true positives etc. Note the notation used for the other quantities (FP , TN , FN ).
Usually N and P are used to denote the number of negative and positive instances from some test set i.e.
the column sums from the confusion matrix. That is, by using earlier notations,{

P , |p| = TP + FN

N , |n| = FP + TN .
(6)

However the number instances in each predicted/hypothesized class (|Y| and N|) are more commonly denoted
by their expressions for the corresponding row sums in the confusion matrix.{

|Y| = TP + FP

|N| = FN + TN .
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Figure 9: The confusion matrix. Note that the correct decisions reside in the diagonal.

2.4.2 Common performance metrics

From the basic performance measures defined in the previous section, some common performance metrics
can be derived.

True Positive rate:
Denoted d, the True Positive rate measures the proportion of positives that are correctly classified
and can be estimated with,

TP rate =
TP

P
. (7)

True Positive rate is sometimes referred to as ”hit-rate”, ”recall”, ”detection rate” or ”sensitivity”
[32, 49].

False Positive rate:
Denoted f , the False Positive rate measures the proportion of negatives that is incorrectly classified
and can be estimated with

FP rate =
FP

N
. (8)

Another name for the False Positive rate is ”false alarm rate” [32, 49].

Positive rate:
Denoted p, the positive rate measures the amount of data that is classified as positive and can be
estimated with,

Positive rate =
TP + FP

P +N
. (9)

Precision:
Measures the amount of detections that are correct. Can be estimated with,

Precision =
TP

TP + FP
. (10)
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Accuracy:
Measures the amount of predictions that are correct:

Accuracy =
TP + TN

N + P
. (11)

Combined metrics:
Metrics that combine other metrics into a single ”score” function. One example is the Fβ score:

Fβ = (1 + β2)
precision · recall

(β
2 · precision) + recall

.

Note that F0 = precision and ”F∞ = recall”.

The positive and negative rates are measures insensitive to changes in the proportions of negative and
positive test-data. This can sometime be an advantage. However, there are situations where the class-
dependent measures such as precision and accuracy give a better picture of the general performance. This
is especially the case in applications with large class skewing that change with time (or some other variable)
[32]

2.4.3 Receiver operating characteristic

Receiver operating characteristic is a graphical tool commonly used to visualize and organize classifiers based
on their performance. The ROC curve depicts classifier’s trade off between false positive rate and true
positive rate for different settings. For applications where an underlying ranking classifier is used, its ROC
curve can be generated efficiently (after evaluating all test data) in linear time in terms of data size.

The ROC space is the two dimensional space with FP rates on the abscissa and TP rates on the ordinate.
Each confusion matrix can be mapped to a point in the ROC space by calculating the positive and false
positive rates. Thus each discrete classifier corresponds to a point in the ROC space.

The ROC points of six different discrete classifiers (labeled 1 to 6) are shown in figure 10. Classifiers residing
in the top left corner (classifier 1) have high TP rates in conjunction with low FP rates. They are the
ultimate classifiers. Classifier 2 is obviously inferior to 1 as it has a lower TP rate and higher FP rate.
The anti diagonal symbolizes the random guessing, hence the worst classifiers, as number 4, reside on it.
As any classifier below the random guessing line can be inverted (by always doing the opposite of what it
suggests) the area is in general not interesting. Thus classifier 6 is considered equivalent to (and just as
good as) 1. The left bottom area symbolizes the region of conservative classifiers, they do not sound alarm
unless very sure but also tend to miss more positive instances. Conservative classifiers are commonly used
in applications where a false alarm also has a high cost. The top right area is the liberal region. Liberal
classifiers act on the ”weaker signals”. These are more suited for applications having a high cost for missing
a positive, such as surveillance or medical decision making [32].

ROC-curves for probabilistic classifiers The ROC curve serves as one of the standard methods for
performance measuring of classifiers.

Many discrete classifiers, such as the ones constructed with boosting methods used within the Viola-Jones
framework, have underlying probabilistic classifiers that are discretized by a threshold, see section 2.3. If the
threshold θ is set high enough (theoretically at θ =∞) the discretized classifier becomes super conservative,
never classifying anything as a positive, hence yielding the ROC-point (0, 0). At θ = −∞ the classifier is
super liberal, believing all instances are positive which corresponds to the point (1, 1) in the ROC-space.
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Figure 10: Six (discrete) classifiers in the ROC-spaec.

In practice two thresholds that generate identical confusion matrices are equivalent (within a domain), as
they produce the same discrete classifier. For any ranking classifier, sliding the threshold from ∞ to −∞,
different possible discrete classifiers can be visualized as different points in the ROC space. The ROC-curve
can then be estimated (unbiased) with linearly interpolating between consecutive points (parametrized by θ).

The procedure above can be done relatively fast for a ranking classifier, i.e. by sorting classified test data
after score followed by a linear sweep over them. For further reading see [32].

2.5 Learning as function approximation

The task of (machine) learning can be described as to output a hypothesis H (classifier) that maps observa-
tions from an instance space X to an output space Y, usually labels or some other continuous measure in
R,

H : X 3 x 7→ H(x) ∈ Y.

For the sake of simplicity, the following description only considers discrete classifiers of the binary case, i.e
the target domain is Y = {−1, 1}. Furthermore, one can easily generalize the binary case by applying the
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principle of ”one against all”.

The general (real world) domain of the classifier can be described with a generator of random vectors with
an underlying unknown probability distribution P (x, y). With this formalization, all possible observations
are generated from P (x, y). The generalization error (or risk) of the classifier H, R(H) is given by risk
functional:

R(H) =

∫
x,y

L(y,H(x))dP(x, y). (12)

Here L denotes the function that measures the loss (or discrepancy) which further depends on the context
(some errors may be worse than others, hence more important to avoid). Commonly the loss function L is
set to the indicator function of the event of a miss-classification. I.e. L is producing 1 at x if H misclassified
x and zero otherwise,

L(y,H(x)) = I(H(x) 6= y). (13)

This is also called the 0 - 1 loss function. In (13) I denotes the indicator function that is producing 1 if
the argument (event inside) occurs and zero otherwise, i.e. for an event A,

I(A) =

{
1 if A occurs

0 otherwise.
(14)

The goal (in machine learning) is naturally to find a hypothesis H? that minimizes R over a set of available
functions F. Since the P is unknown the risk cannot be evaluated, and therefore the optimal hypothesis
can only be estimated with training data.

A set of training data S is a set of data points in the feature space X accompanied with its true belongings,
drawn independently at random from P ,

S = {(x1, y1), ..., (xn, yn)} ⊂ X × Y. (15)

The training error of a hypothesis H is given by the empirical risk E of its training set,

E(H) =
1

n

n∑
i=1

L(yi, H(xi)). (16)

The principle of replacing the risk with the empirical risk and furthermore assuming that the minimum to
E over F, Ĥ, results in a close to minimum risk is called the ”induction principle of ERM” (Empirical risk
minimization). According to [48] a necessary and sufficient condition for the principle to be consistent (over
the set of functions F) is uniform convergence in probability of R to E (over F). By consistent is meant that
the infimum of E over F converges in probability to the infimum value of R (over F) [48].

If the problem is not consistent a hypothesis H which otherwise achieves good empirical performance may
lead to large generalization errors. The definitions used to state the above depend heavily on the set of avail-
able functions F. Therefore the function class is a crucial parameter in ERM learning. Insufficient training
data sizes and/or very complex function classes F can result in a classifier being able to fit the train-
ing data extremely well without being able to generalize. By restricting the size of F, the earlier mentioned
overfitting can possibly be avoided. The approach of limiting the complexity of F is called regularization [42].

2.5.1 VC-dimension

The standard metric, introduced by Vapnik and Chervonenkis, used to measure the complexity of a set of
hypotheses is the VC-dimension. First, we need to define what is meant by a set of hypotheses F being
able to shatter a set of data points X.
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Definition 4. A class of hypotheses F is said to shatter the set of points X = {x1, ...,xn} if ∀ labelings
{y1, ..., yn}, ∃ an f ∈ F s.t. ∀ i, f(xi) = yi.

Definition 5. For a class of hypotheses F, the cardinality of a set with the largest cardinality that F shatters
is called the VC-dimension of F.

2.6 Boosting

In machine learning boosting is an ensemble method to construct classification models. The practical boost-
ing models can be viewed as proposal solutions to the Hypothesis Boosting Problem that, according to
Michael Kearns, informally asks ”whether an efficient learning algorithm that outputs a hypothesis whose
performance is only slightly better than random guessing implies the existence of an efficient algorithm that
outputs an hypothesis of arbitrary accuracy” [37].

More specifically the problem asked whether weak learner (the algorithm that outputs hypothesis) implies
the existence of a strong PAC learning algorithm. Here PAC is an abbreviation for Probably Ap-
proximately Correct [42].

In 1996 Robert Schapire and Yoav Freund invented the first practical boosting algorithm, AdaBoost (or
Adaptive Boosting). They both received the Gödel Prize for their work on AdaBoost in 2003 [46, 23]. Since
then, other practical boosting algorithms have been proposed. Usually their main variations lie within their
method of weighting training data and their hypotheses [24].

Since many boosting algorithms make use of similar framework as AdaBoost, basic understanding of the
AdaBoost algorithm will do a lot for the understanding of a large number of boosting algorithms.

2.6.1 General Properties

AdaBoost and many of its sibling boosting algorithms share similar properties.

Weak Learning Condition
Boosting algorithm usually uses the assumption that the weak learning condition is fulfilled, see section
2.6.3. Furthermore, an assumption that the set of weak classifiers have sufficient richness is often used.

Adaptive Learners
Before AdaBoost was invented, other AdaBoost resembling solutions were proposed [47], however they
were not adaptive. Adaptive boosting algorithms will adapt to the error rates of each weak classifier,
which will let the user utilize more of each hypothesis added (training will therefore be done in an
iterative procedure). Adaptivity was one of the main reasons AdaBoost was so successful. However, in
modern times, non-adaptive boosting algorithms have been proposed to combat, among other things,
noise (such as brown-boost) [46].

Training and Generalization error
Many boosting algorithms (such as AdaBoost) have great resilience against generalization errors. Dif-
ferent approaches used to explain boosting yield upper bounds on the training and generalization error,
see [46, 33].

Minimizing a loss function
Many boosting algorithms can be shown to minimize a suitable cost functional on the linear hull of
the space of weak-hypotheses. This approach to explain boosting helps with the understanding of
convergence and the goal of the algorithm, see [46].

Relation to SVM:s
Using the margin approach to explain AdaBoost an obvious connection between SVM:s and boosting
emerges as they both solve a similar optimization problem. SVM:s solve a quadratic programming
problem and boosting a linear programming problem. SVM:s and boosting both operate in very high
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dimensional spaces but use totally different methods to tackle the curse of dimension. For instance,
compare SVM:s use of the kernel trick with the greedy search approach from AdaBoost [33].

Susceptible to Noise
A boosting algorithm that is adaptive also tends to be extra susceptible to noise and/or bad training
data [39, 46]. Regularization of AdaBoost-similar boosting procedures seems to be mandatory in
practice to avoid overfitting [42].

2.6.2 Strong PAC learners

Strong PAC learners can approximately be defined for the binary case as:

Given a set of n data points, {(x1, y1), ..., (xn, yn)} that are generated independent and at random from a
distribution P (x), with their true belongings yi given by a supervisor (binary function) c(x) = y from a
known class of concepts, C, a strong PAC learner is an algorithm that for every distribution P , every

c ∈ C, and every ε ≥ 0, δ ≥ 1

2
with probability 1 − δ returns a hypothesis h s.t. Pr[h(x) 6= c(x)]. The

algorithm should be polynomial in
1

ε
,

1

δ
, n and the dimension of the input space [42].

A concept class is said to be strong PAC learnable if a strong PAC learning algorithm exists for it.
A concept is used to define the learning task, i.e. a concept is a problem that we want to teach the machine
to solve.

2.6.3 Weak learner

Definition 6. Let S = {(x1, y1), ..., (xn, yn)} be a set of data and D(i) = wi, i ∈ {1, ..., n} a probability
weighting of S. For a hypothesis h the weighted error on S with respect to D is the sum of all weights wi
associated with misclassified data. In this thesis e(h) denotes the weighted error of h.

Informally (and sufficient within the scope of this thesis) one can state that a learner that for some γ > 0,
for every weighting D on S, is able to efficiently find a hypothesis that can achieve a weighted error less

than
1

2
− γ, is a weak learner on S. Analogously a concept class is weak learnable if this condition holds

for every concept in it [42, 47].

Each weak classifier (hypothesis) h returned by the weak learner is guaranteed to have a weighted error

e(h) <
1

2
− γ where γ > 0. γ is commonly referred to as the edge over random guessing. Especially the

weak classifiers have to perform better than the strategy of always guessing on the class having the largest
proportions of the weights [42].

While studying boosting algorithms, the assumption that the learner is a weak learner is often referred
to as Weak Learining Condition [46].

In 1987 a paper [47] by Robert E. Schapire proved equivalence between a concept class being weak and strong
learnable (naturally every strong learner is also a weak learner, Schapire proved the reverse). The goal
with Boosting algorithms (such as AdaBoost) is to turn weak learners into strong (PAC) learners.

2.6.4 AdaBoost

AdaBoost was the first practical realization of how to turn a weak learner into a strong PAC learner.

Given a set of training data S of size N , and a weak learner, L, that outputs hypothesis h : X → Y,
AdaBoost iteratively uses the weak learner to find binary hypotheses and combining them into a linear
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combination with coefficients from R, thus producing a soft classifier (ranking or probabilistic classifier, see
section 2.3). After T number of rounds the resulting soft classifier will be of the form,

ST =

T∑
t=1

αtht (17)

where ht is a weak classifier chosen at round t and αt ∈ R its coefficient. The final hypothesis is then
retrieved by thresholding the soft classifier ST with θ = 0 in case of Y = {−1, 1} being used as target labels

(sometimes the labels are represented with Y = {0, 1} which means that θ =

∑T
t=1 αt
2

is used instead).

While the description above is quite general what is particular with AdaBoost is its way of (re)weighting
data and selecting hypotheses. See algorithm 1.

AdaBoost Algorithm

The AdaBoost algorithm originally proposed by Yoav Freund and Robert E. Schapire [33], described with
Y = {−1, 1} is as follows.

Algorithm 1 AdaBoost, sources [45, 46, 33, 25, 26]

1: initialize S0 = 0, D1(i) =
1

N
2: for t = 1, ..., T do
3: ht ≈ argmin

h
[et(h) =

∑
h(xi) 6=yi wi].

4: define the coefficient αt =
1

2
ln(

1− et
et

).

5: update the weights wt+1
i =

wtie
−αtyiht(xi)

Zt
.

6: St = αtht + St−1

7: return ST

The user selects the number of rounds to boost T . Starting from S0 = 0 and a rectangular error weighting,

D1(i) =
1

N
which corresponds to all training data being equally important to classify correctly, the weak

learner finds at each round t, a hypothesis ht with a small weighted error,

et(ht) :=
∑

i∈{i|ht(xi)6=yi}

Dt(i). (18)

The selected hypothesis ht is then added on to the previous result

St = αtht + St−1, (19)

with the coefficient

αt =
1

2
ln

(
1− et
et

)
. (20)

Note that if the weak learning condition holds,
1

2
ln

(
1− et
et

)
is an injective mapping of et to (0,∞) (αt = 0

if and only if et =
1

2
), with no theoretical upper limit for a good enough classifier.

In preparation for the next weak classifier to be selected, the last weak classifier ht is used to reweight the
weighted error distribution on the training data. The reweighting is done such that the errors of the
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previously selected hypothesis are amplified at the expense of the other (by ht correctly classified) data.
Thus making it more important for the next weak classifier to ”fix” the errors of its predecessor.

The new weights are calculated with

wt+1
i =

wtie
−αtyiht(xi)

Zt
. (21)

Note that the expression −αtyiht(xi) in equation (21) is just a compact way of writing:{
−αt if ht classified xi correctly,

αt if ht classifiedxi incorrectly.

This fact combined with equation (21) clarifies the previously mentioned reduction and amplification of the
weights. Zt is used to normalize D, keeping it as a probability distribution.

A practical improvement for AdaBoost

An interesting fact about AdaBoost is that the choice of the coefficient αt =
1

2
ln

(
1− et
et

)
makes it possible

to do some computational simplifications [28].
The simplification can be seen as a corollary of the next theorem.

Theorem 2.1. In algorithm 1 the choice of αt =
1

2
ln

(
1− et
et

)
will result in the sum of all new weights

associated with the previous misclassified data being equal to one half. Furthermore the result also holds for
new weights associated with the previous correctly classified data.

∑
ht(xi)=yi

wt+1(i) =
∑

correct

wt+1(i) =
1

2
.

∑
ht(xi) 6=yi

wt+1(i) =
∑
wrong

wt+1(i) =
1

2
.

The proof is fairly simple yet it took some time, after the AdaBoost invention, before this result was discovered
[28].

Algorithm 2 AdaBoost utilizing renormalization of the weights, source [28]

1: initialize S0 = 0, D1(i) =
1

n
2: for t = 1, ..., T do
3: find ht ≈ argmin

h
[et(h) =

∑
h(xi)6=yi wi].

4: let Nc be the number of correctly guessed data and Nw the corresponding number for the wrongly
classified data.

5: wt+1
i =

1

2Nc
for the the correct classified data.

6: wt+1
i =

1

2Nw
for the wrongly classified data.

7: St = αtht + St−1

8: return ST
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Proof.

wt+1
i =


wti
Zt
e−αt if ht was correct at xi,

wti
Zt
eαt if ht was wrong at xi

=

=

[
αt =

1

2
ln

(
1− et
et

)]
=


wti
Zt

√
et

1− et
, correct

wti
Zt

√
1− et
et

, wrong

(22)

Since D is also probability distribution the sum of all new weights is equal to one. Splitting up the sum
of wt+1

i in the two parts such that one part consists of weights wt+1
i associated with, by the previous weak

classifier ht, correctly classified data (and the other part with the wrong) using (22) followed by multiplying
both sides with Zt yields;

∑
i

wt+1
i = 1 ⇐⇒ Zt =

√
et

1− et

∑
correct

wti +

√
1− et
et

∑
wrong

wti . (23)

Using the fact that the error is defined as

et =
∑
wrong

wti ,

and its immediate consequence

1− et =
∑

correct

wti ,

(23) implies that Zt can be written as

Zt = 2
√
et(1− et).

Taking the sum over all wrong wt+1
i and replacing Zt with 2

√
et(1− et) results in

∑
wrong

wt+1
i =

∑
wrong

wti

√
1− et
et

Zt
=

1

2et

∑
wrong

wti =
1

2
.

Hence ∑
correct

wt+1
i = 1− 1

2
=

1

2
.

Relying on the theorem above, it is possible to compute all new weights wt+1
i by simply re-normalizing the

wrong and correct guessed weights for the selected weak classifier ht.

The algorithms 1 and 2 are equivalent, however algorithm 2 is computationally faster to execute.

2.6.5 Properties

Training and generalization error

Given that the weak learning condition holds, AdaBoost is good at reducing the training error and in practice
it usually has good guarantees against generalization errors (sometimes the generalization error continues to
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drop with additional rounds of boosting even after the training error has reached 0). As with most classifi-
cation models, it is also possible to overfit a classifier with AdaBoost. The risk of overfitting is particularly
increased when the boosting is done with too complex (such as large weak-trees) or too weak, hypothe-
ses/weak classifiers [33, 26].

To understand how and why AdaBoost behaves like it does, different approaches have been proposed by
various people.

Vapnik–Chervonenkis theory

VC-theory or Vapnik-Chervonenkis-theory is a theory that attempts to explain general statistical learning
processes and has been applied to boosting and especially to AdaBoost. In section 2.5, basic concepts of
VC-theory are introduced.

By applying VC-theory on AdaBoost, it can been shown that:

1. If the weak learning condition holds, the training error will very probably decrease to zero in only
O(logN) rounds, were N is again the size of the training data set [46].

2. It is possible to obtain a very probable upper bound (see expression (24)) on the generalization error
[33],

P (H(x) 6= y) ≤ P (H(x) 6= y|S) +O

(√
Td

N

)
. (24)

Here d denotes the VC-dimension of the weak hypotheses, T the number of rounds of boosting, P (H(x) 6=
y|S) is the probability on the training sample S of size N .

VC-theory predicted a possible overfitting tendency when the amount of rounds and/or the complexity of
the weak hypotheses increase. Empirically, overfitting due to a large number of rounds T has been shown
not to be the common case [26] rendering the estimation (24) from VC-theory a bit inept. The latter led
to other approaches being developed in order to analyze and explain the behaviour of AdaBoost (and some
other boosting algorithms).

2.6.6 Greedy coordinate descent

The AdaBoost can be shown to be equivalent to greedily minimizing a convex upper bound, called the
exponential loss, on the empirical risk (16) that is equipped with a 0-1 loss function (13). The following
section is inspired by [50]. For simplicity, the set of hypotheses H is assumed to be finite.

Definition 7. For a set of hypotheses H of size M , a training sample S of size N , the function, C : RM → R,

C(λ1, ..., λM ) =
1

N

N∑
i=1

e
∑M

j=1−λjyihj(xi), λj ≥ 0,

is called the exponential loss.

Some reformulation of the returned output from the AdaBoost algorithm (algorithm 1) is needed in order
to continue,

ST (x) =

T∑
t=1

αthj(t)(x) =

M∑
j=1

λjhj(x). (25)

In practice M is a much larger number compared to the number of rounds T from the AdaBoost algorithm,
i.e the sum is greatly ”zero-padded” (a lot of zeros added). It is somewhat confusing to reformulate the
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output with an index function, j(t), but in the following argument it appears to be necessary.

In the definition of the exponential loss every argument is associated to a unique weak classifier from H.
For the AdaBoost however, ht refers to the solution of the minimization problem consisting of finding the
weak classifier that minimizes the weighted error at round t,

ht = argmin
h∈H

et(h).

Thus there is no requirement that classifiers from two (not consecutive) rounds to be different. Although
this is painful to write and assuming the reader knows this, I will continue to write ”ht” instead of hj(t).

All information about the soft classifier ST outputted from AdaBoost can be stored in the coordinate vector
λ = (λ1, ..., λM ) for the exponential loss. For the hard classifier H = sgn(ST ) it is easy to confirm that
E(H) ≤ C(H) for all (by AdaBoost produced) H when comparing the functional sum term-wise,

I(H(x) 6= y) = I(yiST (xi) < 0) ≤ e−yiST (xi).

Here I denotes the indicator function (14). The inequality follows since ex ≥ θ(x) where θ(x) is the Heaviside
stepfunction.

Every term in C is convex due to the fact that every term can be expressed as a convex transformation, ez, of
affine functions of λ, z =

∑M
j=1 λjhj(xi). The convexity of C then follows from that every term in C is convex.

By preforming minimization of C over RM one implicitly minimizes the empirical risk E. The convexity
implies that performing a line-search from a point λ̂ to find the minimum along êj :s direction can be done
by finding the stationary point. That is, finding the ∆λ

∗ that minimizes

Cλ̂,êj (∆λ) = C(λ̂+ ∆λêj) (26)

which can be done by solving

dCλ̂,êj
d∆λ

= 0. (27)

The greedy coordinate descent algorithm 3 is equivalent to AdaBoost,

Algorithm 3 Greedy Coordinate Descent

1: initialize λ0 = 0
2: for t = 1, ..., T do
3: ∀ coordinate êj perform line-search in êj :s direction by solving (27).
4: Choose the coordinate, êt, which attains the maximum reduction of C while line-searching.
5: Update λt = λt−1 + ∆λ

∗êt.

6: return ST (xi) =
∑M
j=1 λjhj(xi) =

∑T
t=1 αthl(t)(xi)

Theorem 2.2. The algorithms 1 and 3 are equivalent, i.e. they will find the same hypothesis H.

Proof. Relying on equation (25) that describes the relation between the different representations of the soft
classifiers, to prove equivalency it is sufficient to conclude that the coordinate êt (weak classifier ht) and
stepsize ∆λ (coefficient αt) the algorithms choose at a round t represent the same choices.

It’s obvious that the setups are the same for t = 0 because S0 = 0 and λ = 0. To construct a proof by
induction, assume that the algorithms output, ST and λST

, represent the same soft classifier for t = T .
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First I will show that for a fixed direction, the two algorithms will update with the same coefficient αT+1,
then finishing the proof by concluding that the algorithms will choose the same direction/weak classifier.

By assumption, equality must hold for the two sums

ST (xi) =

T∑
t=1

αthj(t)(xi) =

M∑
j=1

λjhj(xi).

Assume now that the direction of choice is êk.

Differentiation of the exponential loss (26) with respect to the stepsize ∆k in the direction êk, and demanding
it to be zero, gives

∂C(λST
+ ∆kêk)

∂∆k
= 0 ⇐⇒

⇐⇒
N∑
i=1

−yihk(xi)e
−∆kyihk(xi) e

∑M
j=1−λjyihj(xi) = 0 ⇐⇒

⇐⇒
N∑
i=1

−yihk(xi)e
−∆kyihk(xi)e−yiST (xi) = 0

Recall that the expression −yihk(xi) is the compact way of arranging a sign, depending on the correctness
of the weak classifier hk. This gives,

0 =
∑

hk(xi) correct

e−yiST (xi)e∆k −
∑

hk(xi) wrong

e−yiST (xi)e−∆k (28)

Using the recursive formulation for the weights wTi from algorithm 1, and the fact that they sum up to one
gives

wT+1
i =

e−yiST (xi)∑N
i e
−yiST (xi)

=
e
∑T

t=1−yiαtht(xi)∑N
i=1 e

∑T
t=1−yiαtht(xi)

(29)

Dividing both sides in (28) with
∑N
i=1 e

−yiST (xi) yields, by using equation (29), for every term i, the weight

wT+1
i . Solving the equation for ∆k gives∑

hk(xi) correct

e−∆kwT+1
i =

∑
hk(xi) wrong

wT+1
i e∆k ⇐⇒

⇐⇒ ∆k =
1

2
ln

(∑
correct w

T+1
i∑

wrong w
T+1
i

)
=

1

2
ln

(
1− eT+1

eT+1

)
. (30)

The above equation shows that ∆k = αt+1 and it remains only to prove that the direction is the same.

By inserting (30) into the exponential loss (26) and dividing it with
∑N
i=1 e

−yiST (xi), the weights can once
again be identified term-wise.

C(λ+ ∆kek) =

∑
i e
−yiST (xi)∑

i e
−yiST (xi)

C(λ+ ∆kek) =

=
∑
i

e−yiST (xi)

( ∑
correct

wT+1
i e−∆k +

∑
wrong

wT+1
i e∆k

)
= [t = T ] = C(λ)2

√
et+1(1− et+1) ⇐⇒
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⇐⇒ C(λ+ ∆kek) = 2
√
et+1(1− et+1)C(λ). (31)

As C(λ) is independent of the direction êk, the greedy algorithm 3 is searching for the direction which
minimizes the dependent part

√
et+1(1− et+1). The AdaBoost algorithm 1 at round t chooses the hk that

minimizes the error et which is equivalent to minimizing
√
et(1− et). If both algorithms are assumed to

choose the same hypothesis, given that two, or more, equally good are presented, they are equivalent.

2.6.7 Other Boosting Algorithms

Some other boosting algorithms (that turn weak learners into strong PAC algorithms) can be con-
structed by simply replacing the exponential loss (definition 7) with another loss function and/or using
different line-search methods. Different loss functions yields different choices of coefficients and hypotheses
by inducing different weighting and updating rules. Some boosting algorithms are:

GentleBoost
Uses the same loss function as AdaBoost but with a restricted stepsize. This will limit the complexity
of the set of possible hypotheses outputted and is a regularized version of AdaBoost [40].

LogitBoost
Uses a loss function with the expression ln(1 + e−yST ) instead of e−yST , which is good on noisy data,
as it tends to ”give up” on the harder examples [42, 40].

Arcing-X4
A boosting algorithm similar to AdaBoost that minimizes a loss function that replaced the expression
e−yST with (1− yST )5 [40].

2.7 Cascade of Boosted Classifiers

As mentioned before, in 2001 (revised in 2003) Paul Viola and Micheal Jones published a paper ”Robust
Real Time Face Detection” describing a, at the time, new object detection framework that turned out to
be the first object detection framework that produced feasible object detection rates for real time applications.

Their approach was to use a cascade of classifiers, each layer trained with AdaBoost over a set of hypotheses
they introduced, decision stumps of Haar features [49].

Even though the AdaBoost algorithm enables the construction of a strong classifier with a weak learner it
is not computationally feasible to let all of the weak classifiers evaluate every candidate region in a larger
image. This is due to the fact that within an image there are lots of possible positions and sizes to search
through in order to find all possible faces.

Example A typical approach to search through all candidate regions (sub-windows) in a single scale is
to extract an image patch every second pixel in both width and height. With a classifier that operates on
image-patches of the size 24 × 24 from a larger image of size 240 × 160, this single scale search procedure
would yield 7344 different candidate regions to evaluate. In practice however a multiscale search procedure is
used to search for objects in different sizes thus further increasing the number of candidate regions to evaluate.

Viola & Jones found that it is possible to adjust smaller, by AdaBoost, boosted classifiers such that they still
reject many negative samples/patches while keeping a high proportion of the positives (instead of scoring a
low training error) [49].

The cascade is then constructed as a gauntlet of boosted classifiers where each consecutive classifier is more
advanced and computationally heavier than the previous one. Each stage classifier has the ability to imme-
diately reject a patch. If a patch is not rejected it is sent for further investigation at the next stage. The idea
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is to let the earlier stages with simpler classifiers first weed out most negative samples before the heavier
ones begin to distinguish the remaining and thus harder examples. See figure 11.

The power of the cascade approach comes mainly from its ability to capture the fact that in most object
detection applications, larger parts of the data are negative, i.e. large amount of data can be rejected with
little computation at the early stages [49].

Figure 11: Shows a sketch of a cascade classifier.

Another important contribution from their work was the integral image that allowed very fast evaluation
of the Haar-features (see section 2.1.3). The integral image was prior to its introduction in the Viola-Jones
framework known as ”summed area table” [6].

2.7.1 Training Viola-Jones

In the Viola-Jones framework a cascade classifier is trained until it meets its target false positive rate
Ftarget > 0. Each layer/stage is trained with data that has survived all previous layers, giving the next layer
a harder task to solve. These layers were, by Viola-Jones, originally trained with AdaBoost over a set of
overcomplete Haar features. However, other boosting algorithms and features may be used. For example
OpenCV supports both Haar, rotated Haar and MB-LBP features as well as a variety of boosting algorithms
[27].

With each layer i trained such that the false positive rate on the data reaching to it is fi, the overall false
positive rate F of a k-layer cascade becomes

Fk =

K∏
i

fi. (32)

Analogously the detection rate for the entire cascade (TP-rate) D is the product of the stage detection
rates di,

Dk =

K∏
i

di. (33)

To train the stage classifiers, AdaBoost is used. The user inputs the desired stage properties:

• Maximum false alarm rate fmax.

• Minimum detection rate dmin.
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• Set of positive instances P .

• Set of negative instances N .

Here the set N and P consists of instances that have survived the previous layers.

Recall that the original AdaBoost first constructs a ranking classifier ST =
∑T
t=1 αtht later to be discretized

with the threshold

θ =

∑
t αt
2

, (34)

or θ = 0 if the target set is Y = {−1, 1}, in order to score a low error rate.

Viola-Jones approach was to train the stage classifier with AdaBoost but after each round search for a new
threshold, fulfilling the specified FP - and TP rates, rather than using the original threshold (34). As soon
as it is possible to find a threshold that fulfills the requirements the boosting stops and a new layer is trained
instead. See algorithm 4 [49].

Algorithm 4 Viola-Jones Train Cascade, source [49]

1: User inputs fmax
i , dmin

i , Ftarget
2: i = 0, F0 = 1.0, D0 = 1.0
3: while Fi > Ftarget do
4: i := i+ 1
5: Fi = Fi−1

6: while Fi > fmax
i Fi−1 do

7: Do a round of boosting.
8: Evaluate Di and Fi with the current cascade on the evaluation set.
9: Move threshold to fullfill minimum detection rate Di = dmini Di−1.

10: Update Fi.

The constraints f < fmax, d > dmin corresponds to the rectangular region left above (fmax, dmin) in the
ROC-space. The stage training can be visualized as the ROC curve of the stage classifier is pushed towards
the top left corner with every round of boosting. The process stops as soon at the curve intersects the feasible
region. Viola-Jones stated in their paper that it was unclear at the moment (2003) how the generalization
guarantees otherwise provided with AdaBoost were affected by moving the threshold [49].

While the Viola-Jones cascade approach was able to speed up the execution time drastically, it also enabled
the training set to (implicitly) be very large and focused on harder examples. This is due to that the previous
stages are efficiently selecting harder training data from a very much larger set of examples, in order to train
the current layer [49].

2.7.2 Execution speed

The execution time of the cascade classifier depends on the number of features evaluated. This is a proba-
bilistic measure since it is impossible to know in advance whether a stage is going to label a patch negative.
According to the paper of Viola-Jones, the expected number of feature evaluations needed to classify an
example depends on each stage’s number of features and positive rate, see equation (9) in section 2.4.2.
Their result can be confirmed by using the definition and linearity of the expected value.
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Theorem 2.3. For each layer i in a K layer cascade, let pi be the positive rate on the data set X. Then
the expected number of features evaluations used to classify an instance from X drawn at random is,

N = n0 +

K∑
i=1

ni(
∏
i<j

pj) = n0 + n1p0 + n2p1p0 + . . .+ nKpk−1pk−2 . . . p1p0. (35)

Here ni is the fixed number of features any examples reaching stage i evaluates at stage i, (if decision stumps
are used, ni is equal to the number of weak classifiers).

Proof. Let Yi be the number of features evaluated at stage i by an image-patch that was drawn at ran-
dom from X. There are two possible outcomes; either the image-patch reached stage i and evaluates all
its ni features or was rejected by some earlier stage thus evaluating zero features. Therefore E[Yi] =
P (survived)ni + P (died)0 = P (survived) = 1 · p0p2...pi−1.

The total number of feature evaluations Y is equal to the sum of the stage contributions, Y = Y0 + ...+ YK .
The linearity of the expected value gives,

E[Y ] = E[
K∑
i=0

Yi] =

K∑
i

E[Yi] =

K∑
i=0

niP (survived) = n0 · 1 +

K∑
i=1

ni(
∏
i<j

pj).

3 Algorithms and implementation

3.1 Object detection

The object detection in question works by inputting an illumination image X of one or more channels, and
outputs a set of rectangles {ri} defined in X, called objects.

Definition 8. In this section a rectangle is defined as two points in a Cartesian system of coordinates with
origin at the top left corner. See fig (12)
A rectangle with the top left corner P1 = (x, y) and the width w and height h can be defined by its corners
(P1, P2) ∈ R4 where P2 = (x+ w, y + h).

Figure 12: The coordinate system used to oriente the rectangles.

3.1.1 Overview

The detection algorithm involves several steps. Firstly there is the preprocessing of the input image Xraw .
For example if edges are blurry one can apply edge detection and so on.
After all the preprocessing, the resulting image X is transformed into a set of downsized images

{
X(i)

}
where each member resembles X. Every rescaled image Xi is used as input to a single-scale detector.
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The single-scale detector will have a sliding window with a width and height equal to the one specified in the
cascade detector. This sliding window carves out regions from X(i) (usually called images patches) which
are then fed into the actual cascade detector. The sliding window will move in a specific pattern extracting
image-patches at different overlapping areas. Each image-patch is classified by the cascade as either positive
or negative.

When, for every scale, all image-patches have been extracted and classified, the positive classified image-
patches are collected. The next step is to compare them to each other in the original preprocessed image.
In order to compare patches to each other, patches from downsized images are scaled to match the original
image X.

Shapes and positions of the image-patches are compared to see if patches are similar. A clustering algorithm,
see section 3.1.6, that outputs groups of image-patches (rectangles) is then applied. Every cluster (group)
is merged into a single representative rectangle by taking the mean values of its members’ corner positions
and dimensions. The set of representative rectangles is then returned.

The main purpose of the clustering procedure above is to get rid of some false positives and to eliminate the
artifact that many detections overlap around the actual object, see figure 13.

Algorithm 5 Object Detection from OpenCV

1: X ← Xraw from preprocessing procedures.
2: Specify the cascade classifier, and its window size (w, h).
3: Specify the scale factor f > 1 and interpolation method I
4: Set X(i=0) = X and define its dimension (Mi ×Ni).
5: Define the set of objects O.
6: for f (0) = 1 do

7: Q(i) =
1

f (i)
.

8: if Mi < w ∨Ni < h then
9: break.

10: compute X(i) ← cv :: resize(X,Q(i), I).
11: insert, into O the candidate regions from detectSingleScale(X(i), Q(i)).
12: f (i) = f (i−1)f .

13: O ← rectangleGrouping(O).
14: return O.

3.1.2 Preprocessing

The preprocessing usually consists of different transformations of the input image Xraw . Common procedures
are resizing and transformations between color spaces (such as RBG to gray scale). Other things that can
be applied to the input image Xraw are transformations such as histogram equalization and edge detection,
binaryzation etc.

3.1.3 Multiscale Search

In practice the distance from the camera and the size of objects vary. To handle this, the detection al-
gorithm searches for objects of different sizes. However, the underlying cascade classifier will only classify
image patches of a single (from training specified) pre-defined size (w, h) .

The detection algorithm implicitly searches for objects at varying distances by looking for objects in varying
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sizes. The last is done by transforming the input image X into a set of downsized images,{
X(i)

}q
i=0

=
{
X(0), ..., X(q)

}
, (36)

where X = X(0) resembles the original image, and the rest are downsized with a factor of Qi with the
”resize” function available in OpenCV. Parameters set in the procedure include the choice of interpolation

method (a bilinear interpolation is set as the default) and the scale factor f > 1 used to calculate Q =
1

f
(

per default f = 1.1 ).

The construction of
{
X(i)

}q
i=0

is done in an iterative procedure. After each iteration, the new image X(i)

(together with Qi) is mounted into the single scale detector which then returns a set of regions (rectangles).
Each region is defined in relation to the original image X.

The loop stops when the factor Qi =
1

f i
would generate a target image with some dimension less than

corresponding dimensions specified by the cascade detector (w, h). See algorithm 5.

3.1.4 Single Scale Search

The single scale search is executed by a function available in OpenCV called detecSingleScale. detecS-
ingleScale first computes the integral image of X(i) and stores it for later use by the feature evaluator (the
procedure that evaluates features).

A sliding window with a width and height equal to the one specified in the cascade detector (w, h) is then
used to extract image-patches from X(i). Right after a region is carved out, it is fed into the actual cascade
detector.

First the window carves out a patch in the top left corner. The sliding window will move in a specific pattern
from left to right jumping 2 or more pixels (in X(i)) to the right for every new patch. When the sliding win-
dow is about to slide out to the right of the image it is reset two pixels down at the left-most edge of the image.

If an image patch that has a possible neighbour patch to the right is rejected at the first stage in the cascade
the patch to the right is excluded from extraction, hence also rejected. It is however unclear which effect this
has on the actual performance since no documentation or comment is available in OpenCV and no further
investigation was done in this thesis.

A hypothesis is that this is an optimization to save the algorithm some unnecessary processing power. The
first stages of the cascade are just designed to rule out the easy cases and if so is done one usually expects
that the next patch is also a bad one. No such optimization exists for neighbouring patches downward or
any other pattern.

This algorithm is per default parallelized in OpenCV.

3.1.5 Cascade Classifier

The work of the cascade classifier is to classify image patches of a fixed size (w, h). The classifier is applied
in several stages each associated with a stage classifier. The type can be any, in this thesis the classifier
investigated is a boosted classifier with regression trees of Multi scale Block LBP features as weak classifier
(as in section 2.2.2). These are already trained by Crunchfish AB.

3.1.6 Rectangle grouping

The typical output of the cascade classifier will consist of many overlapping rectangles. This is due to
the overlapping image patches that are extracted from the multi-scale search. In figure 13 we can see
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a typical output. Similar rectangles can be grouped by a clustering algorithm and merged into a single
non-overlapping output to localize the object with higher confidence. Furthermore the grouping (clustering
algorithm) eliminates some false positives.

Figure 13: Shows a screen-shot of a typical cascade output from an open-hand detector run on a frame from
a laptop camera.

Definition 9. Two rectangles Ri = (P1, P2) = (xi, yi, xi +wi, yi + hi) and Rj are said to be similar up to ε
if and only if ‖Ri −Rj‖∞ ≤ δi,j,ε,
where

δi,j,ε =
ε

2
(min(wi, wj) + min(hi, hj)) .

The idea is that if two rectangles are similar according to def (9), they will also look similar in both shape
and position.
For two specific rectangles Ri, Rj , the relation ’similar up to ε’ can be visualized as all distances, between
same type of edges from both rectangles (four distances and four pairs of edges, right pairs, top pairs ... ),
are smaller than δi,j,ε. The default in OpenCV is ε = 0.2.

Definition 10. A rectangle R′ = (P ′1, P
′
2) is said to be inside R = (P1, P2) up to ε if R′ is inside R and

furthermore:
The distance from the same type of horizontal edges are less than dy′ = εh′ and for the vertical, less than
dx′ = εw′

That is both

|P1 − P ′1| :=
(
|x− x′|
|y − y′|

)
, |P2 − P ′2|,≤

(
dx′

dy′

)
Being inside up to epsilon, definition 10, is an extension to what normally is meant by being inside. In
this case the extension calls for the extra criteria that the small rectangle (besides being inside the big one)
also has some margin space to the outer rectangle, where the required margin size is relative to the smaller
rectangle’s dimension. If R′ is a big rectangle, it also needs to be more ”inside” R to be ”inside up to epsilon”
than a small rectangle.

The grouping algorithm works by building an undirected graph G = {V,E} where rectangles relatively to
the original image define the vertices and an edge Ej,i = Ei,j = (Vi, Vj) between vertex i and j exists if and
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Figure 14: Visualization of the distances from the definition 9

only if the two rectangles are similar up to ε (definition 9).

The next step is to find all sub graphs of G by using some standard algorithm (such as Kruskals or Prims
algorithm). For each and every subgraph (cluster) Cl, l ∈ {0, 1, ..., k} of rectangles, a representative rectangle

is computed by calculating the mid point rectangle Rml =

∑
i∈Cl

Ri

|Cl|
.

If a cluster has less than a certain specified number (θ ∈ N) of member rectangles it is immediately discarded.
Otherwise it is considered to qualify for another spatial test, a check to see if its representative rectangle
does not contain any small high confidence (large cluster size) rectangle inside. For Rmi to pass the test no
other cluster representative Rmj from a cluster Cj of size more than |Ci| (or if the cluster to test has less
than three members, more than three) shall be inside of Rmi up to epsilon, see definition 10.

Algorithm 6 Rectangle Grouping in OpenCV 2.410

1: Define the similar parameter ε > 0 and the grouping threshold θ ∈ N.
2: Build undirected graph G = (V,E) using rectangles as vertices and the relation between two rectangles,

from definition 9 with ε, as edges.
3: Calculate all the sub graphs {G1, ..., Gk} , Gl = {V,El}.

4: Calculate all representative rectangles Rl =

∑
i∈Vl

ri

|Vl|
.

5: Define the set of objects O = {}
6: for l = 1, ..., k do
7: if |Vl| < θ then
8: skip current cluster.

9: for m = 1, ..., k do
10: if l 6= m then
11: if Rm is inside Rl up to ε then
12: skip current cluster if |Vl| < 3.
13: skip current cluster if |Vm| > max(3, |Vl|).
14: if current cluster not skipped then
15: O ← {O,Rl}
16: return the set of objects O.
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All representatives that pass the check are then outputted as detected objects.

3.2 Adaption Algorithms

The approach is to unsupervised collect data in test-time about the target environment with the elusive
detections and find the features associated with the missed detections. Once features associated with the
missed detections are isolated their impact on the classifier can be altered. The adaption occurs as a single
event, triggered when enough data about the environment is collected, so it is not online-adaption in the
same sense as in the paper by Vidit Jain and Erik Learned-Miller, [36].

As the stage classifier first ranks different regions (rectangles) and then classifies them by thresholding, the
idea (inspired by [36]) is to run the original cascade first and then reclassify the regions that are ranked close
enough to the stage threshold with the adapted cascade. That is reclassification of the low confident regions
at stage level.

In the paper [36] reclassification was formulated with the help of a score updating function, which inspired
my own work (see definition 13).

In the paper ”Online Domain Adaptation of a Pre-Trained Cascade of Classifiers”, of Vidit Jain and Erik
Learned-Miller [36], one can read about results from a similar approach with adaption by reclassification
of the low confident output on a cascade with Haar features. There it was concluded that the adaption
performed on the initial stages had little or no effect. The reason being that the initial stages were not used
for ”pure” classification but rather for rejecting big amounts of negative samples. As this is also the case of
the cascades in my thesis I assume that adaption of the initial stages is pointless.

3.2.1 Overview

The entire adaption procedure involves several different sub-methods which are divided into three sec-
tions/parts with respect to when they are executed in relation to each other. These sections can in turn be
divided into different steps. All parts and their steps along with the parameters they introduce have been
listed below to give the reader a quick overview.

Algorithm 7 Adaption Algorithm

1: Input a Viola-Jones based Cascade Classifier with regression trees as weak classifiers.
2: Let {X0, ..., Xn} be a temporal sequence of images from the target environment.
3: Input a sliding window W of order k for tracking false negatives from the sequence. See section 3.2.2.
4: Specify the collection procedure Ccollect . See first paragraph in section 3.2.2.
5: Specify the leaf update procedure Wupdate . See section 3.2.4.

6: for i = k, ..., n− k do
7: if W triggers at image i then
8: for each stage to adapt do
9: Collect regions and their leaf footprints from W with Ccollect .

10: Let ws denote the leaves for stage s and N the number of images used to collect regions.
11: for each stage s to adapt do
12: Calculate stage leaf uses U =

(
u uR uRc

)
.

13: Retrieve stage leaf increments ∆ws ←Wupdate(ws,U, N).

14: Return all leaf increments ∆w
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Part I, Collection

The collection part is the part of the adaption procedure that collects regions associated with the elusive
detections. The idea is to let the collection algorithm keep on running until ”enough” data of the elusive
environment is collected.

1. Event tracking
Event tracking is the initial part of the collection procedure and consists of tracking down an event
of a missed detection, see definition 11. Upon a detection of an event a window (i.e. a temporally
ordered set) of images W , also referred to as event-window, that contains the event of a probably
missed detection is returned.

Parameters introduced by the event tracking part are:

• Type of event.

• Order of event (or window size W ).

• Object detection parameters.

However, the only type of events used in this thesis are the pMissed , see definition 11.

2. Collecting regions from events
This step consists of selecting images from an event-window W followed by collecting data from
selected images by running a, for this thesis, especially developed object detection algorithm, similar
to the one in section 3.1, called detectMultiScale collectAdaptiveData. This runs an ordinary
object detection algorithm with difference being that all candidate regions at specified stages are stored
together with their evaluated leaf values.

Parameters introduced in this step:

• The frames collected from W (partly determined by the choice of method to define ROI , regions
of interest).

• Number of stages to adapt.

3. Linking of regions to events
Just before the termination of detectMultiScale collectAdaptiveData, all candidate regions are
checked to see if they are associated with the event (missed/elusive detection) or not. Regions associated
with the event are put into a set called ROI (regions of interest). The rule that decides which regions
would be associated (or not) with the elusive detection is the natural parameter introduced by this
step.

Part II, Adaption

The goal of the adaption part is to construct a set of new leaves (i.e. leaf values) used by the adapted object
detection algorithm. The adaption is performed when ”enough” data is collected.

The term ”enough” is here left for interpretation, in practice it is actually a parameter.

• The trigger of adaption.

The procedure can be further divided into two consecutive steps, as follows

1. Processing collected data
The collected data consists of regions and their stage-specific score and leaf uses. In this step, statistical
properties such as standard deviation and mean value for the collected data are estimated.
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2. Output new leaf values
The latter step uses the estimated data from the former to calculate leaf increments ∆w for each target
stage. At stage level, these leaf increments are used to construct new leaf values ŵ← w + ∆w.

Parameters:

• The choice of leaf-update procedure.

Note that the adaption does not concern any topology of features in the regression tree or any other internal
property of features itself, just the leaf values in the bottom of the regression tree.

Part III, Reclassification

As a new set of leaf values (with vector representation ŵ) is available, it can be used to carry out the
adaption at stage level, by reclassification of low confidence regions.

The adaption object detection algorithm works by first classifying regions with original cascades’ leaves w.
Whenever a region is classified (using the original leaves w) with a score being within a certain distance
( εr - standard deviations) away from a stage threshold θS stage S, the new leaves values ŵ are used to
reclassify it. The described reclassification can be formulated using a score update function, see definition 13.

Parameters:

• The relative size of the reclassification area (interval), εr.

3.2.2 Missed detections

Definition 11. Event of the probably missed detection

Let O be an object detection algorithm and

{X0, X1, ..., Xn}

a temporal sequence of frames (images) where Xi = X(ti) is the frame captured at time ti.

If assumed that the frames were all captured from a camera in the stated order in time, the event of ”probably
missed detection of order k” at Xi is the event where O detects a single object in all images in a window of
images W except the middle image Xi.

Here
W = {Xi−k, ..., Xi, ..., Xi+k} .

The short notation used in this thesis for definition 11 is pMissed .

As the event tracking is used for unsupervised training/collection of data from false negatives, optimally
the triggering of the tracked event would also be purely correlated with a false negative. In reality such
guarantees are in general hard to give.

The idea behind the choice of definition in 11 (”probably missed detection”) is to be able to collect enough
false negatives while keeping the unwanted triggering low (or non existing). It is obvious that if the detector
misses a detection in a series of detections, some ”probably missed detection” event of order greater than
zero, is triggered.
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For Example the trigger of event ”probably missed detection” of order 0 is just any negative classified
instance. But the same event of order 1 means the object detection algorithm detects exactly one object in
both of Xi−1 and Xi+1 while not being able to detect anything in Xi, see figure 15. It goes without saying
that events of order k = 0 guarantee nothing about the cause and are not further discussed.

The converse statement is not necessarily true. There are more things than missed detections that are able to
trigger the collection algorithm, see figure 16. The events that could theoretically lead to unwanted tracking
(and ultimately the collection of true negatives) are:

False positives:
A single true negative in the middle of a series of false positives.

Obstruction:
The item/object is obstructed.

Low light:
The item is not visible because of low/high light condition.

Fast moving objects:
The object is moving too fast for the camera and is blurred out.

Frame bounds
The object is not fully inside the frame.

e.t.c
Anything else that imposes a missed detection with a true negative in the middle frame.

An assumption used in this thesis is that unwanted triggering could be minimized by applying a sufficiently
high frame rate in conjunction with a target detector having a sufficiently low (general) false positive rate.

To motivate the assumption, note that if the frame rate is sufficiently high, obstruction of an object will
unlikely affect just one single frame. The same explanation is also valid for the low/high light. If the light
varies slowly or is just low, a sufficiently high frame rate is enough to guarantee the effect to be prominent
in more than one frame/image.

With definition 11, any event of order k also implies triggering for all events of lower orders, thus lower order
tracking also means more collected events/frames.

In summary, the event window from definition 11 (with order k > 0) can be used to track missed detection
(false negatives), however some unwanted (true negatives) may also trigger the collection. The trade-off be-
tween the rates of collected false and true-negatives can be regulated with the window-order. The collection
process becomes more conservative with increasing order (window size |W |).

For future work, it would be interesting to construct ROC curves to visualize the trade-off between false and
true negatives, depending on the window order. This can be done by using events of different orders.

3.2.3 Collection of adaption data

The previous part explains how an event tracking algorithm unsupervised tracks possible false negatives.
This part explains procedures to extract data from triggered event windows. The data extracted from a
window is the number of collected images and the stage leaf use quantities (see equations (39) -(41)) which
heavily depends on the collection method. The leaf uses u are divided into two categories, one which is
assumed associated with the missed detection and the other one which is assumed not.

In this thesis the adaption is performed at stage level on Viola-Jones based cascades classifiers that are
utilizing regression trees as weak classifiers. Naturally, data about how the cascade behaves around tracked
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Figure 15: Shows a false negative being tracked. The good case.

Figure 16: Shows a true negative being tracked. The bad case

events is collected on stage level.

Let s ∈ N be a stage in the classifier and H = Hs its binary stage classifier that classifies a data point x by
thresholding its sum of collected stage leaves against a stage threshold θ = θs, see below

H(x) =

{
1 if ST (x) > θ

−1 otherwise,

Here ST denotes the stage specific ranking classifier with T number of weak trees,

ST =

T∑
t=1

αtht.

Each h = ht is a regression tree and αt a real number therefore each term in ST is also a regression tree.
That is, each αtht outputs a real value picked amongst the leaves of the regression tree αtht, {wt1, ..., wtk},

αtht(x) ∈
{
wt1, ..., w

t
k

}
, wti ∈ R. (37)

Here for a stage ordering all leaves ws = (w1
1, ..., w

T
k ), a classified region (r) leaf use (and thereby its feature

data) have been described by the leaf footprint function L(r) = Ls(r) of the same dimension. The leaf
footprint function contains 1 at index i if the corresponding leaf value was picked and 0 otherwise

L(r) :=
(
I
(
α1h1(r) = w1

1

)
, ..., I

(
αtht(r) = wt1

)
, ..., I

(
αtht(r) = wtk

))
. (38)

Here I denotes the indicator function, see eq. (14).

The collection algorithm collects regions from specific frames/images within every triggered event window.
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For an event window of frames, W , let Ωs = Ω be the set of all regions from W that are investigated by the
stage classifier, and C ⊂ Ω the set of collected (stage) regions from W . Ω is also referred to as the set of all
(stage) candidates, and any r ∈ Ω a candidate region.

Every collected region is put into exactly one of the two (stage-) sets, ROI (regions of interests) and ROI c,
forming a bipartition of the all collected regions C. The idea is to, with the help of some rule, determine if
every individual region is associated with the possible ”missed detection” (true negative). If so, the region
is stored in ROI .

The total footprint on the stage classifier from each set can then easily be formulated with the help of the
leaf footprint function,

u :=
∑
r∈C

L(r) (39)

uR :=
∑

r∈ROI

L(r) (40)

uRc :=
∑

r∈ROI c

L(r). (41)

The vectors above contain information on how many times each leaf was used by each class. Each component
ui of u, is the exact number of times the leaf number i was used by collected image patches/candidate regions.
Analogously uRi is exactly the number of times leaf i was collected by patches from the set ROI . Furthermore
since ROI and ROI c is a bipartition, the relation ui = uRi + uRci holds for each index i which implies

u = uR + uRc. (42)

Collect methods

Different definitions of C and ROI yield different collected patches and bi-partitions and are crucial param-
eters in the adaption algorithm. These choices can be summarized in different collect methods. The ones
that were implemented in this thesis are listed below:

Let W = {Xi−k, ...Xi+k} be a triggered event window of images, see definition 11, and r a candidate region
(r ∈ Ω). Note that the collection procedure is also performed at stage levels and therefore Ω refers to all
possible candidate regions within a stage and C ⊂ Ω refers to the collected regions within a stage.

Collect method 1a: Covering region
The idea is to estimate an area in the middle frame Xi that contains a false negative with the two
surrounding detections from Xi−1 and Xi+1. This is done by placing the minimal covering rectangle
of the detections inside Xi.

All candidate regions from Xi are collected and any region that is contained within the minimal covering
rectangle is put into ROI.
See figure 17.

Collect method 1b: Expanded cover
Same as above but the minimal covering rectangle has an expanded diagonal, thus putting a bigger
proportion of regions from C in ROI.

Collect method 2: Is similar
All candidate regions from Xi are collected and any region is put into ROI if it is similar up to ε (see
definition 9) to at least one of the detections from Xi−1 and Xi+1.
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Figure 17: A visualization of collection methods 1 and 2. Here the middle frame lacks detection while
the possible candidate regions are depicted in the frame below. The covering rectangle from surrounding
detections is shown in blue and all similar candidate regions in green, and the non similar candidate regions
in red.

Collect method 3: Cluster members
The idea is to have a method that counters the problem that the middle frame Xi often lacks can-
didates for later stages. By assuming that Xi has very similar underlying distributions as Xi−1 and
Xi+1 candidates from these two are collected instead.

Let C be all candidate regions from Xi−1 or Xi+1, then any r ∈ C is put into ROI if it is also a
member of a cluster that generated a detection in Xi±1.

By counting the number of times individual leaves have been evaluated by candidate regions from ROI and
ROI c, estimation can then be made on how much a leaf is associated with a missed detection. See equations
(39) - (41).

An interesting idea is to try all pairs (or k−tuples ( were k > 2 is fixed) ) of leaves to see which combinations
are most associated with ROI and ROI c. This is however not further investigated in this thesis.

3.2.4 Leaf update procedures

The purpose of the leaf update procedure, Wupdate , used by the adaption algorithm (see algorithm 7) is
to produce suggestions on how to alter the impact from features in order to adapt the classifier to the elusive
environment without losing too much of its general performance (in other situations).
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The cascade classifiers (within the scope of this thesis) utilize regression trees and therefore (combination
of) evaluated features correspond to (real valued) leaves of weak classifiers. As already mentioned in the
overview section in the beginning of this chapter, modification of the cascade is performed without adding
new features, changing any topology of the features in weak classifiers/trees or any other internal property
of the LBP feature descriptor. Instead all modifications concern leaf values and are returned from the leaf
update procedure as leaf value increments. The increments can be represented with a vector of real
numbers, ∆w ∈ Rn and applied by simply adding them to the original leaves w,

ŵ = w + ∆w. (43)

Here w denotes the original cascade leaves.

An advantage with this approach is that any adaption result obtained is easy to store, apply and reverse as
it just involves a vector addition. For example, by storing earlier obtained (successful) adaption results, one
can focus on recognizing the elusive environment and applying the leaf increments (by equation (43)) rather
than redo the entire adaption procedure.

In context, the leaf update procedures are invoked when the detector/collection algorithm have been
collecting enough missed detection events, see definition 11 and algorithm 7.

The data used by all update procedures are the leaf uses U =
(
u uR uRc

)
(equations 39-41) from all

collected regions, the number of frames that have been used to collect the regions N and statistics from the
original leaf values.

Standard deviations of the original leaf values are used throughout the update procedures. Experiments (see
section 5.1) suggest that for any stage, it may be meaningful to consider different underlying distributions for
leaves with different subindices in their weak trees. To counter this aspect, still being able to handle cascades
with variable weak tree depths, the leaves were divided into two groups, left and right leaves, depending on
their position relative to their parent nodes. Separate estimations of σ for each group of leaf values were
considered in the update procedures, σleft and σright .

Two different approaches have been considered and implemented in this thesis:

• ρ-Method

• Linear Programming-methods

3.2.4.1 The ρ-Method

Definition 12. For a leaf number i with leaf uses by ROI, uRi and leaf uses by C, uRci, the ρ value of leaf

i is defined by the quotient ρi =
uri
ui

.

The idea with the ρ-method is to find, with definition 12 above, decision making rules to single out leaves
that are associated with ROI or ROI c and increase or decrease their values. See algorithm 8.

By applying the ρ-method, the idea is to give the user assurance that only leaves that are sufficiently associ-
ated with the wanted or unwanted regions are affected. However, because of the large amount of parameters
left for the user to specify the method was never a target for more investigations within this thesis, in order
to avoid increasing the complexity of the problem.

3.2.4.2 Linear Programming-methods

The general approach with the LP-methods is to output leaf increments ∆w such that if they are to be
applied, as in equation (43), they would maximize the increased stage score for candidates in ROI while
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Algorithm 8 Rho Method

1: Let S denote the set of stages to adapt on.
2: for each stage s ∈ S do
3: Define lower and upper bounds 0 < ρlw ≤ ρup < 1.
4: Define the rho-adaption weight parameter εtrim > 0.
5: for each leaf i do

6: ∆wi =


0 if ui = 0

εtrimσi if ρi > ρup

−εtrimσi if ρi < ρlw

0 otherwise.

7: Return ∆w

keeping the general increase in stage score bounded/constrained.

How would the stage classifier be affected if a leaf value wi were increased with ∆w i?

Let Ii =
ui
N

be an estimation of the relative leaf use per frame where N is the number of collected frames.

By adding the leaf increment ∆w i to the leaf value wi, the overall outputted score per frame from the stage
classifier can be estimated to have increased with Ii∆w i. By applying the same estimation for all leaves wi
within a stage, the estimated increased stage score per image can be expressed as a sum (or dot product),∑

i

Ii∆w i = IT∆ws. (44)

The estimated increased stage score per image IT∆ws is also referred to as the impact from ∆ws.

Be analogously defining the quantities,

IR :=
uR

N
(45)

IRc :=
uRc

N
(46)

Algorithm 9 Optimize Impact Method

1: Let S denote the set of stages to adapt on.
2: for each stage s ∈ S do
3: Define box parameters εl, εu.
4: Define the upper bound for increased stage score mass q > 0.
5: Specify the optimization problem P.
6: Retrieve the leaf increments ∆ws as the solution to P.

7: Return ∆w.

three different linear programming problems over the box space,

Box = {∆w ∈ Rn| ∆wi ∈ [−εlσi, εuσi]} , (47)

were considered for the leaf update procedure, see algorithm 9.

LP-Method P1

max
∆w∈Box

IR
T∆w

subject to IT∆w = q
(48)
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LP-Method P2

max
∆w∈Box

IR
T∆w

subject to IT∆w ≤ q
(49)

By setting
Iγ = (IR − IRc)T , (50)

the method P3 is introduced as

LP-Method P3

max
∆w∈Box

IR
T∆w

subject to

{
0 ≤ IT∆w ≤ q
Iγ
T∆w ≥ 0

(51)

The differences between the methods above lie within their constraints. Method P1 has an equality con-
straint that forces the overall increased score mass to q.

P2, also referred to as inequality adaption, applies an inequality constraint instead, thereby increasing
the size of the search space.

Method P3 uses the extra condition that the biggest proportion of the distributed score mass is placed on
the regions of interest. The intention is to avoid adaption of immature stages designed to handle big amount
of negative data. The quantity Iγ

T∆w is called the edge and the method P3 is referred to as edge adaption.

As the linear programming methods have affine target functions, existence of solutions to them are acknowl-
edge after recognizing that the search spaces are compact (the box space in equation (47) is bounded and
closed in Rn).

3.2.5 Reclassification

As the domain for adaption algorithms concerns state of the art classifiers they are assumed to be sufficiently
accurate.
In the previous and inspiring work [36] (by Vidit Jain and Erik Learned-Miller) adaption of pre-trained clas-
sifiers, that is also assumed to be somewhat good, is finally accomplished by reclassification of low confidence
regions. In this thesis a similar approach is deployed, with similar reasoning.

The reason given was that by assuming that the original classifier is good, one can further assume that any
data classified with good confidence, i.e. large margin, is very likely to be correctly classified. Therefore
adaption is only considered for the low confidence instances (uncertain data).

By ’low confidence’ one addresses data that have been classified very close to the threshold. Vidit Jain and
Erik Learned-Miller proposed the use of a score updating function to represent reclassification. This
work inspired mine.

Definition 13.

Let S be the ranking classifier (using regression trees) for a stage with threshold θ and let Ŝ be a to S identical
classifier besides having other (adapted) leaf values ŵ.

Then for a data point x, the score updating function, with reclassification margin εr > 0, is the function

S′(x) =

{
Ŝ(x) if |S(x)− θ| < εrσ

S(x) otherwise,
(52)
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Here, θ refers to the stage threshold and σ refers to the standard deviation of stage scores.

By deploying the score updating function S′, the new adapted stage classifier H ′ can be described as,

H ′(x) = sgn(S′(x)− θ). (53)

The standard deviation σ is estimated (in this thesis) with collected candidates that were used to train the
new leaf increments.

4 Data

4.1 Cascade Classifiers

Four cascade classifiers pre-trained on the pose ”open hand” were especially chosen in this thesis. These
instances of object detection algorithms, here referred to as A,B,C,D, are based on cascades of boosted
classifiers with multiple branch regression trees as weak classifiers. The weak trees use Multi-scale-Block
Local Binary Patterns as features, further described in section 2.2.2. These cascades based object detection
algorithms in {A,B,C,D} are the target for the adaption algorithm.

Other cascade classifiers than the ones in the set above, that are boosted (a procedure in the training pro-
cess) with the same set of hypotheses were also used in this thesis to collect data about their regression tree
leaves. The total number of cascades studied was ten.

4.2 Data to adapt on

Eleven videos were recorded with the native camera from a Nexus 9 device using a fixed frame rate at 30
frames per second and a fixed image resolution of 320× 160. The videos were ordered in two sets.

The first set of videos called Photo of hand, depicts a high resolution, printed photograph taped onto a
screen. The background light is varied manually. Both the position of the camera and the direction it faces
are fixed during recording of Photo of hand. The fixed setting of the camera and the photo eliminates
some variations, that otherwise would emerge from typical movements of the hand. However, some light
is reflected from the photo. It is possible that the reflected light would generate some artifacts. The set
contains four sequences with a total of 2507 images.

The second set of videos called Real hand shows a hand, slowly moving over the device in manually varying
light. Real hand consists of seven sequences {S1, ..., S7}. In total Real hand contains 5369 images.

Light was varied by tuning (manually) the luminous emittance from a floor lamp in a room with no other
light sources.

4.3 Cascade leaves

All leaf values were collected (picked from their regression trees) from cascades in {A,B,C,D}. Leaves from
six other cascades (using the same types of hypotheses) were also collected. The leaf values were stored in
files outputted by ”adaptiveDetect 2”, see section 5.

5 Experiments and Results

In order to carry out all experiments, a framework for my thesis, written in C++, was implemented as an
extension to (the open source library) OpenCV (2.410) project ”object detect” called ”adaptiveDetect 2”.
Matlab (student-license) was also used to produce some graphs.
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Figure 18: Shows an image sample
from the data set ”photo of hand” in
a low light environment

Figure 19: Shows an image sample
from the data set ”photo of hand” in
a light environment

Figure 20: Shows an image sample
from the data set ”real hand” in a low
light environment

Figure 21: Shows an image sample
from the data set ”real hand” in a
light environment
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5.1 Examination of cascade leaves

Leaf values from different cascades were examined in order to compare them. The idea was to investigate
if it is meaningful to use different estimates for standard deviations depending on stage and position in the
weak trees. The position within the weak-tree is given by the sub-index in (37). Standard deviations of leaf
values are used by the adaption algorithm, see the linear programming methods in section 3.2.4.

In this section, a cascade from an object detection algorithm (such as D) for convenience is denoted by the
name of the corresponding algorithm.

Leaves distribution of cascade D

In order to access the overall structure of the leaf data from D, histograms of all leaf values from D and
leaf values from all different stages of D were examined. Figure 22 contains the histogram of all leaf values.
Figure 23 exhibits the histogram of all leaf values from a late stage. Figure 24 shows the histogram of all
leaf values from an early stage. The reason not all histograms examined are included in the report as figures
is that they all had very similar shapes.

These results give the impression that for all stages and the cascade in general the leaf values are gathered
in three ordered groups, ”left”, ”right” and ”middle”, possibly with different underlying distributions.

Figure 22: A histogram of all leaf values from cascade D.

In order to get a better understanding of the distribution of different types of leaves, histograms of leaf values
from leaves that are hanging from the ”right side” of the parent node (feature) and histograms of their left
siblings were compared.

Histograms with leaves from the two different sides were examined once for every stage of D and once more
for the joint set of all the leaves from D, see figure 25.

Figure 25 clearly shows two well defined peaks for each of the ”leaf-side types”, note the small peak to
the right in the rightmost histogram. When histograms from figure 25 are compared with figure 22 it is
obvious that the middle peak, seen in the latter, results from the overlap of the two histograms. The same
pattern also appeared for every stage in D, except the very first, which actually doesn’t have enough leaves
to visually give any structure.
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Figure 23: A histogram of all leaf val-
ues from a late stage in cascade D.

Figure 24: A histogram of all leaf
values from an early stage in cas-
cade D.

Figure 25: All leaf values from D arranged in two histograms after ”side type”.

Leaves from other cascades

Other cascades with the same tree depth were also examined in the same manner as done with D, which in
all cases led to similar results.

All ten cascades had their mean values and standard deviations calculated for each stage. All stages had
their leaves once again divided into different sets depending upon the position of the leaf relative to its
parent. For each such class of leaves, the standard deviation and mean value were calculated.

5.2 Discussion

Results obtained by analyzing the stage leaves from cascade classifiers A,B,C,D, suggest that it is mean-
ingful to divide the leaves by stage and position in its weak tree in order to estimate the standard deviation.
Within a stage, the position of a leaf wti is given by its sub-index i. See equation (37).

The stage dependency becomes evident when comparing histograms of all leaves from a cascade with the
histograms for a specific stage, as the histograms of all cascade leaves sometimes contain more modes (peaks)
than leaf-classes. Compare the histograms of figure 25 with figure 23.

The leaf class dependency within each stage is indicated by comparing histograms of stage leaves to his-
tograms showing all classes of stage leaves, where the modes match the number of leaf classes. This pattern
was observed in all (non initial) stages within all cascades. See figure 23 and 24.
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However, since all cascades investigated were trained with similar types of learning procedures this becomes
a weak point in the analysis.
In order to avoid over-complication of the model, the different estimates were only deployed by the leaf up-
date procedures depending on ”side type” of a leaf’s parent feature (if i is odd or even). Another advantage
with the side type approach is that it gives more data for each estimate. This becomes more important for
the earlier stages, as they have a smaller number of weak classifiers.

To at least challenge this simpler model, all ten cascades had their mean value and standard deviation
estimates compared for each stage and class. Two conclusions could be drawn. For every cascade and stage:

• Every right class had a positive mean value estimate µ̂ > 0.

• Every left class had a negative mean value estimate µ̂ < 0.

For further investigation it would be interesting to examine leaf values from cascades with different types of
learning procedures (boosting algorithms) and perform some statistical hypothesis testing.

5.3 Object detection parameters

Since the parameter spaces for the object detection and adaption algorithms are quite large, see section 3.2,
some of the parameters were chosen in a perfunctory manner (some choices were simply qualified guesses)
and kept constant throughout the testing.

The parameters that are, more or less, chosen perfunctorily in the testings are listed below:

Preprocessing:
The preprocessing followed the same procedure and order throughout the thesis work.

Detect Multi Scale:
In the object detection algorithms multiscale search (see algorithm 5), the scale factor is set to f .

Clustering Algorithm:
While clustering candidate regions (output rectangles, see algorithm 6), the grouping threshold and
the similar parameter were set to θ = 3 and ε = 0.2. These are default choices by OpenCV.

Collect method:
The collection method used to collect data from the elusive environment were chosen as the Collect
method 3 (Cluster members), see section 3.2.3.

Leaf update procedures:
The leaf update procedures to be tested are the linear programming methods in section 3.2.4.

5.4 Event counting with different cascades

Events in Real hand
The data-set ”real hand” consists of a total of seven sequences {S1, ..., S7}.

These were examined with two windows W1,W2 of images with sizes |W1| = 3, |W2| = 5 and the four cascade
based object detection algorithms described in section 4.1.
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Sequences Tot
S1 S2 S3 S4 S5 S6 S7

|Si| 796 979 189 591 984 851 979 5369
A 18 6 3 14 11 33 14 99
B 11 5 4 14 16 22 16 88
C 22 7 6 16 26 22 1 100
D 17 9 6 17 15 15 0 79

Table 2: Number of events of order 1 recorded in the data set Real hand

Sequences Tot
S1 S2 S3 S4 S5 S6 S7

|Si| 796 979 189 591 984 851 979 5369
A 7 2 2 9 4 11 4 39
B 4 2 2 6 6 7 7 34
C 12 4 2 9 6 9 1 43
D 6 0 2 6 1 6 0 21

Table 3: Number of events of order 2 recorded in the data set Real hand

The examination of the ”real hand” data set consisted of counting the number of occurrences of the event
pMissed of order 1 and 2 with sliding windows (of size 3 and 5), (see definition 11), with each type of
classifier. The resulting number of events found with each classifier is presented in table 2 and table 3.

During the event collection, the only collected true negative was collected, with a window of size 3, by
cascade B from Real Hand. All other triggered events were due to true negatives. See figure 16.

Events in Photo of hand

Event occurrences in Photo of hand were counted by the same procedure used for Real hand and consisted
of a total of four sequences, {S1, ..., S4}.

5.5 Tuning the adaption algorithm on D

In order to exploit the data as much as possible, cross validation is used on the combined data set consisting
of both Photo of hand and Real hand.

Cross-validation (or rotation estimation) here refers to the process of collecting adaptive data on every se-
quence except some selected test sequence (or sequences) where the adapted cascade is bench-marked instead.
In this thesis cross-validations were performed such that the all sequences except one were used to adapt the
classifier. In the end, every sequence was used as a test-sequence exactly once.

The adaption is performed by reclassification of low confidence candidates, by using the score updating
function (53), with a set of adapted leaves. A very naive variant of this approach would be to reclassify all

Sequences Tot
S1 S2 S3 S4

|Si| 513 962 390 642 2507
A 3 8 1 3 15
B 3 2 1 0 6
C 1 22 0 5 28
D 1 14 3 10 28

Table 4: Number of events of order 1 recorded in the data set Photo of hand
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Sequences Tot
S1 S2 S3 S4

|Si| 513 962 390 642 2507
A 0 6 1 3 10
B 2 2 1 0 5
C 0 7 0 2 9
D 0 6 3 7 16

Table 5: Number of events of order 2 recorded in the data set Photo of hand

Cascades
D C B A

Single True Positives: 3721 4138 5317 5308
False positives: 0 3 4 0

Double detections: 2 4 43 16
Feature evaluations (10 8): 3.950 3.866 8.081 10.396

Table 6: Performance of the original cascades on the joint data set

low confidence regions as positives by using

Snaive(x) =

{
positive if |S(x)− θ| < εrσ

S(x) otherwise,
(54)

instead of (53).

In order to motivate the use of the adapted leaves, retrieved by the methods within this thesis, instead of
the naive approach (opening holes in the cascades) the results must at least be different. This can be seen
as applying Occam’s razor to the adaption problem.

The main idea behind these tests (section 5.5) is to measure the positive-rate, see section 2.4.2, and tune
the adaption method such that its behaviour is differentiated from the naive approach.

5.5.1 Adaption Results 1

The first results, obtained by experimenting with different upper bounds q > 0, number of stages to adapt
and different box constraints for the leaf update procedure (see algorithm 9), are shown in tables 7, 8 and 9.

The other parameters were chosen as:

• LP-method: P1.

• Reclassification area: εr = 0.4.

5.5.2 Adaption Results 2

Results from experimenting with different sizes of the reclassification area are presented in tables 10 and 11.
These were performed with some conjectured parameter choices obtained from 5.5.1 which are listed below
for further experimenting:

• Box constraints: (−εl, εu) = (−0.1, 0.1).
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Type q Detections (%) f evals (%)
Adapted 0 −2.39 +0.35
Adapted 2 +7.50 +0.56
Adapted 4 +8.14 +0.60
Adapted 8 +8.20 +0.61
Adapted > 16 +8.20 +0.62

Naive - +8.20 +0.18

Table 7: Adaption of the three last stages in D with varying q > 0. The parameters were: εr = 0.4,
(εu, εl) = (1, 0.1) and LP-method P1

Detections (%) f evals (%)
Stages Adapted Naive Adapted Naive

3 +7.50 +8.20 +0.62 +0.18
6 +13.84 +16.47 +1.72 +1.01
9 +16.85 +22.01 +2.98 +2.51

Table 8: Adaption of D with varying number of stages. The parameters were: q = 2, εr = 0.4, (εu, εl) =
(1, 0.1) and LP-method P1

Box Performance
−εl εu Detections (%) f evals (%)
−0.1 0.1 +8.12 +0.60
−0.1 0.5 +7.85 +0.57
−0.1 1 +7.50 +0.56
−1 1 +4.14 +0.44
−1 10 −3.01 +0.33
−10 10 −8.65 +0.18

Naive +8.20 +0.18

Table 9: Adaption of the three last stages in D with varying box constraints. The parameters were: q = 2,
εr = 0.4 and LP-method P1
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Detections (%) f evals (%)
εr Adapted Naive Adapted Naive

0.4 +8.12 +8.20 +0.60 +0.18
0.8 +13.30 +13.65 +1.14 +0.28
1.6 +16.42 +17.66 +1.93 +0.35
3.2 +16.66 +18.36 +3.43 +0.36

Table 10: Adaption of the three last stages in D with varying reclassification margins (i.e. εrσ). The
parameters were: q = 2, εu = εl = 0.1 and LP-method P1

Detections (%) f evals (%)
εr Adapted Naive Adapted Naive

0.2 +10.86 +10.99 +2.08 +1.28
0.4 +21.10 +22.01 +4.08 +2.51
0.6 +28.57 +30.88 +5.97 +3.68

Table 11: Adaption of the nine last stages in D with varying reclassification margins (i.e. εrσ). The
parameters were: q = 2, εu = εl = 0.1 and LP-method P1

• Impact constrain: q = 2.

5.5.3 Adaption Results 3

Results shown in table 12 and 13 are obtained by repeating the experiments presented in table 10 and 11,
with the difference being the constrain in the optimization algorithm used by the leaf update procedure, i.e.
the inequality adaption method P2 was used instead of P1.

5.5.4 Adaption Results 4

A method (P3) that uses an extra constrain,

Iγ
T∆w ≥ 0,

in the optimization algorithm was introduced and tested for different reclassification areas and number of
stages. The results are presented in tables 14, 15 and 16.

5.5.5 Adaption Results 5

In table 17 results from comparing P2 and P3 are presented.

5.6 General results and discussion

Results from experiments 1 to 5, only concern positive rates and computational aspects. To actually bench-
mark the adaption, the results need to be overviewed in terms of true positives and false positives.

Detections (%) f evals (%)
εr Adapted Naive Adapted Naive

0.4 +7.71 +8.20 +0.58 +0.18
0.8 +7.71 +13.65 +1.01 +0.28
1.6 +7.71 +17.66 +1.90 +0.35

Table 12: Adaption of the three last stages in D with inequality constraints (P2). Other parameters were:
q = 2 and εu = εl = 0.1
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Detections (%) f evals (%)
εr Adapted Naive Adapted Naive

0.2 +10.86 +10.99 +2.08 +1.28
0.4 +19.16 +22.01 +3.71 +2.51
0.6 +19.16 +30.88 +4.71 +3.68

Table 13: Adaption of the nine last stages in D with inequality constraints (P2). Other parameters were:
q = 2, εu = εl = 0.1

Detections (%) f evals (%)
εr Adapted Naive Adapted Naive

0.2 +4.49 +4.49 +0.30 +0.10
0.4 +7.71 +8.20 +0.58 +0.18
0.8 +7.71 +13.65 +1.01 +0.28

Table 14: Edge adaption (P3) of the three last stages in D with varying reclassification margins (i.e. εrσ).
Other parameters were: q = 2 and εu = εl = 0.1

Detections (%) f evals (%)
εr Adapted Naive Adapted Naive

0.2 +8.38 +10.99 +1.36 +1.28
0.3 +11.58 +16.72 +1.95 +1.90
0.4 +13.81 +22.01 +2.46 +2.51
0.6 +13.81 +30.88 +3.33 +3.68

Table 15: Edge adaption (P3) of the nine last stages in D with varying reclassification margins (i.e. εrσ).
Other parameters were: q = 2, εu = εl = 0.1

Detections (%) f evals (%)
Stages Adapted Naive Adapted Naive

3 +7.71 +8.20 +0.58 +0.18
6 +13.33 +16.47 +1.71 +1.01
9 +13.81 +22.01 +2.46 +2.51

Table 16: Edge adaption (P3) of D with varying number of stages. Other parameters were: q = 2 and
εr = 0.4, (εu, εl) = (0.1, 0.1)

Detections (%) f evals (%)
Stages Edge Ineq Naive Edge Ineq Naive

3 +7.71 +7.71 +8.20 +0.58 +0.58 +0.18
6 +13.33 +14.97 +16.47 +1.71 +1.90 +1.01
9 +13.81 +19.16 +22.01 +2.46 +3.71 +2.51

12 +13.63 +20.91 +25.67 +3.39 +5.92 +5.02

Table 17: Edge and Inequality - adaption of D with varying number of stages. Other parameters were:
q = 2 and εr = 0.4 and (εu, εl) = (0.1, 0.1)
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Cascade Detection events
Configuration TP single TP double False Positives f evals (%)

DOriginal 3721 2 0 +0.00
DAdapted 4218(+13.36%) 2 2 +1.71
DNaive 4332(+16.42%) 3 2 +1.01

Table 18: Detailed results from adaption on 6 stages of D. Stable: q = 2 and εr = 0.4, (εu, εl) = (0.1, 0.1),
edge and inequality constraint

Cascade Detection events
Configuration TP single TP double False Positives f evals (%)

COriginal 4138 4 3 +0.00
CAdapted 4616(+11.55%) 9 7 +1.65
CNaive 4796(+15.82%) 8 13 +1.19

Table 19: Detailed results from adaption on 6 stages of D. Stable: q = 2 and εr = 0.4, (εu, εl) = (0.1, 0.1),
edge and inequality constraint

The configurations used to adapt and test the cascades were chosen as method P3 along with parameters:

• Impact constraint: q = 2.

• Box constraints: (−εl, εu) = (−0.1, 0.1).

• Reclassification area: εr = 0.4.

The reason being that the method P3 appears to converge faster, with respect to both the reclassification
area and the number of stages to adapt for, than the other linear programming methods.

These configurations are then bluntly applied to cascades C, B and A. Tables 20, 21, 19 and 18 contain the
more detailed results.

5.6.1 Analysis of the adaption results

The adaption procedures generated additional true positives on the joint data-set Real Hand and Photo of Hand.
However, some extra false positives emerged for the Real Hand. Unlike Real Hand, the classifier’s per-
formance on Photo of Hand is very stable as the results from the original cascades, the adapted ones and
the naive approaches did not differ with any significance.

When the adaption algorithm was tested against the naive approach (to simply ”let through” all candidates
that were up for reclassification) the latter generated more false positives. Because the naive approach and
the adapted cascades do not have the same detection rate it is hard to draw any conclusion whether one
is beneficial to the other, i.e. if it is assumed that no method has an edge over the other, it would still be
anticipated that the naive approach would yield more false positives, since the detection rates for ”naive”
are also higher than for the adapted cascade.

Cascade Detection events
Configuration TP single TP double False Positives f evals (%)

BOriginal 5317 43 4 +0.00
BAdapted 5536(+4.1%) 46 22 +2.25
BNaive 5560(+4.6%) 48 29 +1.22

Table 20: Detailed results from adaption on 6 stages of B. Stable: q = 2 and εr = 0.4, (εu, εl) = (0.1, 0.1),
edge and inequality constraint
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Cascade Detection events
Configuration TP single TP double False Positives f evals (%)

AOriginal 5308 16 0 +0.00
AAdapted 5582(+5.16%) 20 3 +3.28
ANaive 5767(+8.65%) 30 20 +2.94

Table 21: Detailed results from adaption on 6 stages of A. Stable: q = 2 and εr = 0.4, (εu, εl) = (0.1, 0.1),
edge and inequality constraint

Both methods show that it is feasible in terms of feature evaluations to use the approaches in real time.

The hypothesis that any environment beneficial adaption is going to raise the training error, and maybe the
general error as well, is not tested or rejected in this thesis work.

Future work

The use of ROC-curves would provide the user with a good overview of the general performance. For ex-
ample, with a ROC curve it is easy to compare the classifiers’ performances at the same detection rate.

Furthermore, in order to benchmark the adaption algorithm’s ability to adapt a cascade classifier to an
environment, an environment biased data set needs to be applied. Preferably the biased data set would be
equipped with more false positives than Real Hand. At this point it is unclear to me if there exists any
standard database for the ”open hand” poses in low light, but I guess not.

In order to get an overview of the adapted classifier’s performance with the methods used in this thesis, one
can first tune in the naive classifier to the same detection rate as the adapted one and then compare them
to each other. This would yield comparable results.

5.6.2 Analysis of leaf update procedures

The different LP-update procedures, even though they tend to look somewhat similar, do behave differently.
The first observation is that LP-Method P1, with an equality constraint for the target frame score, has slower
convergence of the detection rate with respect to the size of the reclassification area εr than P2 and behaved
more as the naive approach, described by (54), than the other LP-update procedures.
Tables 10 and 11 show the slowly converging positive rate from P1.

Tables 12 and 13 reveal convergence of the positive rate as early as εr = 0.4 with the same target impact
q = 2. By exchanging the equality constrain with an inequality constrain at εr = 0.4, the positive rate also
slightly dropped.

To find possible explanations for the different rates of convergence, the value of the expression IT∆w for
the optimization solutions for the method used in table 12 was investigated.
The first observation suggested that the different convergence rates were not caused by solutions to P2 hav-
ing inactive constrains. Table 12 demonstrates that the solutions to P2 obtained from Matlab’s LP solver
(linprog) yielded active constrains. This implies that the solutions to both P1 and P2 had active constrains
with different convergence rates.

Another observation was that the IR
T∆w stood for the larger part of contribution to the gained frame score

mass, IT∆w.

The same did not apply for earlier (and simpler) stages investigated from experiments presented in table 12.
The constrains were still active in the more shallow stages, however the contribution from the non interesting
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Stage Method-P2 Method-P3

IR
T∆w IT∆w Iγ

T∆w IR
T∆w IT∆w Iγ

T∆w ||∆w1 −∆w2||
n 1.84 2 1.68 1.84 2 1.68 0

n− 1 1.65 2 1.3 1.65 2 1.3 0
n− 2 1.48 2 0.97 1.48 2 0.97 0
n− 3 1.37 2 0.74 1.37 2 0.74 0
n− 4 1.26 2 0.5 1.26 2 0.5 0
n− 5 1.15 2 0.3 1.15 2 0.3 0
n− 6 0.99 2 −0.02 0.97 1.93 0 6= 0
n− 7 0.94 2 −0.12 0.89 1.78 0 6= 0
n− 8 0.92 2 −0.15 0.84 1.69 0 6= 0

Table 22: The LP quantities from adaption behind results in table 15 and 13

regions IRc
T∆w became more prominent.

A possible explanation lies within the nature of the problem, to isolate leaves associated with missed de-
tection, and the collection procedure. As the earlier stages are designed to reject large amounts of negative
samples, most leaves handle large amounts of negative data and therefore they are probably not well suited
for leaf adaption.

The second reason is that the collection procedure used throughout all experiments was the ”Collect method
3: Cluster members” (see section 3.2.3) which has the property that the number of members of ROI is
independent of the stage number. This leaves the members in ROI c as the only stage variable. As the
number of ROI c members in C is monotonically increasing with descending stage index (the first stage has
index 0), ROI candidates become more sparse in the earlier stages. As each candidate region evaluates all
weak trees in a reached stage, thus always picking the same number of leaves, it becomes harder and harder
to find leaves that are more associated with ROI than the complement.

To capture this fact, LP-method P3 was developed. The idea is to try to force the adaption to be weighted
in favour of ROI and if not, avoid to adapt. The goal was reached as the method produced the same leaf
values as long as the extra constrain Iγ

T∆w ≥ 0 was inactive. When Iγ
T∆w = 0 the overall impact of the

adaption IT∆w was compromised in order to ensure that ROI is contributing to at least half of the impact.
See table 22.

P3 shows convergence for the positive-rate with respect to both the classification area and the number of
stages to adapt for, see tables 14 and 15.

Future work

As the leaf values produced by methods P2 and P3 (inequality and edge-adaption) both seemed to imply
fast convergence of the positive-rates with respect to the reclassification area (εr) it would be safe to discard
the reclassification approach for them (see definition 13) and instead just apply the new leaf increments.
This would save some computational power.

For future work, it would be interesting to develop more exotic leaf update procedures and test them, to-
gether with the ones presented here, for more configurations and different collect-methods.
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