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Abstract 

With the relative performance between accounting-based and option-based approaches for 

default prediction being a key subject in previous research, combined with criticism against 

the rating agencies’ timeliness in assigning credit ratings, surprisingly few attempts have been 

made to investigate the models’ usefulness in predicting corporate credit ratings. This thesis is 

the first to investigate the Merton and Altman’s Z-score models’ relative performance in 

predicting future credit rating changes. In addition, any asymmetry in the predictive power for 

downgrades versus upgrades is examined. The thesis is performed using data from 1,450 non-

financial firms rated by Standard and Poor’s between 2002 and 2013. Using logit regressions, 

with rating changes as dependent variables and distances-to-default and Z-scores as 

independent variables, we find both models to have some predictive power for rating changes 

within one year but the goodness of fit is mediocre and the marginal effects are low. Although 

the Z-score shows slightly better results, in terms of percentage correctly predicted outcomes, 

it is concluded that no clear difference in the relative performance can be found. Meanwhile, 

it is concluded that the Merton model has more predictive power for downgrades than for 

upgrades while no such asymmetry can be found for the Z-score. Our results supports the 

notion of lagged credit ratings, which could be detrimental for the economy at large, and may 

work as a starting point for building more accurate prediction models to lessen the effect of 

rating announcements. It is further implied that credit rating agencies could be slower to 

assign lowered credit ratings, as compared to rating upgrades, which could possibly be 

explained by the interdependency between the rating agencies and the issuers. 
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1 Introduction  

 
This section introduces the area of interest, starting with a discussion regarding the 
importance of credit ratings in today’s capital markets. Closely followed is a walkthrough of 
the research background concerning other methods of credit risk before the subject is 
problematized. Thereafter follows a presentation of the purpose of the thesis, research 
limitations and a description of the thesis outline. 

 

1.1 Background 

Credit ratings have become almost indispensable in today’s capital markets as virtually all 

market participants, including issuers, investors and regulators, rely heavily upon the 

categorical letter scores assigned by the credit rating agencies (CRAs). Issuers are affected 

mainly through changes in financing costs (Langohr & Langohr, 2009), and the credit ratings 

have shown to be the second most important determinant for CFOs when deciding whether or 

not to issue additional debt (Graham & Harvey, 2001). For investors, credit ratings serve as 

crucial components in the evaluation process of investment opportunities and finally, to the 

regulators, credit ratings are essential for determining allowable investment alternatives, for 

institutional investors, and required capital for banks (Langohr & Langohr, 2009). Credit 

ratings, based on both quantitative and qualitative aspects, facilitate easier distinction between 

cherries and lemons and the credit scoring system comes with several advantages. For 

example, it enables comparison and benchmarking of entities, from different countries and 

industries, and the monitoring of the development of credit risk over time. As each score 

corresponds to a certain risk level it also gives an indication of the risk premium one might 

expect to receive (Ganguin & Bilardello, 2005). In addition, credit ratings have shown to be 

accurate in predicting corporate default (Orth, 2012).  

 
In essence, the CRAs specialize in mitigating problems relating to information asymmetry 

between issuers and creditors, a gap that can never fully be bridged. As long as credit ratings 

carry unique information that is not already embedded in the market prices the CRAs play a 

pivotal role by adding valuable information to the market, earning its participants’ continued 

attention (Langohr & Langohr, 2009).  
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1.2 Research Background 

During the second half of the 20th century, alternative and more quantitatively oriented 

methods, for assessing credit risk, have been developed. These can more broadly be divided 

into accounting-based and option-based models. The accounting-based models rely solely on 

accounting variables for determining the probability of default while option-based models are 

based on the option-pricing theory developed by Black and Scholes in 1973 

(Tanthanongsakkun & Treepongkaruna, 2008). 

 

The research regarding default prediction using accounting-based models stems from the 

pioneering work of William Beaver, in 1966, in which he strived to assess the usefulness of a 

set of financial ratios in predicting corporate failure. Beaver (1966) was closely followed by 

Altman (1968) whose findings laid the foundation for the famous Altman Z-score model, 

rigorously adopted in subsequent research, such as Ohlson (1980) and Zmijewski (1984). 

Almost a decade later, another approach for tackling default prediction emerged with the 

work of Merton (1974). This model, being option-based, had a forward-looking approach to 

assessing credit risk rather than the backward-looking groundwork of Beaver (1966). Several 

researchers have also tried to test the performance of the Merton model, some ending up with 

alternative models, such as Du and Suo (2007), Bharath and Shumway (2008) and Afik, Arad 

and Galil (2015). 

 

With both approaches being popularly used for default prediction, resolving the ambiguity in 

the relative performance of the models has been a key subject for subsequent research. The 

majority of studies, where among others Hillegeist et al. (2004), Tanthanongsakkun and 

Treepongkaruna (2008) and Gharghori, Chan and Faff (2006), have shown relatively 

conclusive results in favor of the option-based approaches. 

 

Seemingly few attempts, however, have been made to use the aforementioned models for 

explaining actual corporate credit ratings. Of the scarce research attention that exists in this 

area, most studies have adopted only accounting-based models, Pogue and Soldofsky (1969) 

and Pinches and Mingo (1973), with only a few, such as Tanthanongsakkun and 

Treepongkaruna (2008), examining option-based models in this aspect.  
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1.3 Problem Discussion 

If the ratings put forth by the CRAs and the probability of default, as calculated with the 

aforementioned models, essentially is a measure of the same thing, credit default risk, it 

seems relevant that there should be a correlation between the measures. Meanwhile, since the 

beginning of the 21st century, the CRAs have been heavily criticized for failing in its 

timeliness in assessing credit rating changes. The vast majority of market participants, whom 

rely on credit ratings, does not fully believe that the CRAs’ rating changes timely reflect the 

subject’s changed credit risk (Association for Financial Professionals, 2002). This was 

especially a problem for the high-profile failures of Enron and WorldCom where both 

Moody’s and Standard and Poor’s (S&P) had Enron and WorldCom investment-grade rated 

until six days and two months respectively before the companies declared bankruptcy, 

implying that credit ratings are lagged (Langohr & Langohr, 2009). This potential lag could 

be a result of the credit ratings being both long-term looking and non-procyclical (Amato & 

Furfine, 2004). The lag could also be due the fact that firms, rated by the CRAs, also 

constitute the majority of the CRAs revenue base, which causes a potential conflict of interest 

where the CRAs might think twice before a downgrading. A study by Feinberg, Shelor and 

Jiang (2004) shows that the interdependency between traditional CRAs, including Moody’s 

and S&P, and issuers cause the CRAs to react slower to changes as compared to independent 

CRAs.  

 

If credit ratings are lagged, and the measures are correlated, explaining current credit ratings 

using either accounting-based or option-based models would be futile. Instead, one would 

have a greater success in using the aforementioned models for predicting future credit ratings. 

Under this assumption, one could thus potentially predict future credit rating changes. But 

why would such a discovery be of interest? 

 

Empirical research has shown that credit rating announcements carry unique information not 

already embedded in the market prices. Hand, Holthausen and Leftwich showed in 1992 that 

bond- and stock prices in the U.S. market were affected by announcements of both actual 

credit rating changes and additions to the Credit Watch list. They also found that rating 

downgrades showed more reliable results than upgrades. Barely ten years later, Dichev and 

Piotroski (2001) supported this by showing that rating downgrades also had negative impact 

on long-run stock returns, while the announcement of rating upgrades had no significant 
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impact. Similar results were found by Freitas and Minardi (2013) for Latin American firms. 

Brogaard, Koski and Siegel (2015) adopted a different approach and studied the effect of 

rating changes on the trading volume, a proxy for information content, instead of stock prices. 

They found that abnormal trading volumes occurred for both rating up- and downgrades, 

which indicates that rating changes announcements are informative for investors.   

 

Thus, the ability to predict such changes of credit ratings would indicate that one could act 

before the market, before prices are adjusted to embed the updated credit rating. On the other 

hand, if widely applied, it could potentially question the value of rating announcements, 

essentially rendering them obsolete. 

 

As it turns out, only Westerlund and Rebeggiani (2012) have investigated this opportunity 

prior to this study, however, using only the option-based approach for a sample of 100 firms 

from the S&P 500 index. However, the area of credit rating changes differentiates itself from 

previous research. Thus, incorporating only option-based models in explaining these changes 

does not give a complete picture and does not resolve the ambiguity in the relative 

performance of the models. Because of this, previous results in favor of the option-based 

approaches does not necessarily still apply. We extend upon the limited knowledge in this 

research area by re-introducing the so called horse-race between the models. 

1.4 Research Purpose   

This thesis re-introduces the horse-race between the accounting-based and option-based 

approaches for default probability, namely Altman’s Z-score and the Merton model, for the 

purpose of investigating their relative performance in predicting future corporate credit rating 

changes. 

 

In line with previous findings regarding the information content of rating announcements, we 

further aim to test if any asymmetry, in the abovementioned models’ abilities in predicting 

rating upgrades versus rating downgrades, exists. 
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1.5 Research Limitations 

The ideal timeframe, for fulfilling the purpose, would be to investigate the period of 2002 

until today, as explained in section 4.2. Alas, very recent data was unobtainable through the 

available databases and manually gathering the needed information proved to be too time-

consuming given the sample size. Due to this predicament, the timeframe for this study was 

set to 2002-2013 as this allowed for obtaining the required inputs from available databases.  

 

This thesis is restricted to testing the early models, i.e. Altman’s Z-score and the Merton 

model. Although these models have given rise to a plentitude of alternative models, some 

being more complex and others combining aspects from both approaches, incorporating these 

in our study, and more importantly choosing which variants to use, would be somewhat 

arbitrary. The reasoning behind this lies in the differentiation of our purpose as compared to 

the bulk of previous research regarding default probability. Thus, the ambiguity in the basic 

models’ relative performance remains unresolved in this new application and this thesis 

instead aims to lay a foundation from which alternative model testing can arise in subsequent 

research. Furthermore, Afik, Arad & Galil (2015) show that simple applications of the Merton 

model outperforms more complex and demanding methods.  

 

Due to the limitations of the Z-score (accounting data is not frequently updated) and that a 

comparison between the models is the main objective, this thesis is delimited to the minimum 

observation-frequency of one year. 

1.6 Outline of the Thesis 

Section 2 presents the theoretical framework, including the credit rating process (adopted by 

S&P), the Merton model, Altman’s Z-score and relevant previous research which lead to our 

hypotheses, presented in section 3. Section 4 explains the methodology adopted, including a 

presentation of the sample selection, data collection, variable description and the regression 

model, and is rounded off with a discussion regarding the validity and reliability of the thesis. 

Section 5 presents and discusses the results from our empirical findings in connection to the 

theoretical framework and previous research. The final section presents our conclusions and 

suggestions for further research.  
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2 Literature Review 
 

This section includes a description of the theoretical foundation underlying the thesis, 
including a description of the credit rating process of Standard and Poor’s, the Merton model 
and Altman’s Z-score. Further included is a review of previous research in the area, which is 
summarized in the end of the section.  

 

2.1 Standard and Poor’s and Credit Ratings 

As the credit rating data obtained consists of credit ratings from S&P, see section 4.3.1, the 

following segment will present the credit rating process of S&P.  

 

S&P’s credit ratings basically constitute their opinion of the rated entity’s credit risk, i.e. its 

ability and willingness to fulfill its financial obligations in time. S&P assigns credit ratings on 

both corporations and governments as well as on debt-, bond- and notes issues. Their rating 

opinions are the sum of a thorough analysis by analysts who make use of information 

acquired from both the entity of interest and publicly available sources (Standard and Poor’s, 

2014a).  

 

The corporate credit ratings of S&P does not only include an assessment of the financial risk 

profile of the firm but also a thorough analysis of more soft values like the business risk, 

consisting of country-, industry- and company-specific risk. The business- and financial risk 

profile create the so called issuer’s anchor which is adjusted with some other factors, 

including the management factor, before ending up with the final credit rating (Standard and 

Poor’s, 2014b) 

 

The process of assigning credit ratings for S&P takes approximately three to four weeks 

and starts with the signing of an engagement letter by the issuer requesting a credit rating. An 

analyst team is then assembled whose first task is to review relevant information and meet 

with the management of the issuer. Thereafter, the analysis process is initiated where 

information is analyzed and the outcome of this process is a proposal of a rating to the ratings 

committee. The committee reviews the analysts’ proposed rating and votes on it. Prior to 

publishing a press release with the issuers rating, S&P informs the issuer on the rationale 

underlying the proposed credit rating. After the rating has been assigned, S&P continues to 
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survey the company in order to maintain an as current rating as possible, by looking out for 

events and developments that could lead to a potential up- or downgrade of the credit rating 

(Standard and Poor’s, 2016).  

2.2  Merton Model 

The theoretical model of distance-to-default (DD) used in this thesis was originally developed 

by Merton (1974), thus henceforth referred to as the Merton model, and is largely taken from 

Bharath and Shumway (2008). The model offers an option-based, quantitative approach for 

assessing the credit risk of a firm, or any entity, that has financial obligations. The Merton 

model calculates the estimated DD, at a future time T, by adding the relative distance, by 

which asset value currently exceeds debt, to the expected growth of said asset, during the 

observed timeframe. The result, which is the expected relative distance between asset value 

and debt, at time T, is then divided by the standard deviation of asset growth to express the 

DD in standard deviation terms. To translate the DD into a probability of default, the DD is 

substituted into a cumulative standard normal distribution which gives the probability that a 

normally distributed variable stays below any given number. 

 

 
                          Figure 2.1 – The Merton model graphically explained (Gray & Malone, 2008) 

 

The Merton model exploits the Black and Scholes (1974) option-pricing formula and makes 

two key assumptions. Firstly, a firm’s capital structure consists of only equity and just one 
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non-interest bearing, zero-coupon debt with a maturity at time T. Secondly, the total asset 

value of a firm follows a geometric Brownian motion,  

 

                                                  𝑑𝐴0 = 𝜇𝐴0𝑑𝑡 + 𝜎𝐴𝐴0𝑑𝑊                                                   (2.1) 

 

with A0 being the asset value of the firm, µ being the expected continuously compounded 

return on assets and σA being the asset volatility. Finally, dW is a standard Wiener process. 

Under these assumptions, a firm’s equity can be viewed as a European call option on the 

firm’s assets. This call option analogy is based on the conception that when a firm has met all 

its financial obligations, the equity holders are the residual claimants on its assets. By setting 

the strike price of the call option equal to the book value of the firm’s liabilities, the call 

option will only have a value as long as the market value of the firm’s assets exceeds the 

strike price. Thus, the value of equity can be calculated as, 

 

       𝐸 = 𝐴0𝑁(𝑑1) − 𝑒−𝑟𝑇𝐵𝑁(𝑑2)               (2.2) 

 

where E is the market value of equity, B is the face value of the firm’s debt, r is the risk-free 

interest rate and N is the cumulative standard normal distribution function. Here, d1 and d2 are 

given by, 

                                                             𝑑1 =
ln(𝐴0

𝐵 )+(𝑟+𝜎𝐴
2

2 )𝑇

𝜎𝐴√𝑇                                                   (2.3) 

                                                               𝑑2 = 𝑑1 − 𝜎𝐴√𝑇                                                     (2.4) 

 

The market value of assets and asset volatility is unobservable in reality. However, under the 

assumptions of the Merton model, with equity being a function of asset value and time, when 

applying Ito’s lemma, it follows that, 

                                                              𝐸𝜎𝐸 = 𝐴0𝜎𝐴𝑁(𝑑1)                                                  (2.5) 
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where σV is the instantaneous volatility of equity at T=0. The Merton model then uses 

equation 2.2 and 2.5 to numerically obtain asset value and asset volatility through equity 

volatility and equity. Thereafter the DD can be calculated as, 

                                                              𝐷𝐷 =
ln(𝐴0

𝐵 )+(𝜇−𝜎𝐴
2

2 )𝑇

𝜎𝐴√𝑇                                                (2.6) 

where μ is an estimate of the expected annual asset growth. The probability of default is then 

calculated by, 

                                                                   𝑃𝐷 = 𝑁(−𝐷𝐷)                                                  (2.7) 

2.3 Altman’s Z-score 

The Altman Z-score was introduced in 1968 by Ed Altman in his article “Financial Ratios, 

Discriminant Analysis and the Prediction of Corporate Bankruptcy”. Therein, Altman aimed 

to assess the ability of a set of financial ratios to predict corporate bankruptcy. Out of 22 

potentially useful financial ratios, five were chosen and included in his model firstly based on 

their popularity in previous research and relevancy to the study. Secondly, he evaluated the 

relative contribution and correlation of the independent variables and predictive accuracy of 

the specification, and partly using his own judgement, before ending up with the final 

specification. This specification included the five following variables combined; Working 

capital/Total assets (X1), Retained earnings/Total assets (X2), EBIT/Total assets (X3), Market 

value of equity/Book value of total debt (X4) and Sales/Total assets (X5). The function looks 

as follows: 

 

                        𝑍 − 𝑠𝑐𝑜𝑟𝑒 = 1.2𝑋1 + 1.4𝑋2 + 3.3𝑋3 + 0.6𝑋4 + 1.0𝑋5                              (2.8) 

 

Using multiple discriminant analysis on a sample of 33 bankrupt and 33 non-bankrupt U.S. 

manufacturing firms between 1946 and 1965 Altman found the model to be very accurate, 

predicting over 90 % of corporate bankruptcies. The model showed to be highly reliable when 

robustness tests where run. To enable predictions of corporate bankruptcy without using 

complex data procedures Altman took advantage of his findings and put forth thresholds of Z-

scores indicating the firms’ health status. Firms with a Z-score above 2.99 fell under the “non-
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bankrupt” category while firms with Z-scores below 1.81 were deemed bankrupt. The area 

between 2.99 and 1.81 was called the “gray area”. 

 

In the final part of his article Altman presents several additional areas of potential application 

of the model. He recommends banks to use the Z-score when evaluating loan applicants to 

lower the costs of monitoring, wherein companies with high scores would be less investigated 

by the banks and vice versa. For other companies, Altman further suggests using the Z-scores 

for internal control, to assess the financial health of the firm and predict corporate problems. 

In addition, the Z-score could also be of use when evaluating investment opportunities.  

2.4 Previous Research 

2.4.1 Testing Option-Based Models 

In their article from 2007, Du and Suo evaluate the performance of structural credit risk 

models in forecasting default. The study was performed upon a sample of 1,508 U.S. firms 

between 1989 and 2001 using a dynamic logistic model. The authors found a reduced-form 

model slightly superior as compared to the original Merton model in its ability to predict 

default, although with somewhat limited statistical significance. Du and Suo (2007) showed 

that including equity value into the model greatly improves upon the predictive power.  

 

In Bharath & Shumway’s article, published 2008 in the Review of Financial Studies, the 

authors examined the accuracy and contribution of the Merton model as a predictor of 

company defaults. The study was done using data from 1,449 non-financial firms listed on 

NYSE, AMEX and NASDAQ over the time period of 1980 to 2003. By testing several 

hypotheses, the authors analyzed the Merton model in several ways. Firstly, looking at hazard 

models that forecast default and by constructing a reduced form model of the Merton model, 

it is shown that it is possible to improve upon the Merton model and thus concluded that the 

Merton model does not provide a sufficient statistic for default prediction. However secondly, 

by incorporating the default probability calculated by the Merton model’s DD with other 

covariant variables in hazard models, the authors showed that the Merton model’s default 

probability is a useful variable for forecasting default due to the functional form of the Merton 

model. Furthermore, it is concluded that the forecasting ability of the Merton model does not 

seem very sensitive to the somewhat complex iterative procedure used for calculating the 
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inputs of asset value and asset value volatility. Overall, Bharath and Shumway (2008) argued 

that the Merton model provides useful guidance for building default forecasting models. 

 

In response to criticism of the Merton approach to evaluate credit risk, from researchers at 

Moody’s, Kealhofer and Kurbat (2001) showed, on a sample of 1,579 North American firms 

between 1990 and 1999, that a Merton-model-like approach developed by KMV not only 

outperforms other available default prediction alternatives but also already captures all of the 

default predictive information in frequently used accounting ratios and Moody’s credit 

ratings. According to Bharath and Shumway (2008), the Merton approach applied here is 

called the KMV model which allows for various different classes and maturities of the debt, 

in contrast to the standard Merton model as explained in section 2.2. Furthermore, the KMV 

model does not use the cumulative normal distribution when calculating the probability of 

default, but rather Moody’s large database to estimate the correct distribution and also needs 

some adjustments to the accounting information used to calculate the face value of debt. 

Bharath and Shumway (2008) showed that the Merton DD does a good job in capturing the 

information in the probability estimates from the KMV model. 

 

Westerlund and Rebeggiani (2012) investigated if the Merton model has any predictive power 

of changes in Moody’s credit ratings, in order to assess whether credit ratings are lagged or 

not. In addition, the authors tested if there are any differences in the model’s ability to predict 

rating down- and upgrades. The authors used a sample of 100 randomly selected non-financial 

firms listed on S&P 500 during the time period 2003-2009. Using a logit regression model, 

and monthly data, the authors only found a 12-month lagged DD measure, out of 14 lagged 

measures used, to have statistically significant predictive power of credit rating changes. 

When looking separately at rating downgrades Westerlund and Rebeggiani (2012) found both 

a 12 and 18-month lag to be statistically significant. No significant results were found when 

testing for rating upgrades in isolation. The authors concluded that one possible reason for 

ending up with few statistically significant results is the use of a too small sample of firms 

with very stable credit ratings, thus ending up with very few rating changes observations. 

 

In their article from 2015, Afik, Arad and Galil evaluated different specifications of the 

Merton model’s abilities for default prediction. The authors used a sample of firms rated by 

S&P during the time period 1989 - 2012 and also gathered information on defaults between 

1990 and 2013, ending up with 306 cases of default for 2,534 firms. The alternative models 
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examined in the study were the iterative estimation (KMV), Bharath and Shumway’s (2008) 

naïve model, the Charitou et al. (2013) model, Down and Out call (DaO), single equation 

models, the authors’ own simple naïve model and the equity volatility estimation model. The 

authors found that simplified applications of the Merton model outperform the more complex 

and demanding methods. They further concluded that the DaO is the best performing model 

compared to the other models, closely followed by the simple naïve model that the authors 

themselves propose. They ultimately recommended using the later one because of it being 

more intuitive and simple as compared to the DaO approach.  

 

Cai, Chen and Dong (2015) examined in their article the default prediction ability of three 

variants of DD measures based upon the Merton model, which differs in either the functional 

form or the solving methodology. The three approaches examined were the original DD 

introduced by Merton, the KMV model and the naïve DD proposed by Bharath & Shumway 

in 2008. The authors compared and analyzed the three approaches’ prediction abilities using 

logit regressions on a sample of 46 defaults for Chinese companies between 2012 and 2014. 

The authors concluded that the naïve DD is slightly outperforming the other measures, 

although with somewhat lacking predictability and only 45 % accuracy. To improve 

performance, the authors suggested adding accounting ratios. For example, they found that 

EBITDA over total liabilities can supplement the naïve DD measure well. 

2.4.2 Testing Accounting-Based Models 

Pogue and Soldofsky (1969) tried to assess how well corporate bond ratings can be explained 

by available financial data on U.S. firms between 1961 and 1966. Of five explanatory 

variables, the authors found leverage and profitability ratios to have the most significant 

impact on corporate bond ratings while size, earnings stability and EBIT interest coverage 

were less influential. The overall explanatory power of the model including all five variables 

was 56 %, which was more than expected by the authors. Based on their results the authors 

concluded that a firm’s history, rather than its future prospects, to a larger extent can explain 

major differences in corporate bond ratings.  

 

Pinches and Mingo aimed in their article from 1973 to explain industrial bond ratings using 

both factor analysis and a multiple discriminant model. The authors used a sample of 180 U.S. 

firms, 132 forming the original sample and 48 forming the holdout sample, between early 
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1967 and late 1968. From the factor analysis, Pinches and Mingo (1973) found six variables 

to be especially important in predicting bond ratings; subordination, years of consecutive 

dividends, issue size, EBIT interest coverage, long-term debt ratio and return on assets, which 

were all included in the final multiple discriminant model. The authors found that the 

abovementioned variables correctly explain almost 70 % of the ratings in the original sample, 

and around 60 % in the holdout sample.  

 

Gray, Mirkovic and Ragunathan (2006) examined in their article the relationship between 

Australian credit ratings and a number of different financial ratios and industry-specific 

variables, expected to have explanatory power of credit ratings. The study was conducted as 

an ordered probit model where credit ratings from S&P were collected between 1995-2002 

for a sample of 361 rating observations, excluding non-investment grade firms, banks and 

insurance firms. The financial ratios used in the study were interest coverage, cash flow, 

leverage and profitability. The two industry-specific variables included were systematic risk 

and industry concentration, proxied by the industry beta and the four-firm concentration ratio 

respectively, where the last mentioned was measured by how large a part of total industry 

production the four largest firms in the industry accounts for. Gray, Mirkovic and Ragunathan 

(2006) concluded that interest coverage and leverage ratios have the largest impact on credit 

ratings while profitability and industry concentration has less pronounced impact on credit 

ratings. Their model could correctly explain 61.5 % credit ratings. 

2.4.3 Horse-Races 

Hillegeist et al. (2004) compared the ability of two accounting-based- and one option-based 

measure in predicting default on a sample of 756 U.S. bankruptcies between 1980 and 2000. 

The two accounting-based measures used were the Altman Z-score and the Ohlson O-score 

while the option-based measure used were their own specification of the Black-Scholes-

Merton option pricing model. The authors found that the option-based model performs 

significantly better in predicting bankruptcy as compared to the two accounting-based 

measures, even after making modifications of the Altman Z-score and Ohlson O-score, 

including adjustments for updated coefficients, industry adjustments and a decomposition into 

lagged levels and changes.  
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Gharghori, Chan & Faff (2006) evaluated, in their article, the default prediction accuracy of 

three alternative default-risk models over the time period 1995-2003 for 856 Australian firms. 

Two of the models tested were option-based and derived from Merton’s (1974) finding that 

equity can be viewed as a call option on the firm’s assets. In the first model, equity was 

modelled as a standard call option while it in the second model was modelled as a path-

dependent barrier option. Lastly, the authors evaluated an accounting-based model, using 

accounting ratios similar to Altman’s (1968) Z-score. Here, 13 variables were selected based 

on previous research adopting accounting-based models. The authors found that the two 

option-based models perform similarly, as a measure of default risk, and that they clearly 

outperform the accounting-based model. It is further suggested that the Merton model is 

preferred due to its simpler characteristics.  

 

Tanthanongsakkun and Treepongkaruna (2008) extended upon the research of Gray, Mirkovic 

and Ragunathan (2006) and Gharghori, Chan and Faff (2006) and adopted an ordered probit 

model to examine how effectively an option-based, as compared to an accounting-based, 

model can explain credit ratings. Tanthanongsakkun and Treepongkaruna (2008) studied a 

sample of 257 S&P credit rating observations for Australian firms between 1992 and 2003, 

excluding banks and insurance companies. The accounting-based model included interest 

coverage and leverage ratios, the variables with the most significant impact on credit ratings 

according to Gray, Mirkovic and Ragunathan (2006). In the option-based model, probability 

of default from the Merton model (DLI), firm size and book-to-market were used as 

explanatory variables. DLI was used in accordance with the findings of Gharghori, Chan and 

Faff (2006), while the inclusion of firm size and book-to-market ratio was based upon the 

findings of Vassalou and Xing (2004) who found those variables to be significantly related to 

default risk. The authors concluded that the option-based model has the most explanatory 

power in explaining credit ratings, where firm size in isolation is the most significant variable. 

Further, the option-based model beat the accounting-based model in regards to prediction 

accuracy with 55.25 % versus 47.47 % correctly predicted credit ratings. 
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2.4.4 Summary of Previous Research 

 

Authors Area of interest Variables Results 

Testing Option-Based Models 

Du & Suo (2007) Default prediction Different specifications of the 
Merton model 

A reduced-form model slightly 
outperforms the Merton model 

Bharath & Shumway 
(2008) Default prediction Different specifications of the 

Merton model 
Merton model provides useful 
guidance for default prediction 

Kealhofer & Kurbat 
(2001) Default prediction KMV model 

KMV model outperforms other default 
prediction models. Captures 

information from accounting ratios and 
Moody’s credit ratings 

Westerlund & 
Rebeggiani (2012) 

Credit rating 
changes prediction Merton model 

A 12-month lagged DD can predict 
credit ratings. An asymmetry in 

predicting down- versus upgrades 
exist 

Afik, Arad & Galil 
(2015) Default prediction Different specifications of the 

Merton model 

Simplified applications of the Merton 
model outperforms more complex 

models 

Cai, Chen & Dong 
(2015) Default prediction Three different specifications of 

the Merton model 
A naïve DD measure outperforms the 

other specifications 

Testing Accounting-Based Models 

Pogue & Soldfosky 
(1968) 

Explaining 
corporate bond 

ratings 

Leverage, Profitability, Size, 
Earnings stability & EBIT interest 

coverage 

Leverage and profitability have the 
most significant impact. Overall 

explanatory power of 56 % 

Pinches & Mingo 
(1973) 

Explain industrial 
bond ratings 

Subordination, Years of cons. 
dividends, Issue size, EBIT 

interest coverage, Long-term 
debt ratio & Return on assets 

The variables could explain 70 % of the 
ratings in the original sample, and 60 

% in a holdout sample 

Gray, Mirkovic & 
Ragunathan (2006) 

Explain corporate 
credit ratings 

Interest coverage, Cash flow, 
Leverage, Profitability, 

Systematic risk & Industry 
concentration 

Interest coverage and leverage ratios 
have the largest impact on credit 

ratings. 

Horse-Races 

Hillegeist et al. (2004) Default prediction 

Altman’s Z-score 
Ohlson’s O-score 

vs. 
A variant of the Merton model 

The option-based model performs 
significantly better, even after making 
adjustments to the Z-score and the O-

score 

Ghargori, Chan & Faff 
(2006) Default prediction 

Two option-based models 
derived from the Merton model 

vs. 
An accounting-based model 

derived from the Z-score and O-
score 

The option-based models perform 
similarly and outperform the 

accounting-based model 

Tanthanongsakkun & 
Treepongkaruna 

(2008) 

Explain corporate 
credit ratings 

Interest coverage & leverage 
ratios 

vs. 
DD, firm size & book-to-market 

The option-based model has more 
explanatory power in explaining credit 

ratings, 55,25 % vs. 47,47 % 
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3 Hypotheses 
 

Built upon what was presented in the previous section regarding theories and previous 
research, this section presents the hypotheses which are to be tested in order to fulfill the 
purpose of this thesis. 

 
 

According to Kealhofer and Kurbat (2001), the Merton-like KMV model already captures all 

default predictive information in Moody’s credit ratings. Meanwhile, Bharath and Shumway 

(2008) show that the Merton model does a good job at capturing the information in the 

probability estimates from the KMV model. Combining these findings, we find reason to 

believe that the Merton model will do well in capturing much of the information in the credit 

ratings from CRAs. Thus we expect, under the assumption that credit ratings are lagged while 

the DD from the Merton model is instantaneous, the following hypothesis to hold: 

 

H1: DD from the Merton model has predictive power for future credit rating changes. 

 

Although no previous research has been found testing the predictive power of Altman’s Z-

score on future corporate credit rating changes, some findings are relevant for our study as 

they might give some hints as to where our results should point. Previous research has shown 

that both credit ratings, from the CRAs, and the Altman Z-score have high accuracy ratios in 

predicting company defaults, and that a firm’s history can explain differences in credit 

ratings. Altman’s (1968) suggestions for additional areas of application further indicates that 

the Z-score could potentially decrease the information asymmetry about credit risk in the 

market, lowering the cost of monitoring, which is similar to one of the major roles of a credit 

rating. Given that both are essentially a measure of credit risk and that the Z-scores are up to 

date, at the moment of the release of inputs needed for calculation, and under the assumption 

that credit ratings are lagged, we expect to see that the Altman Z-score in our test has 

predictive power of future corporate credit ratings. Thus, we expect the following hypothesis 

to hold: 

 

H2: The Altman Z-score has predictive power for future credit rating changes. 

 

Regarding the relative performance of our models, we expect the Merton model to assess 

more predictive power and thus stand victorious in the horse-race. Previous research has 
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shown time and again that the option-based models outperform accounting-based models in 

default prediction. The forward looking aspect of the Merton model theoretically makes the 

measure better suited for predicting future changes of a lagged variable. We thus expect the 

DD from the Merton model to have more predictive power than Altman’s Z-score. 

 

H3: DD from the Merton model has more predictive power than Altman’s Z-score. 

 

Our final objective is to investigate if there is any asymmetry in the models’ abilities in 

predicting rating up- and downgrades. The majority of previous research, showing stronger 

market reactions following rating downgrades, indicates that some of the information in rating 

upgrades is already incorporated in market prices. The findings of Brogaard, Koski and Siegel 

(2015) on the other hand would lead us to believe that no asymmetry exists. However, 

following the majority of previous research thus, for the Merton model, lead us to expect that 

an asymmetry exists and that rating upgrades have more predictive power than downgrades. 

Surprisingly, Westerlund and Rebeggiani (2012) only found support in the opposite direction. 

However, due to the lacking sample size of their study, specifically when isolating upgrades 

from downgrades, we question their result. Regarding Altman’s Z-score, there is no clear 

indication of asymmetry or direction and we do not expect our results to show anything 

different. We expect the following hypotheses to hold: 

 

H4: For the Merton model, there is an asymmetry in the predictive power for upgrades and 

downgrades. 

 

H5: There is no difference in the predictive power for upgrades and downgrades when using 

Altman’s Z-score. 

 



 

 18 

4 Methodology 
 

This section presents the methodological considerations and approaches of the thesis. This 
concerns the overall research approach adopted, sample selection, timeframe, data collection 
and a description of the variables included. Further, an explanation of how regression 
analyses are to be performed follows before the section is rounded off with a critical review in 
terms of validity and reliability. 

 

4.1 Research Approach 

This thesis aims to test already existing theory, the Merton model and Altman’s Z-score, via 

hypothesis testing on empirical data. Thus, we follow a deductive research approach. This 

approach means that one, from existing knowledge and theoretical considerations in the area, 

deduct hypotheses for testing via empirical investigation. Naturally following a deductive 

research approach is the use of a quantitative research strategy, which enables quantification 

and analysis of a large amount of data (Bryman & Bell, 2013). From the data obtained, 

statistical relationships are tested through regression analysis to test the hypotheses. 

4.2 Sample and Timeframe 

The sample of companies studied in this thesis is all rated non-financial U.S. firms and non-

U.S. firms with American Depositary Receipts (ADRs) during the period 2002-2013. In total, 

the number of companies included in the sample is 1,450, consisting of 1,194 U.S. and 256 

non-U.S. firms. In line with previous research; Westerlund and Rebeggiani (2012), 

Tanthanongsakkun and Treepongkaruna (2008), Bharath and Shumway (2008), financial 

firms were excluded. The exclusion of financial firms could lead to a sample bias, but was 

deemed necessary to make because of their unique capital structures and differing accounting 

standards. Including financial firms would therefore jeopardize the comparability of the firms 

within the sample.  

 

Including companies with outstanding ADRs implies that some of the companies in the 

sample are non-U.S. firms, from for example Brazil, Canada, Germany, The Netherlands and 

the United Kingdom. Including firms from different countries could potentially hamper the 

comparability of the results. However, when issuing ADRs, firms outside of the U.S. are 
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obliged to follow U.S. accounting standards which indicates that the results should be 

comparable nevertheless (U.S. Securities and Exchange Commission, 2012).  

 

Furthermore, setting a specific timeframe was necessary to perform this study. Researchers 

have studied the time-series variation in corporate credit ratings to ascertain shifts in credit 

rating standards over time. In their article from 1998, Blume, Lim and Mackinlay examined if 

the corporate credit rating downgrades exceeding rating upgrades of U.S. firms was a result of 

the CRAs becoming more conservative in assigning ratings. The authors found that credit 

rating standards had actually become more conservative between 1978 and 1995, concluding 

that this could partly explain the trend towards lower corporate credit ratings among U.S. 

firms.  

 

More recent research by Baghai, Servaes and Tamayo (2014) further conclude that credit 

rating agencies have become more stringent in assigning corporate credit ratings between 

1985 and 2009. Alp (2013) found that standards for investment-grade and speculative-grade 

rated firms tightened and loosened respectively until a breakpoint in 2002, where standards 

for both categories became more conservative. This followed the corporate failures of for 

example Enron and WorldCom where credit rating agencies were heavily criticized, as stated 

earlier, and the introduction of the Sarbanes-Oxley Act, introduced to improve financial 

disclosure in order to enhance investor protection from accounting frauds. 

 

Therefore, with corporate credit rating standards varying over time, and the major shift in 

rating standards in 2002, the time period chosen for this study was set to 2002-2013. 

4.3 Data 

4.3.1 Data Collection 

Both credit rating data and the financial data needed for calculations of the Merton model and 

the Altman Z-score were gathered from Compustat, unless stated otherwise. For 

comparability reasons, credit ratings and inputs for the Merton model were gathered with 

yearly frequency, as the Altman Z-score is calculated using accounting data only available on 

a yearly basis. The credit ratings retrieved from Compustat are the long-term issuer credit 

ratings from S&P, including the modification of plus and minus signs. To be able to process 
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the rating data and run regressions, letter ratings were translated into numbers, as can be seen 

in Appendix A, for compatibility with the software program used. As S&P and Moody’s are 

the two largest and most important CRAs (Ghosh, 2013), the choice of which ones’ credit 

ratings to use in our study was based upon availability of credit rating data. To our 

knowledge, the only possible way to retrieve credit ratings data from Moody’s is by manually 

do it from their homepage. This would be a too tedious process to go through considering the 

large sample of firms used and the time restrictions of the thesis, thus S&P credit ratings from 

Compustat were used instead. However, while the CRAs adopt similar rating grades which 

are treated almost like complete equivalents by market participants, Ghosh (2013) show that 

Moody’s overall assign consistently slightly lower ratings as compared to S&P. The effect 

differs between industries and is more pronounced regarding the Consumers and Industrials 

sectors.  

4.3.2 Dependent Variables 

The dependent variable of interest is the corporate credit rating, more explicitly corporate 

credit rating changes, which can be further separated into rating upgrades and rating 

downgrades. First, all rating changes in the sample are calculated as the first differences of the 

translated numerical rating scale. Thereafter, the rating changes are separated into rating 

upgrades- and downgrades, making up our two dependent variables, and transformed into 

dummy variables. The rating downgrade dummy variable then takes on the value “1” when a 

downgrade has occurred and “0” otherwise, while the rating upgrade dummy variable takes 

on the value “1” when an upgrade has occurred and “0” otherwise.  

 

A drawback of transforming the dependent variables into dummy variables is that credit 

rating changes of more than one step are disregarded, they are reduced to a one step change. 

Since 293 rating changes, out of totally 2,853 changes (approximately 10 %), are greater than 

one step some information is lost that could lessen the potential significance in our regression 

results. However, as the proportion of rating changes exceeding one step is relatively low we 

do not think that it will affect our results significantly. 

 

These two dependent variables are further utilized when testing if any asymmetry in the 

Merton model’s and the Altman Z-score’s ability to predict rating down- versus upgrades 

exists. 
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4.3.3 Independent Variables 

The two independent variables examined are the measures from the Merton model and the 

Altman Z-score model. The variables are firstly constructed as first differences, ΔDD and ΔZ-

score, just as for the dependent variables. As we are interested in both models’ predictive 

power of credit rating changes, we use lagged values of both measures. ΔDD and ΔZ-score at 

an earlier point in time are then paired with later rating changes to ascertain if there is a link 

between the two measures for a company in earlier time periods and a change in credit rating. 

For comparability reasons, discussed in section 4.3.1, only a one year lag is included for each 

independent variable.  

 

The same two independent variables are used when testing for the asymmetry in the models’ 

abilities to predict future rating up- and downgrades. 

 

To account for extreme outliers for the lagged ΔDD and ΔZ-score measures that could skew 

the results of our regressions a one percent winsorization is performed on the two variables, in 

a similar manner as done by Bharath and Shumway (2008). When doing this, all observations 

above the 99th percentile are set to the 99th percentile while the observations below the 1st 

percentile are set to the 1st percentile. The drawback of doing this procedure is that we do not 

account for each observation’s unique information. However, as these observations do not 

follow the general pattern and do not seem to fit, the winsorization seems valid to perform in 

this case. All tables presented in section 5, containing information of the independent 

variables, are presented after winsorization if not stated otherwise. 

4.3.4 Calculations of the Merton Model 

The required inputs for calculating DD using the Merton model are; the face value of debt 

(B), asset value (A0), asset growth volatility (σA) and predicted asset growth (μA). Because the 

Merton model applies to market values, of which some are unobservable, contingent claims 

pricing, through the balance-sheet equivalence between assets and liabilities, have been used 

to infer the unobserved values from observed values. Preferably, we would follow the 

complicated iterative procedure introduced by Vassalou and Xing (2004), or alternatively 

numerically solve the non-linear equation system, as presented in section 2.2, of,  
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                                                   𝐸 = 𝐴0𝑁(𝑑1) − 𝐵𝑒−𝑟𝑇𝑁(𝑑2)                                             (4.1) 

 

                                                            𝐸𝜎𝐸 = 𝐴0𝜎𝐴𝑁(𝑑1)                                                    (4.2) 

 

as suggested by Gray and Malone (2008) for estimating σA and A0. However, applying any of 

these methods on a big sample of firms proved to lie outside of our programming capabilities 

and manually trying to solve for the unobservable σA and A0 using same the methods proved 

to be far too time-consuming. Instead, a shortcut, as presented by Gray and Malone (2008), 

was used in order to obtain these values. In this section, a walkthrough of how we obtained 

the different variables used in the Merton model and how we performed this shortcut is given. 

The shortcut for estimating A0 and σA is to initially approximate A0 by E + B and N(d1) by 1. 

We then have, 

 

                                                                𝐴0 ≈ 𝐸 + 𝐵                                                           (4.3) 

 

which together with equation 4.2 gives us, 

 

                                                                𝜎𝐴 ≈ 𝐸
𝐸+𝐵 𝜎𝐸                                                           (4.4) 

 

Equation 4.3 and 4.4 are used to estimate initial values for A0 and σA. These estimates can be 

used to calculate initial estimates of current debt (D) through, 

 

                                        𝐷 = 𝐵𝑒−𝑟𝑇 − (𝐵𝑒−𝑟𝑇𝑁(−𝑑2) − 𝐴0𝑁(−𝑑1))                              (4.5) 

 

which is then re-inserted instead of B in equation 4.3 and 4.4 to give closer approximations 

for A0 and σA. This process can then be repeated and will convert closer and closer to the 

“true” values of A0 and σA. The above process is performed with two iterations for each firm to 

obtain our final values. A0 is then used to calculate the actual μA for each year through the 

return on assets. Lastly, these values are inserted in equation 2.6 to calculate the DD.  

 

The face value of debt was calculated as half of the long-term debt plus short-term debt and 

current portion of long term debt as suggested Vassalou and Xing (2004), and followed by 

Bharath och Shumway (2008), and daily market value of equity was gathered from 
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Datastream in order to calculate σE. The 3-month U.S. treasury bill rate of return, and a 

corresponding measure for the non-U.S. firms, served as a proxy for the risk free interest rate 

when calculating d1 and d2.  

4.3.5 Control Variables 

To account for other factors being correlated with our dependent variables, whose effect we 

want to remove, a set of control variables are included in the regressions. This is done in order 

to clarify the relationship between our dependent and independent variables, without having 

other variables affecting this relationship. Firstly, to account for the existence of firms from 

other countries than the U.S. in our sample impacting on the independent variables’ prediction 

abilities of credit rating changes, a country dummy variable is included in the regressions. 

This dummy variable takes on the value “1” if the firm is from the U.S. and “0” otherwise. 

The reason for only creating a dummy variable taking into account U.S. versus non-U.S. 

firms, and not a dummy variable for each country in the sample, is that there are extremely 

few firms from a single other country than the U.S. as compared to the total number of firms. 

The country with the second highest number of firms represented in the sample of this thesis 

is Canada with 51 firms. Creating a dummy variable for Canada alone would lead to a very 

unbalanced distribution of “1” and “0”, and the usefulness of such a variable could therefore 

be questioned. This problem would be even more pronounced if country dummy variables for 

other countries, with even less firms represented in the sample, were included in the 

regressions.  

 

Further, a dummy variable indicating if the firms are investment-graded or speculative-graded 

is included as a control variable in the regressions. This is done to account for the differences 

that exist with being investment-grade rated, as compared to being speculative-grade rated, 

for firms. Being investment-grade rated enable firms access to the whole market, as some 

investors are prohibited from investing in speculative-grade rated securities. Furthermore, an 

investment-grade rating enable firms getting both more attractive and flexible covenants and 

debt issue terms and not to forget a higher status than speculative-grade rated firms (Santos, 

n.d.).  

 

A variable taking into account the size of the firms is further included in our regressions as a 

control variable. The rationale underlying the inclusion of firm size is based upon the findings 
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of Vassalou and Xing (2004) who found the variable to be correlated with default risk. The 

results of their study show the size effect to be most pronounced for firms in the segment with 

the highest default risk, otherwise the effect were not as significant. Tanthanongsakkun and 

Treepongkaruna (2008), who include firm size as an explanatory variable based upon 

Vassalou and Xing’s (2004) results, found the variable to be the most significant in explaining 

credit ratings for Australian firms. The variable is defined in line the abovementioned authors 

as the market capitalization, and is winsorized using the same procedure as explained in 

section 4.3.3 to account for extreme outliers.  

 

Lastly, the book-to-market (BM) ratio is further included as a control variable in the 

regressions, also based on the findings of Vassalou and Xing (2004) and Tanthanongsakkun 

and Treepongkaruna (2008). They found the variable to be correlated with default risk and 

able to explain credit ratings respectively. The BM ratio is calculated as the book value of 

equity divided by the market value of equity, and is also winsorized as explained in section 

4.3.3. 

4.4 Data Analysis 

4.4.1 Regression Analysis 

To be able to compare the predictive power of the Merton model and the Altman Z-score, 

four main regressions are run, one with rating upgrade as dependent variable for each 

independent variable and one with rating downgrade as dependent variable for each 

independent variable. The regressions are then analyzed to solve for the ambiguity between 

the models’ relative performance and to find any asymmetry between the predictive power for 

upgrades and downgrades. These regressions are thereafter rerun, including the control 

variables mentioned in section 4.3.5, to see if the relationship between the dependent and 

independent variables is interfered by other variables.  

 

Due to the categorical and non-continuous characteristic of a credit rating, it is deemed a 

limited dependent variable. As the underlying relationship between a limited dependent 

variable and the independent variables is non-linear, using a linear regression model is 

inappropriate (Brooks, 2014). The use of dummy variables as dependent variables enables us 

using a simplified binary response model. There are basically two different methods that can 
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be used when dealing with binary outcomes, namely the logit and the probit model. As the 

logit model historically has been favored due to its simplicity (Brooks, 2014) and since most 

previous researchers have adopted it, the logit model will be used in this thesis and is 

explained more in detail in the following section.  

 

In general, the choice of which one of the two binary response models, logit or probit, to use 

is somewhat arbitrary due to the two models’ resemblance and both models give virtually 

indistinguishable results. The only occasion in which the models might give slightly different 

results is when the distribution of the binary outcomes is very unbalanced. This could be the 

case for our dependent variables as “1” only occurs around 10 % of the time in our different 

regressions. To test for the robustness of our choice to use the logit model, we will perform 

four additional regressions using the probit model as well, in order to ascertain if our results 

are affected by the functional form of the logit regression model or not. The additional 

regressions are run with rating downgrades and upgrades as dependent variables for the two 

independent variables, the one-year lagged ΔDD and ΔZ-score, in total adding up to four 

regressions. 

 

Eviews is the software tool used when running regressions for this thesis.  

4.4.2 The Logit Model 

The logit model is based on the cumulative logistic probability distribution function (hence 

the name of the model) and is defined as follows,  

 

                                                              𝐹(𝑧𝑖) = 𝑒𝑧𝑖
1+𝑒𝑧𝑖 = 1

1+𝑒−𝑧𝑖                 (4.6) 

 

where F(zi) is the cumulative logistic distribution and zi is the value of the independent 

variables. The structure of the logit model enables values to lie between 0 and 1 and can 

therefore be interpreted as probabilities. When estimated, the logit model is as follows, 

   

                                                         𝑃𝑖 =  1
1+ 𝑒−(𝛼+𝛽1𝑥2+⋯+𝛽𝑘𝑥𝑘𝑖+𝑢𝑖)                (4.7) 
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where Pi is the probability of yi=1. When running logit regressions in Eviews the “z-statistic” 

generated is the equivalent for the “t-statistic” obtained from OLS-regressions. P-values are 

interpreted as usual for individual coefficient estimates and significance levels and signs can 

without transformation be compared to OLS-regressions, but the level of the coefficient 

estimates cannot (Brooks, 2014). The correct way to interpret the coefficient effects on the 

dependent variable is by looking at their marginal effects (Brooks, 2014), which are 

calculated using the following function, 

 

                                                           𝑚𝑘
𝑙𝑜𝑔𝑖𝑡 = 𝛽𝑘𝐹(𝑧)(1 − 𝐹(𝑧))                (4.8) 

 

where βk is the regression coefficient and F(z) is the predicted probability at the means. These 

marginal effects are not reported automatically by Eviews but have to be calculated manually. 

When running the logit regressions in Eviews robust standard errors are used (Brooks, 2014). 

4.4.3 Regression Interpretation 

The intuition is that a rating change can be explained by an increase or decrease in the DD or 

Z-score. An increase in either the DD or the Z-score indicates a lower probability of default 

which in turn should result in a better credit rating and vice versa. The marginal effects are 

interpreted as the increase (decrease) in the probability that the dependent variable is “1” 

when there is a one unit increase (decrease) in the independent variable.  

 

In our case, the marginal effect shows the probability of an upgrade or downgrade due to a 

one step increase in either the lagged ΔDD or the lagged ΔZ-score, which in turn means that 

the DD or Z-score for a firm, one year prior, has increased by one standard deviation or one 

unit respectively. If the marginal effect for the logit regression is 0.1, with rating upgrade as 

the dependent variable and lagged ΔDD as the independent variable, the interpretation is that 

a one standard deviation increase in the DD for a firm increases the likelihood of a rating 

upgrade, within one year, with 10%. 

 

Regarding the goodness of fit measure, the common ones to examine when dealing with 

limited dependent variables are the Pseudo-R2, reported in Eviews as the McFadden R2, and 

the percentage correctly predicted. Unlike other R2 measures, Pseudo-R2 cannot be interpreted 

as the percentage variation in the dependent variable explained by the model. However, the 
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value will lie somewhere in between 0 and 1 and the higher the number, the better the fit of 

the model. Further, Pseudo-R2’s generated when running limited dependent variable 

regression are low, in general, as compared to other R2 measures (Brooks, 2014). To be kept 

in mind is that the Pseudo-R2 is only comparable for different specifications of the same 

model (Institute for Digital Research and Education, n.d.) and is therefore only used when 

examining the predictive power of the models in isolation, not when determining the relative 

predictive power of the Merton model and Altman’s Z-score. 

 

Percentage correctly predicted measures what the name suggests, how many percent of the 

observations for the independent variable the model correctly predicts, and the higher this 

number is, the better the fit of the model. Ideally, one would only look at what percentage the 

model correctly predicts that y=1, but when the sample is unbalanced between “1” and “0”, a 

regression only including an intercept predicting y=1 all the time would outperform  any other 

model. Such a model would, however, not be of any use and instead looking at what 

percentage the model correctly predicts that both y=1 and y=0 would be more appropriate 

(Brooks, 2014) which is therefore what we will consider in this thesis. Further, we will also 

consider the total gain, expressed as percentage points, we get by adding our independent 

variables to the regressions as compared to what the performance would have been if the 

regressions would only include an intercept term. When requesting information about 

percentage correctly predicted in Eviews the proportion of “1” as compared to the total 

number of observations in the respective regressions will be used as the cutoff point. 

 

The statistical significance, marginal effects and percentage correctly predicted will be 

examined when determining which of the two models perform better in predicting corporate 

credit rating changes. The same outputs are looked upon when testing for the potential 

asymmetry in the models’ abilities in predicting downgrades and upgrades. When statistical 

significance is not achieved for an independent variable, its marginal effect, percentage 

correctly predicted and Pseudo R2 will not be further analyzed. Ideally, when making 

comparisons of the type of regression outputs mentioned above, metrics such as the Bayesian 

Information Criterion (BIC) or the Accuracy Ratio (AR) could be examined to determine the 

best fitting model among competing models. Among others, Tanthanongsakkun and 

Treepongkaruna (2008) and Gharghori, Chan and Faff (2006) utilize these metrics when 

performing their horse-races. However, due to the complex nature of such metrics, the fact 

that they are not reported in Eviews and the time-restrictions of the thesis, the comparisons 
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are made by visual examination of the abovementioned regression outputs in accordance with 

Bongini, Laeven and Majnoni (2002).  

4.5 Validity and Reliability 

When the quality of a published paper is assessed and evaluated it is often done in terms of 

validity, both internal and external, and reliability. The internal validity is a measure for the 

extent to which conclusions regarding causal relationships can be made. Perhaps the most 

relevant factor concerning this measure is the extent to which our regressions correctly show 

what we want them to show. Given our somewhat limited knowledge of econometrics and 

due to not being able to find any previous research to follow, performing exactly or similarly 

what this thesis is trying to accomplish, there is a possibility that the internal validity is 

affected by an erroneous methodology. Educated “guesses” made through careful reading of 

available literature are the foundation for our choice of methodology, but there is still the 

chance of missing important information that could improve upon the internal validity of this 

study. Regarding the models used for default prediction however, the accuracy is less 

questionable. The independent variables were in general defined in accordance with the 

theories underlying them. The simplifications made concerning the DD measure might 

slightly deteriorate the usefulness of the variable, but as some needed market values were 

unobservable, and previous researchers have made similar simplifications, we do not believe 

this to affect the internal validity to a large extent. As for the dependent variables, we do not 

believe that disregarding rating changes of more than one step affects the internal validity, as 

discussed in section 4.3.2. As earlier mentioned, regressions with a set of motivated control 

variables are run to ensure that the relationship between the dependent and independent 

variables is not affected by other factors, thus increasing the internal validity. This is further 

the underlying reason for why robustness checks using the probit model are done. In 

conclusion, the internal validity is deemed sufficient for a thesis considering the decisions 

regarding the research approach, variables included and the regressions run.  

 

The external validity, which is a measure of a study’s generalizability, in this thesis is deemed 

high as the sample includes all rated non-financial U.S. firms and firms with ADRs during the 

period 2002-2013, totaling 1,450 firms. The sample size is, as compared to previous research, 

quite large and since our sample also includes firms from other countries than the U.S., the 

external validity should be deemed relatively high. However, one must keep in mind that a 
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clear majority of the firms are from the U.S., just above 80 %, so the generalizability mainly 

holds within the U.S. The slight differences in the credit ratings assigned by S&P and 

Moody’s respectively, as mentioned in section 4.3.1, indicate that our results might not be 

entirely generalizable for firms that are by other rating agencies than S&P.  

 

Regarding the reliability, measuring a study’s credibility and consistency, we deem it to be 

somewhat lacking. Although the transparency in the methodology section, regarding sample 

selection, timeframe and variable- and regression description, enables subsequent research to 

produce similar results, the conclusions drawn might not entirely the same. Not being able to 

statistically test the differences when investigating the relative predictive power of the Merton 

model and Altman Z-score, and the potential asymmetry in the models’ abilities in predicting 

rating down- versus upgrades, is something that could negatively affect the reliability. The 

conclusions drawn from the analysis of our results are subject to a great deal of subjective 

judgement.  
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5 Results and Analysis 
 

The section initially delivers some descriptive statistics concerning the data used in the thesis 
and is followed by a presentation of the results from our main regressions for rating changes, 
downgrades and upgrades and the results from robustness checks. Thereafter follows the 
analysis of our results in connection with the theoretical foundation and previous research.  

 

5.1 Descriptive Statistics  

For initial understanding of what types of firms that are included in the thesis, table 5.1 

presents the distribution of different rating categories among the 1,450 firms in the sample. 

The rating category with the highest frequency is BBB and the distribution of investment-

grade and speculative-grade rating categories is even, with a slight majority of speculative-

grade ratings, 51.84 % versus 48.16 %. 

                       Table 5.1 – Distribution of rating categories. 

Rating # of 
observations Rating # of 

observations Rating # of 
observations 

AAA 109 BBB+ 1,495 B 888 
AA+ 36 BBB 1,953 B- 370 
AA 158 BBB- 1,315 CCC+ 118 
AA- 248 BB+ 786 CCC 59 
A+ 486 BB 1,075 CCC- 11 
A 954 BB- 1,261 CC 18 
A- 1,060 B+ 1,096 C 0 
Total          13,496 

 
The sample of 1,450 firms includes a total number of 2,853 observed rating changes out of 

13,496 observations1, evenly distributed between downgrades and upgrades, 1,382 and 1,471 

respectively. Due to the nature of first differences and in order to calculate one-year lagged 

independent variables, all observations for the first two years (2002-2003) are lost when 

running regressions. Furthermore, data needed for calculating the independent variables are 

not available for all observations and when running regressions, Eviews only takes into 

                                                                                                                                                         
1 A rating change is considered observed if the company has a different rating the year prior to the observed year. 

Out of the 13,496 total rating observations, rating changes cannot be observed for 2002 or for years where the 

previous year have no available rating data. 



 

 31 

account observations that are evenly matched between the dependent and independent 

variables. Thus, the total number of observations is further reduced and differs slightly 

between regressions. Due to running several regressions, the exact amount of observations for 

each regression is not presented here but rather in the respective outputs for convenience. 

 

Calculated DDs and Z-scores, with a one-year lag, for each rating class are shown in table 5.2 

to get an indication of the comparability of the different measures. The mean of DD decreases 

for each drop in rating class and has the highest mean of 20.69 for AAA-rated firms and the 

lowest mean of 0.875 for CC-rated firms. The mean of Z-score is more volatile and does not 

drop for each rating class, with the highest mean of 6.41 for AAA-rated firms and the lowest 

mean of 0.760 for CCC-rated firms. 

              Table 5.2 – Lagged DD- and Z-score values for different rating categories. 

Rating Lagged 
DD 

Lagged 
Z-score 

Rating Lagged 
DD 

Lagged 
Z-score 

Rating Lagged 
DD 

Lagged 
Z-score 

AAA 20.688 6.412 BBB+ 8.881 2.089 B 2.924 1.751 
AA+ 15.703 1.900 BBB 7.917 2.296 B- 1.926 1.535 
AA 14.991 2.664 BBB- 6.911 2.537 CCC+ 1.801 0.996 
AA- 13.217 2.935 BB+ 6.053 2.475 CCC 1.438 0.760 
A+ 12.533 2.937 BB 5.823 2.128 CCC- 0.894 0.941 
A 10.506 2.443 BB- 4.467 2.099 CC 0.875 1.684 
A- 9.341 2.454 B+ 3.596 1.999 C - - 

 

The independent variables tested, the one-year lagged ΔDD and ΔZ-score, had, before 

winsorization, a few extreme max- and minimum values leading to very high standard errors. 

In table 5.3 some descriptive statistics for the independent variables are presented both before 

and after winsorization for comparison. The average change in DD and Z-Score, over a year, 

is 0.382 standard deviations and -0.029 units respectively.   

                     Table 5.3 – Descriptive statistics for the independent variables 

    Lagged ΔDD Lagged ΔZ-Score 
    Before 

winsorization 
After 

winsorization 
Before 

winsorization 
After 

winsorization 
Mean 1.283 0.382 0.293 -0.029 
Median 0.658 0.658 0.022 0.022 
Max 8,942.772 10.050 4,186.517 4.430 
Min -4,873.272 -10.967 -529.837 -5.689 
Max- Min 13,816.04 21.017 4,716.354 18.183 
Std.dev 113.295 3.536 39.151 1.432 
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5.2 Regression results 

5.2.1 Predicting Future Rating Downgrades 

For downgrades, the change in DD shows statistical significance at the 1 % level. The 

marginal effect is negative, which is to be expected, and a one standard deviation increase 

(decrease) in the DD decreases (increases) the probability of a rating downgrade within one 

year by 1 %. The regression correctly predicts if there is a rating downgrade 62.93 % of the 

time which is a gain of 52.20 percentage points. Introducing the control variables does not 

change the significance and the coefficient only changes marginally. The regression outputs 

both with and without control variables and the outputs regarding percentage correctly 

predicted are presented in Appendix B. 

                        Table 5.4 - Regression for rating downgrade using DD.  

 

 

 

 

 

 

 

For Z-score, it shows statistical significance at the 1 % level when it comes to rating 

downgrades. Again, the marginal effect is, as expected, negative and a one unit increase 

(decrease) in the Z-score decreases (increases) the probability of a rating change within one 

year by 1.46  %. The regression correctly predicts if there is a rating downgrade 65.13 % of 

the time, a gain of 54.78 percentage points. Adding control variables does not change the 

significance and the coefficient only changes marginally for Z-score as well. Regression 

outputs both with and without control variables and the outputs regarding percentage correctly 

predicted are also presented in Appendix B for the Z-score. 

 

Variable Coefficient Marginal 
effect 

Std. error Probability 

Intercept -2.137634 - 0.035040 0.0000 
1-year lagged ΔDD -0.110381 -0,01007 0.008735 0.0000 

 
Dependent variable Rating 

downgrade 
 

 
McFadden R2 0.0225  Total obs 8869 

Total percentage 
correctly predicted 

62.93 %  Obs with dep=1 951 

Total gain 52.20 %  Obs with dep=0 7918 

Log likelihood -2953.419    
Avg. log likelihood -0.333    



 

 33 

                         Table 5.5 - Regression for rating downgrade using Z-score. 

 

 

 

 

 

 

5.2.2 Predicting Future Rating Upgrades 

Turning to the predictive power of changes in the DD on future rating upgrades, the 

regression shows a statistical significance at the 1 % level. Now, the marginal effect is 

positive meaning that an increase in the DD, and thus a decrease in the probability of default, 

results in a higher likelihood of a rating upgrade. A one standard deviation increase in the DD 

increases the probability of a rating change within one year by 0.08 %. The regression 

correctly predicts if there is a rating downgrade with 52.87 % which is a gain of 40.75 

percentage points. When adding the control variables, the significance remains unchanged and 

the coefficient only changes marginally. The regression outputs both with and without control 

variables and the outputs regarding percentage correctly predicted are presented in Appendix 

C. 

                        Table 5.6 - Regression for rating upgrade using DD. 

 

 

 

 

 

 

Variable Coefficient Marginal 
effect 

Std. error Probability 

Intercept -2.175884 - 0.033419 0.0000 
1-year lagged ΔZ-

score 
-0.158582 -0.01457 0.026399 0.0000 

 
Dependent variable Rating 

downgrade 
 

 
McFadden R2 0.0043  Total obs 9838 

Total percentage 
correctly predicted 

65.13 %  Obs with dep=1 1018 

Total gain 54.78 %  Obs with dep=0 8820 

Log likelihood -3258.515    
Avg. log likelihood -0.331    

Variable Coefficient Marginal effect Std. error Probability 
Intercept -2.035198 - 0.033735 0.0000 

1-year lagged ΔDD 0.075874 0.00793 0.008660 0.0000 
 

Dependent variable Rating 
upgrade 

 

 
McFadden R2 0.0095  Total obs 8869 

Total percentage 
correctly predicted 

52.87 %  Obs with dep=1 1075 

Total gain 40.75 %  Obs with dep=0 7794 

Log likelihood -3244.282    
Avg. log likelihood -0.366    
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For Z-score, the significance is also at the 1 % level and the marginal effect is positive. A one 

unit increase (decrease) in the Z-score increases (decreases) the probability of a rating 

upgrade within one year by 2.22 %. The regression correctly predicts if there is a rating 

downgrade 55.10 %, a gain of 43.07 percentage points. Checking for the changed effect when 

including size, investment or speculative grade and country, has no impact on the significance 

and the coefficient only changes marginally. Regression outputs both with and without 

control variables and the outputs regarding percentage correctly predicted are also presented 

in Appendix C for the Z-score. 

                      Table 5.7 - Regression for rating upgrade using Z-score.  

 

 

 

 

 

 

 

5.2.3 Robustness Checks with the Probit Model 

In line with what was said in section 4.4.1, regarding which of the two binary response 

models, logit or probit, to use when dealing with an unbalanced dummy variable, four 

regressions were run in order to ascertain if the functional form of the logit model affects our 

results. The results of these regressions are presented in Appendix D. In general, the outputs 

of the regression models with the same specifications show very small differences in 

statistical significance, coefficient values and standard errors. There is no change in the 

statistical significance for the independent variable for any of the six regressions compared. A 

trend of slightly larger absolute values, although small differences, for both coefficients and 

standard errors can be seen when running logit regressions. This is probably due to the logit 

and probit model using different distributions, the cumulative logistic probability- versus the 

cumulative normal distribution. However, as the differences when comparing the McFadden 

Variable Coefficient Marginal 
effect 

Std. error Probability 

Intercept -1.998877 - 0.031331 0.0000 
1-year lagged ΔZ-

score 
-0.209049 0.02207 0.033927 0.0000 

 
Dependent variable Rating 

upgrade 
 

 
McFadden R2 0.0062  Total obs 9838 

Total percentage 
correctly predicted 

55.10 %  Obs with dep=1 1184 

Total gain % 43.07 %  Obs with dep=0 8654 

Log likelihood -3594.180    
Avg. log likelihood -0.365    
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R2 and percentage correctly predicted outputs, presented for the probit regressions in 

Appendix D, are almost indistinguishable we conclude that the functional form of the logit 

model is not affecting the results of our regressions.  

5.3 Result Analysis 

The empirical results are analyzed in connection to the theoretical foundation and previous 

research. For convenience, a result summary is presented in table 5.8 covering the most 

considered outputs for the analysis. 

    Table 5.8 – Summary of regression outputs for analysis.  

 

The results show that our independent variables are statistically significant, at the 1 % level, 

for both upgrades and downgrades and thus that the measures do have predictive power for 

overall rating changes one year ahead, supporting both H1 and H2. Further, the signs of the 

marginal effects are also in line with previous research and the theoretical view that an 

increase in either DD or Z-score indicates a lower probability of default which in turn should 

result in a better credit rating and vice versa. Due to the use of lagged variables, both 

measures now prove to already contain some of the information presented by a credit rating 

one year later, supporting the view that credit ratings are lagged.  

 

“Some of the information”, however, is quite vague and the Merton model can only generate 

correct predictions, i.e. predict if a firm will or will not receive a rating upgrade or 

downgrade, about 53 % and 63 % of the time respectively and the marginal effects and 

Regression Variable Probability Marginal 
effect 

Total percentage 
correctly 
predicted 

McFadden R2 

Rating 
downgrade 

1-year lagged ΔDD 0.0000 -0,01007 62.93 % 0.0225 

1-year lagged ΔZ-
score 

0.0000 -0.01457 65.13 % 0.0043 

Rating 
upgrade 

1-year lagged ΔDD 0.0000 0.00793 52.87 % 0.0095 

1-year lagged ΔZ-
score 

0.0000 0.02207 55.10 % 0.0062 
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Pseudo-R2s are extremely low for all regressions2. Thus, although statistically significant, 

changes in DD do not seem to provide sufficient information for predicting future rating 

changes and other variables must be included for more accuracy. The result is similar with 

previous research from Bharath and Shumway (2008), although applied on lagged rating 

changes rather than company defaults, in that the DD calculated by the Merton model 

provides useful guidance for building prediction models. Thus, the result does not support that 

the Merton model does a good job in capturing much of the information in the credit ratings 

from the CRAs, as reasoned by combining results from Kealhofer and Kurbat (2001) and 

Bharath and Shumway (2008) in section 3. Notable is that Kealhofer and Kurbat (2001) used 

ratings from Moody’s while S&P ratings are used in this study, which might not be entirely 

interchangeable, as discussed in section 4.3.1. For the Z-score, a similar line of reasoning can 

be had. Similar percentage correctly predicted outcomes imply that much of the variation of 

the independent variables remains unexplained and that a changed Z-score is only a piece of 

the puzzle.   

 

Comparing the results of our models’ relative performances, the statistical significances are 

indistinguishable but Z-score seems to produce slightly higher percentage correctly predicted 

outcomes and stronger, although still very weak, marginal effects, and the result does thus not 

support H3. Interestingly, the Pseudo-R2s show the opposite relationship but will not be 

further analyzed in the comparison. However, the differences between the models are not big 

enough to proclaim any clear winner3. The relative performances, applied on predicting future 

rating changes, are different from previous research in the area of default prediction and credit 

rating prediction presented in section 2.4 and is not intuitive given the forward-looking 

                                                                                                                                                         
2 We say only even though the percentages correctly predicted outcomes do not deviate much, in terms of 
interpretation, from previous research for explaining corporate credit ratings. For comparison, although the 
measures are far from entirely interchangeable, the explanatory power using the Merton model in combination 
with firm size and book-to-market was found to be around 55% by Tanthanongsakkun and Treepongkaruna 
(2008). Further, for default prediction, Du and Suo (2007) showed correctly predicted outcomes of around 50 % 
and 40 % using a reduced form of the Merton model and the original respectively. Either way, previous research 
is conclusive in that there remains a lot to be explained which is similar to our result. 

3 The deciding rules, for if there is enough difference in the models’ relative performances, to proclaim one 
model to be better than the other are subjective and somewhat vague as discussed in section 4.5. It is our 
interpretation that the measures are close enough to not being able to draw any conclusions in this aspect. 
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aspects of DD as compared to the backwards-looking aspect of the Z-score4. One factor 

contributing to this result could be that the DD-measure is forced out of its element by the 

necessity of only looking at one year lags, due to comparability reasons, and that its potential 

for investigating several shorter lag periods is overlooked. It is possible that further research 

would show stronger predictive power using different time lags for DD while Z-score would 

be hard to improve upon. Another possible reason for the result could be due to the 

simplifications made in order to calculate the DD, and that following Vassalou and Xing’s 

(2004) iterative procedure would improve on the measure, however unlikely due to the bulk 

of previous research supporting simpler versions of the model. For now, we can only 

conclude that no model clearly outperforms the other when using a one year lag. 

 

Showing predictive power for both upgrades and downgrades using DD differentiates our 

results to the findings of Westerlund and Rebeggiani (2012) and could partly be due to a 

larger sample size. The conclusion, however, is the same and the results support H4. An 

asymmetry exists with downgrades being more accurately predicted than upgrades. Further, 

the marginal effect for downgrades is also stronger, although slightly so, and the Pseudo-R2 is 

stronger but hard to interpret. The result is surprising and does not support our view that 

upgrades should be more easily predicted as reasoned in section 3 due to previous research 

showing weaker market reactions to rating upgrades.  The result could instead be explained 

by arguing that the interdependency between rating agencies and issuers incites the rating 

agencies to think twice before downgrading a company as reasoned in section 1.3.1. Rating 

agencies have been criticized for untimely rating changes and the main focus has not been 

untimely upgrades. Perhaps downgrades are more lagged in general which could be a possible 

explanation for our results. For Z-score, the percentage correctly predicted outcomes are also 

higher for downgrades but the marginal effect is weaker, and so is the Pseudo-R2, making the 

interpretation less clear. With the measures pointing in different directions we cannot really 

say that either upgrades or downgrades are more easily predicted which was expected 

                                                                                                                                                         
4 Notable here is that while one could argue that the result to some extent supports the findings of Pogue and 
Soldofsky (1968) in that a firms history better explain differences in corporate bond ratings rather than future 
prospects, however it is important to keep in mind that the article was published before the Merton model was 
created and the comparison is thus not really relevant. 
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(although the sprawling outputs were not) and supports H5 due to no clear indication of 

asymmetry regarding the Z-score. 

 

Overall, the discrepancy between if a rating change occur and if it was predicted by either DD 

or Z-Score, combined with the low marginal effects and Pseudo-R2s, can have many possible 

explanations. An important factor could be the chosen time lag, which was chosen for 

comparability reasons between our models. Our findings, that the predictive power is 

relatively weak for both measures, only concludes that it is weak when using a one year lag 

which is a rather long period. Also, as discussed in section 2.1, the definition of credit risk by 

S&P is not only a firm’s ability but also its willingness to fulfill its financial obligations and 

the credit ratings further differ from our independent variables in that they are supposedly 

long-term looking and based on qualitative aspects. Furthermore, there is also the possibility 

that changes in DD and Z-score in fact should have led to a rating change for a specific 

observation but does not due to credit ratings not being a flawless measure of credit risk, 

potentially causing weaker results than if testing our models on a hypothetically true measure 

of credit risk.  
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6 Conclusions and Future Research 
 

In this final section, conclusions are made and hypotheses are answered, based on the 
analysis, in connection to the purpose of this thesis. Lastly, suggestions for previous research 
are presented.  

 
 

This study is the first to investigate the relative performance of the Merton model and 

Altman’s Z-score in predicting future corporate credit rating changes, by conducting a horse-

race between the two models, and to find if any asymmetry between upgrades or downgrades 

exists. Using logit regressions, on a sample of 1,450 firms, both models prove to have some 

predictive power for rating changes one year ahead but the goodness of fit is mediocre and the 

marginal effects are low. Although the Z-score show slightly better results, in terms of 

percentage correctly predicted outcomes, it is concluded that no clear difference in the relative 

performance can be found. Meanwhile, it is concluded that the Merton model has more 

predictive power for downgrades than for upgrades while no such asymmetry can be found 

for the Z-score. 

 

Finding existing, although weak, predictive power for corporate credit rating changes within 

one year, using basic models such as the Merton model and Altman’s Z-score, has several 

implications.  

 

Firstly, since quantitative models of credit risk can predict a changed credit rating to some 

extent it extends our knowledge, and supports the criticism, that rating changes from the 

CRAs are untimely in reflecting a subject’s changed credit risk. Lagged credit ratings could 

lead to incorrectly rated firms suffering, or gaining, from financing costs not appropriately 

reflecting the firms risk level. Further, among other things, CFOs could make faulty decisions 

concerning debt-levels and investors could make bad investment decisions based on faulty 

information.  

 

Secondly, while this study offers limited contribution in showing how great this lag is due to 

limitations in our data, for comparability reasons, the result still underlines the importance of 

continued curiosity in the area and could serve as a benchmark for subsequent research. 

Although both models show limited power in accurately predicting rating changes, Altman’s 

Z-score and other accounting-based models lack the ability of incorporating instantaneously 
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updated information and are thus hard to improve upon. The Merton model and other option-

based models, although more complex to use, are not hindered by such restrictions. We 

suggest that dropping the accounting-based models and instead focusing on investigating the 

Merton model and a plentitude of alternative option-based models, while incorporating more 

timely precise data for rating changes and including several different lag-periods, is 

appropriate for building forecasting models of better accuracy and precision. 

 

Lastly, until more accurate prediction models are conducted, or rendered inadequate, through 

future research in the area, corporate credit ratings still seemingly carry unique information 

that is not totally embedded in market prices, or concealed within the books, and thus still 

have an important role to play in decreasing the asymmetry between issuers and creditors. 

 

Further, that downgrades are more easily predicted, using a model which incorporates market 

prices for its calculations, is not entirely intuitive and is not in line with previous research but 

could support that the interdependency between CRAs and issuers affect the ratings. It could 

imply that downgrades are, to a greater extent, affected by the untimeliness of rating changes 

and that the CRAs more rapidly adjust the ratings of firms that decrease their credit risk while 

actual increases in credit risk are adjusted for more slowly. Thus, rating changes finally 

revealing information regarding the worsened conditions might not be handed out until things 

have gotten bad enough, and thus possibly carry information of greater vicissitude, which 

could explain stronger market reactions following downgrades. However, this remains 

speculative until further research can find evidence for different quantity of information 

between upgrades and downgrades, or show that rating changes in the form of downgrades 

more often occur in greater steps than for upgrades. 
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Appendix A 
 

Presented below is a translation table of letter credit rating into a numerical rating scale. 

Appendix A.1 – Translation of letter ratings into a numerical rating scale. 

S&P rating Ordinal scale S&P rating Ordinal scale S&P rating Ordinal scale 

AAA 1 BBB+ 8 B 15 

AA+ 2 BBB 9 B- 16 

AA 3 BBB- 10 CCC+ 17 

AA- 4 BB+ 11 CCC 18 

A+ 5 BB 12 CCC- 19 

A 6 BB- 13 CC 20 

A- 7 B+ 14 C 21 
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Appendix B 
 

Presented below are the outputs from the regressions made with rating downgrades as 

dependent variable. First, the regression output with only the independent variable of interest 

is presented followed by the regression output including the control variables. Lastly, the 

output regarding the percentage correctly predicted is presented. This is done firstly for the 

measure from the Merton model and secondly for the Altman Z-score.  

Appendix B.1 - Regression for rating downgrade using DD.
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Appendix B.2 - Regression for rating downgrade using DD and control variables. 

 

Appendix B.3 – Percentage correctly predicted rating downgrades using only DD. 
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Appendix B.4 - Regression for rating downgrade using Z-score. 

 
 
Appendix B.5 - Regression for rating downgrade using Z-score and control variables. 
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Appendix B.6 – Percentage correctly predicted rating downgrades using only Z-score. 
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Appendix C 
 

Presented below are the outputs from the regressions made with rating upgrades as dependent 

variable. First, the regression output with only the independent variable of interest is 

presented followed by the regression output including the control variables. Lastly, the output 

regarding the percentage correctly predicted is presented. This is done firstly for the measure 

from the Merton model and secondly for the Altman Z-score.  

Appendix C.1 - Regression for rating upgrade using DD. 
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Appendix C.2 - Regression for rating upgrade using DD and control variables. 

 
 
Appendix C.3 – Percentage correctly predicted rating upgrades using only DD. 
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Appendix C.4 - Regression for rating upgrade using Z-score. 

 
 
Appendix C.5 - Regression for rating upgrade using Z-score and control variables. 
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Appendix C.6 – Percentage correctly predicted rating upgrades using only Z-score. 
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Appendix D 
 

Presented below are the regression outputs generated when running robustness checks using 

the probit model. First, the regression output when using the independent variable of interest 

is presented and is followed by the output for the percentage correctly predicted. Outputs with 

rating downgrades as dependent variable for both independent variables are presented first, 

and are followed by the outputs with rating upgrades as dependent variable.  

Appendix D.1 – Robustness check with probit model for DD on rating downgrades. 

 
 
Appendix D.2 – Robustness check with probit model for DD on rating downgrades. 
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Appendix D.3 – Robustness check with probit model for Z-score on rating downgrades. 

 
 
Appendix D.4 – Robustness check with probit model for Z-score on rating downgrades. 
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Appendix D.5 – Robustness check with probit model for DD on rating upgrades. 

 
 
Appendix D.6 – Robustness check with probit model for DD on rating upgrades. 
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Appendix D.7 – Robustness check with probit model for Z-score on rating upgrades. 

 
 
Appendix D.8 – Robustness check with probit model for Z-score on rating upgrades. 

 
 

 


