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Abstract 

 

Title: Does culture influence the implementation of Enterprise Risk 
Management? 

 
Purpose: The primary purpose of this study is to investigate if culture influences a 

firm’s decision to implement enterprise risk management (ERM). It will 
examine which factors influence this decision on a worldwide level, how 
ERM implementation varies across countries and to what extent these 
differences are influenced by cultural dimensions. 

 
Methodology: The study is based on 380 firm observations from 19 countries. ERM 

implementation is examined with a keyword search on annual reports and 
culture is measured with Hofstede’s dimensions power distance, 
uncertainty avoidance and individualism. Based on the 380 observations 
this deductive research will test four hypotheses on a firm-level ERM 
implementation and three hypotheses about cultural influence on a 
country-level.  

 
Empirical Findings:  This study shows a positive relation between ERM implementation and 

the cultural dimensions power distance and uncertainty avoidance. 
Additionally, it finds that firm size and industry are influencing a firm’s 
decision to implement ERM on a worldwide level. 

 
Conclusion: This study supports that culture has an influence on ERM implementation 

which shows that culture has to be taken into account when analysing and 
comparing ERM implementation across countries. Furthermore, this 
worldwide sample allows to compare ERM variation between the 
observed countries and it shows that influences which have been 
examined on a country-level can also be found on a worldwide-level. 

 
Key words: Enterprise risk management, ERM implementation, cultural influence, 

cultural dimension, power distance, uncertainty avoidance, individualism 
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1. Introduction 

 

This chapter explains the research background and presents a detailed problem discussion as the 

foundation for the research questions. This is followed by research limitations, the addressed 

target group and the outline for the following chapters.  

 

1.1. Background 

Recent financial scandals such as Volkswagen’s falsification of emission-tests in 2015 (The 

Rushe & Farrell, 2015) revealed severe failures in corporate risk management. Similar to many 

other large multinational firms Volkswagen’s Audit Committee was responsible for managing 

risk but failed to do so (Volkswagen Group, 2014; Carol, 2015). Even though the firm's 

management was committed to detect severe risks as early as possible, it could not avoid this 

emission scandal. As a result, the firm faced destroyed shareholder value, governmental let-

downs and extensive environmental damages, which could have been prevented by the instalment 

of proper risk management. This event underlines the increasing importance and understanding of 

the most developed risk management that currently exists in the field: Enterprise Risk 

Management (ERM). 

 

1.2. Problem Discussion 

ERM is defined as an integrated and centralised risk management approach that is applied in 

strategic setting and supported by risk governance (COSO, 2004). This definition is recently 

reinforced by Lundqvist (2014a) who states that ERM is characterised more specifically by the 

holistic organisation of risk management or alternatively phrased: risk governance. Lundqvist 

(2014a) concludes that ERM broadens traditional risk management by addressing risks in a firm’s 

different business units, the so-called silos. ERM instead allows firms to control risks on an 

enterprise-wide level and to create synergies between different risk management activities. Firms 

furthermore implement ERM to reduce volatility in earnings and stock prices which increases 

firm value (Hoyt & Liebenberg, 2011). Even though these benefits are widely acknowledged, the 

implementation and the reasons behind the adoption of ERM are still varying between diverse 

types of firms and firm sizes (Beasley, Branson & Hancock, 2012). As a consequence, 
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researchers recently started to make first contributions to the ERM field of study and common 

agreement exists that the driving forces behind ERM implementation are firm size, leverage, 

industry and the presence of a big four auditor (Deloitte, Ernst & Young, KPMG and 

PricewaterhouseCoopers).  

 

The main drawback of existing research is, however, that the conclusions are fragmented and 

lacking a worldwide perspective (Lundqvist, 2015; Hoyt & Liebenberg, 2011; Pagach & Warr, 

2011; Beasley, Pagach & Warr, 2008). This shortcoming can be explained by the fact that these 

studies are based on country- or region-specific observations, which limits the generalisation of 

the underlying research according to Lundqvist (2014b). Hoyt and Liebenberg (2011) and 

Beasley et al. (2008) examined for example US companies whereas other researchers such as 

Lundqvist (2014a, 2015) and Sekerci (2014) targeted their research on Nordic firms. ERM 

findings therefore differ significantly both regarding the driving factors behind ERM 

implementation and the country-specific degree of ERM adoption. Furthermore, there has not 

been any research so far in order to explain country or region-based variations in ERM 

implementation. However, existing research points towards cultural differences as an explanation 

for how individuals as well as companies manage and perceive risks (Hsee & Weber, 1998; Liu, 

Meng & Fellows 2015; Li, Griffin, Yue & Zhao, 2013; Kreiser, 2010). The most used approach 

to measure culture is based on the culture dimensions defined by Hofstede (2010) including 

power distance, individualism and uncertainty avoidance. In essence this study aims to contribute 

to the described research gap by creating a worldwide comparison of ERM implementation and 

its connection to culture.  

 

1.3. Purpose & Research Questions 

In the field of ERM, previous research examined firm characteristics that trigger firms to 

implement ERM including firm size, leverage, industry and presence of the big four auditors. 

These studies based their findings on country- or industry specific observations, which is why 

this study tests these characteristics on a worldwide data sample. In addition to that, this study 

suggests that a country’s culture plays a major role in the firm’s willingness to adopt ERM. With 

culture being the main focus of this study, a new field to existing ERM research is introduced by 

including the aspect of culture. Firms’ increasing disclosure allows this study to make use of 
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public data and thus investigate annual reports in order to determine existing ERM 

implementation, an approach that has been used by Desender (2011) and Gordon, Loeb and 

Tseng (2009). To answer the main research question this study is divided into three sub-

questions: 

  

• Does culture influence ERM implementation? 

o What influences ERM implementation on a firm-level? 

o How does ERM implementation vary across countries? 

o To what extent are these differences influenced by cultural dimensions? 

  

1.4. Delimitations 

Delimitations of this study can be divided into three parts starting with the secondary data 

approach of using annual reports as data source. Thereby the main possible drawback is that 

firms can window-dress their annual reports, which might not reflect the truth. However, this 

approach is commonly used within existing literature (Hoyt & Liebenberg, 2011; Lundqvist & 

Vilhelmsson, 2016) since firms use their risk management disclosure as a way of signalling and 

building trust among shareholders. Secondly, since the aim of this study is to capture the country-

specific ERM implementation it focuses on identifying if a firm has or has not implemented ERM 

rather than determining the degree of implementation. Finally, the timeframe only includes the 

year 2014, because the study is interested in capturing a snapshot of the existing ERM rather than 

putting focus on to when it was implemented.  

 

1.5. Target Group 

This study primarily aims to target academics wishing to further extend and advance in the ERM 

field of research. Secondly, it is relevant for investors and business people who benefit from 

considering enterprise-wide risk levels when analysing and investing in companies worldwide. 

While this research gives first insights on how country differences of ERM implementation can 

be explained by culture it is merely the steppingstone for further interesting research in the field. 
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1.6. Outline 

The following chapter explains the theoretical foundation of this study by first introducing how 

risk management has developed over time into ERM and secondly how cultural differences 

between countries can be explained by Hofstede's dimensions. This chapter also includes the 

hypotheses, which are derived from previous research and aim to answer the stated research 

questions. This further leads into the third chapter where the chosen methodology is presented in 

detail including the research design, data sample, dependent and independent variables, 

econometric model and the reliability and validity of this research. In chapter four the results are 

presented followed by the final chapter, which contains the conclusion and further research 

implications.  
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2. Literature Review and Hypotheses Development 

 

This chapter elaborates the theoretical background of this research and develops the hypotheses 

which will be tested in this study. It includes a definition of ERM to differentiate it from 

traditional risk management and gives an overview about the existing ERM literature. After 

motivating how this study complements existing literature, it explains Hofstede’s cultural 

dimensions which will be used as the basis for measuring culture.  

 

2.1. Enterprise Risk Management 

The section below introduces the foundations of ERM followed by its characteristics and current 

research in its field. 

 

2.1.1. Foundations of Enterprise Risk Management 

When analysing enterprise risk management it is essential to derive its relevance from a historical 

standpoint starting from the origins of risk management as described by Culp (2006), which 

developed into traditional risk management and built the basis for enterprise risk management. 

The historical importance is also confirmed by recent studies stating that traditional risk 

management can be regarded as one of the strongest explanation for implementing enterprise risk 

management (Lundqvist, 2014b).  

 

Risk management is most commonly defined as the “reaction to risk by individuals or businesses 

as they attempt to ensure that the risk to which they are exposed to is the risk to which they […] 

want to be exposed” (Culp, 2002, p.14). Ogden, Jen and O’Connor (2003) support this view by 

stating that a trade-off between risk and return exists and thus companies can take on more risk to 

retrieve higher return. This well-known theory, named trade-off theory, concludes that each firm 

has its own optimal level of risk which maximises returns due to possibilities of tax-shields from 

taking on more debt. This view is opposed by two other prominent researchers; Modigliani and 

Miller and their assumptions of perfect capital markets. According to them, incentives for 

engaging in risk management should not exist on perfect capital markets since investors can 

manage the risk themselves due to equal access and symmetric information (Ogden et al. 2003). 

Violations of these assumptions, which are present on most markets, however enable 
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opportunities for risk management to add value for firms. These include for example reduced 

information asymmetries and less conflict between managers and shareholders (Culp, 2006).  The 

reasons for engaging in risk management vary in between firms. Among them are mitigating 

financial distress cost, lowering expected tax payments, enabling external financing, mitigating 

agency costs and managerial risk aversion as well as reducing the underinvestment problem 

(Mayers & Smith, 1987; Stulz, 1984; Smith & Stulz, 1985; Froot, Scharfstein & Stein, 1993; 

Myers, 1977). According to Hoyt and Liebenberg (2011) it is possible to realise these effects 

through traditional risk management activities including hedging and corporate insurance. 

Hedging activities are said to reduce bankruptcy costs since they lower the probability of 

financial distress. In addition, corporate insurance aims to reduce contracting costs and the tax 

burden of the firm (Hoyt & Liebenberg, 2011; Pagach & Warr, 2011). According to Culp (2006) 

traditional risk management divides risk in different categories, such as market risk, financial 

risk, liquidity risk, operational risk and legal risk and takes place in the various departments of a 

firm.  Hence, this form of risk management is often called a silo approach since it lacks 

coordination between the different departments, which leads to complexity and waste of firm 

resources (Hoyt & Liebenberg, 2011).  

 

One drawback of traditional risk management is the lack of transparent information of the 

targeted firm risk profile. Outsiders thus have a difficult time understanding the complex risk 

management system comprised by the different risk silos (Hoyt & Liebenberg, 2011). In addition 

to that, risk management departments often lack coordination between each other, which results 

in reduced efficiencies. By treating the different risks as a risk portfolio instead firms can achieve 

an enterprise-wide approach to risk management (Hoyt & Liebenberg, 2011; Nocco & Stultz, 

2006; Gordon et al. 2009). 

  

2.1.2. Characteristics of Enterprise Risk Management 

The Committee of the Sponsoring Organizations of the Treadway Commission’s (COSO) defines 

enterprise risk management as: 

 

“a process, effected by an entity’s board of directors, management and other 

personnel, applied in strategy and across the enterprise, designed to identify potential 
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events that may affect the entity and manage risk to be within its risk appetite, to 

provide reasonable assurance regarding the achievement of entity objectives.” 

(COSO, 2004, p.4)  

  

Entity objectives according to COSO (2004) can be categorised as strategic, operational, 

reporting- and compliance-specific. Furthermore, ERM is divided into eight components and 

includes for example risk assessment, risk response and monitoring. These actions are 

interrelated and applied throughout the entire firm. This integration thus takes place among 

subsidiaries, business units, divisions and all entity levels. Taken together, the four objective 

categories, the eight components and the different business levels form the so-called “COSO 

cube” (COSO, 2004), which is shown in Appendix A. Other frameworks in the field of risk 

management are the Basel III Framework (Bank for International Settlement, 2011) and the 

International Organization for Standardization’s (ISO, 2009) guidelines and principles for risk 

management. Whereas the Basel III Framework (Bank for International Settlement, 2011) 

focuses on guidelines for the banking sector, the ISO (2009) builds a detailed foundation for risk 

management applicable for all types of organisations.  

 

Researchers recently tried to narrow down these complex definitions and extensive frameworks. 

Lundqvist (2014b) divided ERM, based on the definition given by COSO (2004), into three 

essential pillars: the integration, the strategic and the governance dimension. By applying risk 

management “across the enterprise” firms move away from the silo approach and towards an 

integrated and enterprise-wide approach (COSO, 2004, p.4). Risks are instead analysed from a 

portfolio perspective and interactions are considered and managed. In addition to that, enterprise 

risk management is “applied in strategy” and used to achieve “entity goals” (COSO, 2004, p.4). 

In line with its corporate strategy the company needs to define its risk appetite and risk tolerance, 

meaning that it has to decide how much risk it is willing to take and how far it is accepting to 

vary from its set objectives. The third dimension refers to risk governance and how risk 

management involves “the board of directors, managers and other personnel” (COSO, 2004, p.4) 

of a company. Risk management is not only the task of one responsible manager, the Chief Risk 

Officer (CRO), but more an enterprise-wide task (COSO, 2004). Based on both the COSO and 

the ISO frameworks, the Association of Insurers and Risk Managers (The Association of Insurers 
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and Risk Managers, Alarm The Public Risk Management Association & The Institute of Risk 

Management, 2010) similarly divides enterprise risk management into three components: risk 

protocols, risk strategy and risk architecture. This shows in essence that Lundqvist’s (2014b) 

three pillars, integration, strategic and governance are also supported from a practitioner's point 

of view. 

  

2.1.3. ERM Literature 

Historical review over the existing ERM literature summarises over two decades of research 

pointing to inconsistent conclusions from diverse country- and region-specific observations (see 

Table 2.1). Initially, ERM research focused on North American markets and analysed both 

internal and external drivers behind the firm’s decision for implementing this holistic approach to 

risk management. Kleffner, Lee and McGannon (2003) investigated Canadian firms and 

concluded through their survey that internal forces behind ERM implementation were related to 

the risk managers and the board of directors. Externally it was instead driven by guidelines from 

the Toronto Stock Exchange. Beasley et al. (2008) found similar results for the US market where 

internal factors were also related to the CRO and management’s expectations for risk 

management. External factors for ERM implementation, however, were its industry, in particular 

if a firm was operating in the financial industry, and the presence of a big four auditor (Beasley, 

Clune & Hermanson, 2005). Later research in the field took a more international approach and it 

also derived different influences on ERM implementation including leverage (Liebenberg & 

Hoyt, 2003) and firm size (Pagach & Warr, 2011).  

 

In the following, ERM research refocused and instead investigated the question if ERM creates 

value for firms (Beasley et al. 2008; Baxter, Bedard, Hoitash & Yezegel, 2013; Hoyt & 

Liebenberg, 2011; Paape & Speklé, 2012; Pagach & Warr, 2011; Gates, Nicolas & Walker, 2012; 

Grace, Leverty, Phillips & Shimpi, 2015). While the majority of conducted research found 

support for the value creation of ERM, other studies point to the fact that ERM actually erodes 

value (Lin et al. 2012). Lastly there are some studies that can neither support nor show upon the 

negative relation between ERM and firm value (McShane et al. 2011; Pagach & Warr, 2010; 

Quon et al. 2012). 
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Table 2.1 Summary of existing ERM literature 
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Whereas most earlier ERM research investigated if ERM implementation adds firm value, current 

literature has instead shed some light on what components actually define ERM. Lundqvist’s 

(2014a) research targets Nordic firms and she concludes that there are in total four parts creating 

the foundation for ERM implementation. One of them specifically separates ERM-firms from 

non-ERM firms, the risk governance part, which combines corporate governance and risk 

management.  

 

Lundqvist’s later research further describes risk governance as “encouraging a culture of risk-

awareness throughout the firm” (Lundqvist, 2015, p. 442). This points to the importance of an 

integrated enterprise-wide approach and agreement upon the desired firm risk. By defining the 

so-called risk appetite, risks are not only identified but also prioritised in line with the firm’s risk 

preferences, which were investigated by Hsee and Weber (1998). Their work analysed risk 

preferences in US, Germany and Poland and found that Hofstede’s cultural dimension 

individualism could explain the varying results in cultural differences between the countries. 

Hsee and Weber (1998) emphasised that further research should continue to investigate cross-

national differences in regards to other cultural dimensions. Furthermore, risk attitudes in-

between countries have recently been studied. This research showed that risk preferences vary 

considerably across countries but very few differences could be found within a single country 

(Vieider, Chmura, Fisher, Kusakawa, Martinsson, Thompson & Sunday, 2014). Overall, although 

Lundqvist’s (2014b) work is a step in the right direction towards understanding the true 

foundation of ERM implementation, the research lacks worldwide perspective. In the conclusion 

the author even acknowledges that the results could be influenced by region-specific influences 

and suggest further investigations across countries (Lundqvist, 2014b). 

 

Before being able to compare how culture influences ERM implementation in different countries, 

it is necessary to study ERM implementation on a worldwide basis. This study connects to 

existing literature by including a worldwide scope of observations and examining if the firm-

specific characteristics, that were shown to trigger ERM implementation on a national level, also 

hold on an international level. Thus this study will include the following firm characteristics: firm 

size, leverage, industry and the presence of one of the big four auditors, which are explained 

below. 
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One of the most acknowledged influences on a firm’s likelihood to implement ERM is its size 

measured as the firm’s total assets (Liebenberg & Hoyt, 2003; Pagach & Warr, 2011; Lundqvist, 

2015). This can be explained by the fact that larger firms face more risks and thus have more 

incentive to employ ERM. In addition to that, larger firms can afford the costs for implementing 

ERM (Liebenberg & Hoyt, 2003). Due to the wide support for these findings, this study also 

expects to find the following within the observed worldwide sample: 

 

Larger-sized firms are more likely to implement ERM.   (H.1) 

 

In addition, researchers also found statistical support for the relation between ERM 

implementation and leverage (Hoyt & Liebenberg, 2003; Pagach & Warr, 2011; Lundqvist, 

2015). Leverage is defined as the book value of a firm’s total debt divided by the book value of 

its total assets (Lundqvist, 2015). High-levered firms are in general riskier and thus more likely to 

suffer from financial distress. As a consequence, these firms have higher incentive to engage in 

ERM (Liebenberg & Hoyt, 2003) and the following relation is expected: 

 

High-levered firms are more likely to implement ERM. (H.2) 

 

There also exists strong support in current research that financial firms are more likely to have 

implemented ERM (Pagach & Warr, 2011; Beasley et al. 2005; Liebenberg & Hoyt, 2011; Lin et 

al. 2010). Beasley et al. (2005) explain this relation with regulations such as the Basel II, which 

creates firm incentive for signalling trust to investors and customers. In addition to that, Standard 

& Poor’s has created its own ERM rating for financial firms, which emphasises the importance of 

why this specific industry is more likely to have implemented ERM (McShane, 2011). With this 

as the foundation, we form the following hypotheses:  

 

Firms operating in the financial industry are more likely to implement ERM. (H.3) 
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Beasley et al. (2005) found evidence that being audited by one of the big four auditors influences 

the existence of ERM. The underlying reason for this is that the big four auditors focus their 

judgement on the quality of how a firm is committed to risk management. This implies that firms 

audited by these companies have a higher incentive to engage in ERM. Later studies also confirm 

this relationship (Desender, 2011; Sekerci, 2014). Hence, following relation is expected: 

 

Firms audited by one of the big 4 auditors are more likely to implement ERM. (H.4) 

 

With these hypotheses as the basis this study is able to compare what characteristics drive ERM 

implementation on a worldwide level. This creates the foundation for analysing how cultural 

differences influence ERM implementation on a worldwide level, which will be elaborated 

further in the section 2.2 explaining the cultural dimensions by Hofstede. 
 

2.2. Cultural dimensions by Hofstede 

In order to create the foundation for determining if culture has an effect on ERM implementation, 

this study will use the cultural dimensions as derived by Hofstede (1992, 2010) since these are 

the most used ones in existing literature. Hofstede defined culture as the way of thinking and 

acting that is shared with individuals who live in the same social environment. Individuals learn 

these underwritten rules during their childhood and follow them unconsciously throughout their 

lives. Transferred to a company setting, this implies that employees bring these cultural patterns 

with them to work and thus a company’s way of conducting business is determined by the 

cultural background of its employees. This will naturally influence the firm’s perception of risks 

and thus the way of managing risk (Hofstede, 2010). 

 

In literature there exist various theories approaching cultural differences, among them the most 

famous ones from Hofstede (1991, 2010) and Schwartz (1999). Hofstede was pioneering with his 

approach of dividing culture into several dimensions: power distance, individualism, uncertainty 

avoidance and masculinity. He derived his findings from questionnaires including a sample of 

116 000 IBM engineers from 66 countries. Based on the analysis of his results he assigned scores 

to each country, ranging from 1 to 100, on each of these dimensions. The scores are measured 

relatively, allowing for quantifying and deriving cultural differences (Hofstede, 1991, 2010). 
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Since Hofstede conducted his research in the late 1960s he later on decided to update his work by 

expanding the country scope as well as adding two dimensions: long-term orientation and 

indulgence. As a response to Hofstede, Schwartz (1999) defined three similar dimensions based 

on his survey about cultural values. The first one, autonomy, can be seen as an equivalent for 

Hofstede’s individualism and the second one, hierarchy, can be interpreted the same way as 

Hofstede’s power distance dimension. Schwartz (1999) extended Hofstede’s work by deriving his 

third dimension, called mastery or respectively harmony, which refers to the degree to which a 

culture wants to proactively change its environment in order to achieve its organisational goals 

(Sagiv & Schwartz, 2007).  

 

Both Hofstede and Schwartz decided to divide culture into dimensions and quantify these through 

assigning scores to different countries. Hofstede’s work is so far the most used one, especially 

within business literature (Li et al, 2013; Soares, Farhangmehr & Shoham, 2006; Shao, Kwok & 

Zhang, 2013). Nevertheless, researchers also criticised his assumptions and the relevance of his 

work after almost 50 years (McSweeney, 2002; Taras, Steel & Kirkman, 2012). In defence of 

Hofstede’s dimensions, it is argued that culture does not change over time (Licht et al, 2005) and 

recent studies also confirm today’s relevance of his culture scores (Eringa, Caudron, Rieck, Xie 

& Gerhardt, 2015; Beugelsdijk, Maseland & Hoorn, 2015). 

 

Three of Hofstede’s dimensions are used frequently in the context of risk management, namely 

power distance, uncertainty avoidance and individualism (Griffin et al. 2013; Li et al. 2013; 

Kreiser, 2010). Current research also strengthens the fact that culture influences both how risks 

are perceived and how they are managed (Liu et al. 2015). In order to measure culture’s effect on 

ERM, which is the specific target of this study, the three mentioned dimensions are therefore 

examined and explained below.  

 

Power distance refers to the degree to which inequality and hierarchy are accepted within a 

society. Countries with a low score are characterised by low hierarchies whereas countries with a 

high score feel comfortable with high hierarchies (Hofstede, 2010). This influences the way of 

how a firm’s management and employees work together and how well informed the management 

is about all actions undertaken within its company. This could indicate that high power distance 
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countries are more likely to adapt ERM so that the management can monitor employees further 

down in the hierarchies. However, current research by Kreiser (2010) suggests the opposite by 

detecting a negative relation between entrepreneurial risk-taking and national culture. This 

implies that the higher the hierarchies within a country, the less freedom an entrepreneur has to 

take on risk and thus risk management becomes less important. In line with Kreiser (2010) this 

study expects high power distance countries to have less incentive to implement ERM.  

 

Countries with high power distance are less likely to implement ERM        (H.5) 

 

The second dimension, uncertainty avoidance, relates to the acceptance of uncertain events. 

Countries with high uncertainty avoidance are risk-averse and fear unexpected situations. On the 

other hand, low uncertainty avoidance implies the acceptance of these uncertain events 

(Hofstede, 2010). This could imply that countries with high uncertainty avoidance fear to take on 

risks and thus have less incentive to engage in ERM. Li et al. (2013) also support this view by 

showing a negative relation between uncertainty avoidance and corporate risk-taking. In other 

words, this indicates that the higher the prevailing uncertainty avoidance within a firm is, the less 

risk a company is willing to take on. In line with Li et al. (2013) this study suggests that countries 

with high uncertainty avoidance engage less in ERM. 

 

Countries with high uncertainty avoidance are less likely to implement ERM    (H.6) 

 

Finally, individualism and collectivism describe the extent to which people identify themselves 

with their group. Collectivism refers to the “power of the group” (Hofstede, 2010, p.91) meaning 

that decisions are made within a collective and group work is highly valued. Individualistic 

countries, however, focus on individual achievements and prefer working individually rather than 

with their peers (Hofstede, 2010). Whereas collectivistic countries rely on the group and its 

prevailing rules, individualistic countries are prone to take action and are thus likely to take on 

risks in order to achieve individual goals. This would create an incentive for firms to engage in 

risk management.  
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Connected to this, Li et al. (2013) examined how national culture influences corporate risk-taking 

by studying 35 countries and found a significant relationship between the level of individualism 

and the amount of risk a company is willing to take on. This means that the authors support that 

individualistic countries are more likely to take on risk than collectivistic ones (Li et al. 2013). 

This study thus expects a higher incentive for firms within individualistic countries to limit the 

total amount of risk and thus to engage in ERM. 

 

Individualistic countries are more likely to implement ERM        (H.7) 

 

These cultural dimensions describe how individuals think and act differently. Since companies 

are managed and run by individuals, the cultural backgrounds of their employees shape company 

structures and decisions. Li et al. concluded that “even in a highly globalized world with 

sophisticated manager culture matters” (Li et al. 2013, p.1). Thus, based on the above described 

research findings, this research expects the three cultural dimensions power distance, uncertainty 

avoidance and individualism to have an influence on a firm’s implementation of ERM.  
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3. Methodology 

 

In this chapter the research methodology is presented and it introduces the chosen research 

design followed by the data scope and sources used within this study. In addition, this study 

divides its research into two regressions. For both regressions the underlying variables, the 

econometric model and tests for potential biases are described before finalising with 

considerations about the reliability, the replicability and the validity of the chosen method.  

 

3.1. Research Design  

This study investigates if culture influences ERM implementation through testing the above 

described hypotheses. Thus a deductive research is used based on firm-specific ERM 

observations. This type of quantitative research is best approached with a cross-sectional research 

design, which by definition entails the collection of different observations at a single point in 

time to detect patterns within data (Bryman & Bell, 2015). 

 

In existing literature mainly five approaches are used for investigating ERM (Sekerci, 2014) and 

the best fit for this research is the keyword search. To contrast the reason behind this decision all 

five approaches will be described further. The first approach, used by Hoyt and Liebenberg 

(2011) and Beasley et al. (2008), is based on the identification of a CRO as an indicator for ERM 

implementation. Since the CRO’s position only covers one of the three ERM pillars, the 

governance pillar, this study does not proceed with this procedure. The second approach is based 

on the ERM ratings provided by Standard & Poor’s which measures ERM adoption mainly 

through: credit risk, risk governance, market risk, operational risk and lastly liquidity and funding 

(Lundqvist & Vilhelmsson, 2016). Since these ratings are only available for insurance companies 

it would limit the scope of this study to specific industries (Baxter et al. 2013; McShane et al. 

2011). Gordon et al. (2009) developed another approach to derive an ERM index based on the 

firm’s ability to reach the four ERM objectives, which are stated within the COSO (2004) 

framework and also explained in chapter 2.2. The aim of this index is to measure the 

effectiveness of the ERM implementation rather than the fact if ERM is present or not, which is 

why this study does not make use of this method. The fourth and most common approach is to 

gather first hand data by conducting surveys which are used to derive the degree of ERM 
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implementation (Lundqvist, 2014a; Sekerci, 2014; Lundqvist, 2015). To highlight again, this 

study focuses on a firm’s decision to adopt ERM rather than the degree of implementation, which 

is why the fifth method, the keyword search on annual reports of observed firms, will be used. 

Even though it is not mandatory for firms to disclose their risk management activities, companies 

have a strong incentive to reveal them in order to create shareholder confidence. Hence, it is a 

trustworthy method that captures if a firm has implemented ERM (Desender, 2011). Lundqvist 

(2014b) confirms this approach and also emphasises on the need for future research to investigate 

ERM based on publicly available data. By using the keyword approach to determine ERM 

implementation in the first step, this study is based on data analysis. The second step includes a 

quantitative data analysis in order to find a significant relationship between culture and ERM 

implementation. This research method thus combines content analysis and qualitative data 

analysis.  

 

3.2. Data Sample 

Hofstede’s research provides 102 country-specific datasets out of which 86 serve as sufficient 

input needed for this study. Out of the complete datasets 19 countries were chosen (see Figure 

3.1), by firstly sorting the datasets based on high and low scores on the three observed cultural 

dimensions (see Appendix B). The reason for this was to capture the broad spectrum of cultural 

differences (Hofstede, 2010). Secondly the 5%-tails of both the high and low scores were chosen, 

which equals 5 countries per tail and thus 10 countries per dimension. In addition, Denmark 

scored in the lower 5%-tail both on the dimensions power distance and uncertainty avoidance but 

was only included once in the total sample. This resulted in a total number of 29 countries. 

 

Figure 3.1 Country selection process 
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In order to retrieve a representative sample of firms, the largest and publicly listed firms of each 

country were chosen which is in line with previous research (Lundqvist, 2014b). In the first step a 

list of the countries’ 40 largest firms based on market capitalisation was retrieved from Thomson 

Reuters Datastream. In the second step 50% of these 40 firms were chosen based on a random-

selected algorithm, which resulted in 20 firms per country. Firms that did not disclose an English 

version of their annual report were excluded. The final data sample consisted of 19 countries and 

thus 380 observations (see Appendix C). Finally, the time perspective of one year, 2014, was 

chosen as this study aims to analyse existing or non-existing implementation of ERM rather than 

to focus on when ERM was implemented. 

 

3.3. Regression 1: Firm-level influences on ERM implementation 

The section below describes the variables, econometric model and tests for regression 1, which 

covers firm-level influences on ERM implementation. 

 

3.3.1. Firm-level variables 

Before analysing if ERM is influenced by culture, this study starts by determining if ERM is 

present or not among the observed firms. This is achieved by applying a keyword framework, 

which is specifically designed by the authors based on Hoyt and Liebenberg’s (2011) keyword 

search strings. After conducting a pilot test on firms from Australia and Hong Kong, additional 

keywords are incorporated to fully capture ERM implementation (Table 3.1, 3.2, 3.3). The 

additional keywords are based on COSO (2004), ISO (2011) and Lundqvist (2015) and in line 

with previous research the keywords respective acronyms are also used (see Appendix D). 

Whereas Hoyt and Liebenberg (2011) conclude that ERM was present when one of the keyword 

is found, other researchers claim that a more complex framework is necessary to adequately 

assess ERM implementation (Lundqvist & Vilhelmsson, 2016). Thus this study uses a framework 

based on three pillars derived from Lundqvist (2015), namely integration, strategy and 

governance (see Figure 3.2). This requires firms to cover all essential areas of ERM by fulfilling 

a minimum of one keyword hit per pillar in order to be classified as having implemented ERM. 

This will result in a score of (1) or (0) if a firm does not capture all three pillars. 
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Figure 3.2 Keywords structured by pillars 

 

 
 

Table 3.1 Additional keywords in detail, Integration 

 
 

Table 3.2 Additional keywords in detail, Strategy 
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Table 3.3 Additional keywords in detail, Governance 

 
 

The independent variables are measured as described in Table 3.4 and explained further in the 

econometric model below. The hypothesis H.1, H.2, H.3 and H.4 derived in chapter 2.1 aim to 

examine if firm characteristics matter for the decision to implement ERM, including firm size, 

leverage, industry and big four auditors.  

 
Table 3.4 Independent firm-specific variables 

 
 

3.3.2. Firm-level econometric model 

With the dependent variable being the ERM dummy, which takes on a value of (1) when a firm 

has adopted ERM and (0) if not, and independent variables being firm size, leverage, industry 

and big four auditor, regression 1 aims to answer the following sub-research question: 

 

• What influences ERM implementation on a firm-level?   

 

Since ERM implementation is not measured as a degree but as a simple “yes” or “no” answer, the 

dependent variable needs to be analysed with a logit model. This limited-dependent variable 

model considers the binary outcome by transforming the regression output into the interval (0,1) 

(Brooks, 2008, pp.514).  
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Further the model is based on the cumulative logistic probability distribution function F, defined 

as: 

𝐹 𝑧! =
1

1+ 𝑒(−𝑧!)
 

 

The e is the exponential function and the variable z, as used in this study, contains the firm 

characteristics and thus equals: 

𝑧! = 𝛽! + 𝛽!𝐶𝑜𝑢𝑛𝑡𝑟𝑦! + 𝛽!𝑠𝑖𝑧𝑒! + 𝛽!𝑙𝑒𝑣𝑒𝑟𝑎𝑔𝑒! + 𝛽!𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦! + 𝛽!𝑏𝑖𝑔  4  𝑎𝑢𝑑𝑖𝑡𝑜𝑟! 

 

This leads to the logit model with P as the probability of that ERM equals 1: 

 

𝑃 𝐸𝑅𝑀! = 1 = 𝐹 𝛽! + 𝛽!𝑠𝑖𝑧𝑒! + 𝛽!𝑙𝑒𝑣𝑒𝑟𝑎𝑔𝑒! + 𝛽!𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦! + 𝛽!𝑏𝑖𝑔  4  𝑎𝑢𝑑𝑖𝑡𝑜𝑟!  

 

The i denotes the company index which ranges from 1 to 380 covering the total amount of 

observed companies. Further the beta 𝛽!represents the regression coefficient, where k ranges 

from 0 to 5, indicating the influence of the independent variables on the ERM dummy variable. 

Since the independent variables are not linearly related to the probability of ERM, the regression 

coefficients cannot be interpreted directly. Thus the coefficients need to be translated into 

marginal effects as follows: 

𝑚!
!"#$% = 𝛽!𝐹(𝑧)(1− 𝐹(𝑧)) 

 

3.3.3. Firm-level statistical tests 

The logit model requires testing for multicollinearity between the independent variables. The 

correlation matrix in Table 3.5 shows that multicollinearity is not present within the underlying 

four independent variables since no correlation coefficient exceeds 0.8 (Brooks, 2014). 

Furthermore, no additional assumptions have to be fulfilled for the logit model and thus no 

additional tests are necessary. 
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Table 3.5 Correlation matrix, regression 1 

 
 

3.4. Regression 2: Cultural influences on country-level ERM implementation 

The section below describes the variables, econometric model and tests for regression 2, which 

covers cultural influences on country-level on ERM implementation. 

 

3.4.1. Country-level variables 

Based on the data and the results from regression 1, it is possible to determine ERM 

implementation on a country-level, which is used as the dependent variable in this regression. 

Since every country contributes with 20 observations, the ERM scores can range between 0 and 

20. For better comparison, these absolute scores are transformed into percentages. 

 

The independent variables for the country-specific regression 2 are Hofstede’s cultural 

dimensions: power distance (PD), uncertainty avoidance (UA) and individualism (IND). 

Hofstede assigned country-specific scores from 1 to 100 on each dimension, where 1 is 

considered low and 100 high. The three country-specific scores are all taken into consideration as 

independent variables and the expected effect on ERM implementation is further explained below 

in Table 3.6. 
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Table 3.6 Independent country-specific variables 

 
 

3.4.2. Country-level econometric model 

With the country-specific ERM implementation percentage as the dependent and Hofstede’s 

(2010) cultural dimensions as the independent variables, regression 2 aims to answer the 

remaining two sub-questions: 

 

• How does ERM implementation vary across countries? 

• To what extent are these differences influenced by cultural dimensions? 

 

Since a linear relation is expected, an ordinary least squares (OLS) model is used for regression 

2, which is defined as follows: 

 

y! = 𝛿! + 𝛿!𝑥!! + 𝛿!𝑥!! + 𝛿!𝑥!! + 𝜀 

 

In the context of this study, the final regression 2 specification is: 

 

𝐸𝑅𝑀𝑝𝑒𝑟𝑐𝑒𝑛𝑡! = 𝛿! + 𝛿!𝑃𝐷! + 𝛿!𝑈𝐴! + 𝛿!𝐼𝑁𝐷! + 𝜀 

 

 

The c denotes the country index, ranging from c =1 to c =19, covering all 19 countries observed 

in the data sample. The delta (δ) ranging from 1 to 4 represents the regression coefficients and 

indicates the influence of the three cultural dimensions on the country-specific ERM 

implementation percentage. 
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3.4.3. Country-level statistical tests 

According to Brooks (2014) OLS regressions have to fulfil five assumptions in order to assure 

unbiased and correct inferences. The chosen cross-sectional data used in this research thus has to 

be tested for possible violations of these assumptions by checking for heteroscedasticity, non-

normality, multicollinearity and non-linearity.  

 

Heteroscedasticity is present when the variance of the error terms is not constant over time which 

leads to wrong standard errors and incorrect inferences. When testing for this through the White 

test, the variables power_distance and individualism reveal heteroscedasticity and thus 

adjustments of these two variables are necessary. Applying White’s robust standard errors 

corrects for heteroscedasticity within power_distance. Further, the variable individualism has to 

be transformed into a natural logarithm to become homoscedastic, which implies that 

ln_individualism is used onwards. Finally, uncertainty avoidance shows no sign of 

heteroscedasticity, which is why no transformation is needed. As the correlation matrix in Table 

3.7 shows, no sign of multicollinearity is present between the variables. By running the remaining 

test no problem is detected for neither non-normality nor non-linearity (see Appendix E).  

 
Table 3.7 Correlation matrix, regression 2 

 
 

3.4.4. Reliability, Replicability and Validity 

In order to derive correct inferences from both regressions this research has to be reliable, 

replicable and valid (Bryman & Bell, 2015). Reliability addresses whether the results are 

repeatable and consistent. Since the same keywords are used for every observed firm, the results 

are consistent and thus reliability can be assured. Furthermore, due to the detailed process of data 

sampling and gathering, as described above, the study can be replicated by other researchers. 

Validity however, can be analysed from the following three perspectives: the measurement 
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validity, internal validity and external validity. Measurement validity answers the question if the 

keyword approach used in this study really measures ERM implementation. Although this 

approach could be subject to window-dressing (Lundqvist, 2015), this way of measuring ERM 

implementation has been used in previous research (Hoyt & Liebenberg, 2011; Lundqvist & 

Vilhelmsson, 2016). After conducting a pilot test on the observed data sample, additional 

keywords are added in order to truly capture ERM implementation. Secondly these are divided 

into three pillars in order to cover the three essential ERM pillars and to minimise potential 

window-dressing bias (Lundqvist, 2014b; COSO, 2004). Furthermore, internal validity is given 

since the results are statistically significant and confirm causality. 

 

External validity allows results to be generalised beyond the sample used in the underlying 

research. Thus researchers have to ensure that the data selection is appropriate, representative and 

unbiased (Ryan, Scapens & Theobald, 2002). In the first step of data sampling countries are 

chosen based on Hofstede’s cultural dimension scores and in order to capture extreme cultural 

differences, both high and low scoring countries are included consisting of the 5%-tails of each 

dimension. In the second step the selection bias is mitigated by randomly choosing firms from the 

list of the largest market capitalisation within each country, which reflect the whole population. If 

firms do not disclose an English version of their annual report, additional firms are included from 

the randomised list. By pursuing the goal of including 20 firms per country to ensure 

comparability between the observed countries, this part of the data gathering is exposed to 

potential selection bias. 

 

Another possible issue related to the external validity could stem from the chosen data sources, 

whereof the first one is Thomson Reuters Datastream, which is a worldwide acknowledged 

database used for economic research (Brooks, 2014). The second data source is the companies’ 

individual annual reports, which are published by the companies themselves. This data source is 

commonly used in research since firms tend to have a high incentive to disclose their risk 

management activities in order to send positive signals to their shareholders (Lundqvist & 

Vilhelmsson, 2016; Hoyt and Liebenberg, 2011). Even though the information content varies 

across countries and companies, all of the annual reports contain information about the 

company’s risk exposure and management, which ensures comparability. 
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4. Empirical results and analysis 

 

This chapter presents empirical results and an analysis divided into two parts, based on the two 

regressions. The first part analyses the ERM implementation on a firm-level and the second part 

examines the influence of culture on ERM implementation on a country-level. Both analyses 

introduce the data through descriptive statistics and discuss the regression results in relation to 

the presented literature. This chapter ends with examining the robustness of results.  

 

4.1. Regression 1: Results from firm-level ERM implementation 

This analysis starts with scrutinising the 380 observations retrieved from the data collection 

including 19 different countries. As this analysis aims to examine the influences of ERM 

implementation on a firm-level, it begins with an overview of the retrieved data. 

 

4.1.1. Firm level descriptive statistics 

For each of the observed firms this study includes its firm size (total_assets), its leverage 

(leverage), its industry (industry) and the presence of one of the big four auditors 

(big_4_auditor). As it can be seen in Table 4.1 the average size, measured as the total assets, of 

the included firms is 40.2 bn USD. However, the median of 6.4 bn USD indicates that there is a 

high variation within the data. This is also supported by the standard deviation of 104.3 bn USD 

and the data range between the maximum of 873.2 bn USD and the minimum of 16.5 bn USD. 

This large variation makes comparison more difficult and thus this study standardises the results 

by transforming the variable into its natural logarithm (ln_total_assets), which is in line with 

previous research (Lundqvist, 2014a). By applying the natural logarithm, the standard deviation 

is reduced to 2.1 with mean of 8.8. In the following, only the variable ln_total_assets is included 

in the final regression.  

 

The mean of the variable leverage, measured as the long-term debt divided by total assets, is 26.4 

with a median of 25.4 and a standard deviation of 18.4. Compared to similar studies with the 

same measurement, for example Lundqvist (2015) who finds a leverage mean of 0.17, this 

average is quite high. The reason could be the usage of a worldwide sample with countries that 

favour high levered operations, in comparison to the Nordic firms studied by Lundqvist (2015). 
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The considerably high variation of 18.4 could also be explained by the heterogeneous sample 

including countries that to a large extent differ from each other.  

 

The industry dummy variable in the data sample is measured with (1) for financial firms and (0) 

otherwise. Within the underlying data sample the mean of the variable industry is 0.19, indicating 

that 19% of the observed firms operate within the financial sector and 81% within the non-

financial sector. This shows that the data sample captures a variety of industries and is able to 

expand previous studies that focus only on financial companies (Baxter et al. 2013; Hoyt & 

Liebenberg, 2011; Grace et al. 2015). 

 

The dummy variable, big_4_auditor, which takes on a value of (1) if one of the big four auditors 

is present, reveals a mean of 0.863. Since 86.3% of the observed firms are audited by one of these 

auditors, this shows the high presence of these four companies within the observed firms, which 

is in line with previous research (Beasley et al. 2005). 

 

Table 4.1 Descriptive statistics, regression 1 

 
 

Regarding the dependent variable, the ERM implementation, the data reveals a mean of 0.52 

indicating that approximately half of the observed firms engage in ERM, which is visualised in 

Table 4.2 with 197 ERM firms compared to 183 non-ERM firms. This shows that ERM 

implementation is still quite heterogeneous and varies between the observed firms and countries, 

as it can be seen in Table 4.2 countries with a high ERM implementation are for example 

Australia, Singapore and Malaysia whereas countries with low ERM implementation are 

Pakistan, United States and Greece.  
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Table 4.2 ERM firms versus non-ERM firms on a country-level 

 
 

4.1.2. Firm level results 

Based on the data described above, it is possible to firstly run univariate regressions for each of 

the included variables and secondly a multivariate regression, which is the focus of this study. 

The results in Table 4.3 show that the variables which are significant in the univariate regression 

are also significant in the multivariate regression, namely the ln_total_assets (firm size) and the 

industry. Furthermore, Table 4.3 shows the retrieved regression coefficients, which due to the 

logit model cannot be interpreted directly, and their corresponding probabilities. In order to allow 

for an interpretation of the relations between the dependent and independent variables, the 

marginal effects are also included. 
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Table 4.3 Univariate and Multivariate analyses, firm-level 

 
 

4.1.3. Firm level univariate analyses 

The univariate analysis results in a regression coefficient for ln_total_assets of 0.322, which is 

significant on a 1% significance level and indicates that the firm size has a positive influence on a 

firm’s decision to implement ERM. In order to determine the strength of its influence, it is 

necessary to derive the marginal effects of the independent variables. With a marginal effect of 

0.080 the relation between firm size and ERM implementation can be described as follows: if the 

firm size measured as ln_total_assets increases by one unit the likelihood that a firm has 

implemented ERM increases by 8.0%. The next univariate regression examines the variable 

leverage. Based on the regression coefficient of -0.0038 and the probability of 0.54, leverage 

shows no significant influence on ERM implementation and thus the marginal effect is 

neglectable.  

 

Regarding the univariate analysis for industry, the regression shows a significant regression 

coefficient of 0.517 revealing a positive relation between industry and ERM implementation. 

This implies that firms operating in the financial industry are more likely to have implemented 

ERM. In addition, the marginal effect of 0.378 indicates that a firm operating in the financial 

industry has a 38% higher likelihood of having implemented ERM. Finally, the univariate 

analysis for the variable big_four_auditor shows no significant relation between the 
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big_four_auditor and ERM implementation since the regression coefficient of 0.445 has a 

probability of 0.14 which also means that the marginal effect is neglectable.  

 

4.1.4. Firm level multivariate analysis 

In addition to the four univariate analyses, the variables can be tested jointly within a multivariate 

regression. These results are shown in the last column of Table 4.3. In line with the univariate 

regressions both the firm size, defined as the ln_total_assets, and the industry reveal a significant 

influence on ERM implementation, whereas no support is found for the variables leverage and 

big_four_auditor.  

 

The first independent variable, ln_total_assets, has a coefficient of 0.271 in the joint regression, 

which is significant on a 1%-level. The marginal effect of 0.068 implies that if the firm size 

increases by one unit, the likelihood that a firm engages in ERM increases by 6.8%. This positive 

relation, together with the results from the univariate analysis, supports the first hypothesis (H.1) 

since it shows that the larger the firm size the more likely that a firm has implemented ERM. This 

result is in line with previous research claiming that firm size has a strong influence on ERM 

implementation (Liebenberg & Hoyt, 2003; Pagach & Warr, 2011; Lundqvist, 2015). One reason 

for this positive relation could be, as also stated by Liebenberg & Hoyt (2003), that larger firms 

to a higher extent have the resources for investing in implementing ERM. Another explanation 

for this result could be that larger firms are exposed to more risks and thus have a higher 

incentive to engage in ERM. 

 

The second independent variable, leverage, is insignificant since the probability for the 

coefficient of -0.004 is 0.544. This shows that there is no support for the second hypothesis (H.2) 

from neither the univariate nor the multivariate regression and thus cannot confirm previous 

research which implies that leverage has a positive influence on ERM implementation 

(Liebenberg & Hoyt, 2003; Pagach & Warr, 2011; Lundqvist, 2015). Although it was expected 

that high-levered firms engage more in ERM in order to avoid financial distress (Liebenberg & 

Hoyt, 2003), this study is unable to find significant support for this relation. A possible 

explanation could be that high-levered firms want to be exposed to a higher amount of risk in 
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order to realise higher returns, which relates to the trade-off theory described by Ogden et al. 

(2003). This implies that firms pursuing this strategy would not engage in ERM.  

 

Moreover, the third independent variable, industry, shows a significant result on a 1%-level 

which strengthens the result from the univariate analysis. The multivariate regression reveals a 

coefficient of 1.101 for this variable and due to the corresponding probability this implies a 

significant and positive relation between industry and ERM implementation. The marginal effect 

of 0.274 shows that firms in financial industries are 27.4% more likely to have implemented 

ERM. This positive relation supports the third hypothesis (H.3) stating that financial firms are 

more likely to implement ERM and thereby follows previous research findings (Pagach & Warr, 

2011; Beasley et al. 2005; Hoyt & Liebenberg, 2011; Lin et al. 2010). This relation could be the 

result of the strong regulation within the financial sector, as it is for example imposed by the 

Basel Framework (Basel, 2011), which puts pressure on financial firms to adapt ERM in order to 

signal trustworthiness to their shareholders and customers. Moreover, also rating agencies, for 

example Standard and Poor’s, pay considerable attention to firm’s engagement in ERM and thus 

this could explain the positive relation between the financial industry and ERM implementation.  

 

The final independent variable big_four_auditor has an insignificant result in both the univariate 

and multivariate regression. With a regression coefficient of 0.358 and a probability of 0.269 this 

study cannot support the fourth hypothesis (H.4) about a positive relation between the presence of 

a big four auditor and the implementation of ERM, which has been claimed by existing research 

(Beasley et al., 2005; Desender, 2011; Sekerci, 2014). Although it was hypothesised that auditors 

pressure firms to implement ERM one reason for the observed insignificance could be that 

auditors focus on risk management but not specifically on ERM.  

 

To conclude, the multivariate analysis finds support for firm size and industry, whereas leverage, 

big four auditor presence and the included constant are insignificant. The overall goodness of fit 

can be analysed with the pseudo R-squared, which in this case is given as the McFadden R-

squared. The retrieved R-squared is 10%, which according to Brooks (2014) is in line with 

typical logit model outcomes. Furthermore, the Expectation-Prediction Evaluation Table (see 

Appendix F) indicates that the model predicts 63% of the observations correctly. 
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4.2. Regression 2: Results from cultural influences on country-level ERM 

implementation 

Based on the results of regression 1, the second regression tests the cultural influence on country-

specific ERM implementation. Since the data sample includes 19 countries, this regression is 

based on 19 observations. 

 

4.2.1. Country-level descriptive statistics 

The independent variables used within this regression are the three cultural dimensions 

power_distance, uncertainty_avoidance and ln_individualism as defined by Hofstede (2010).  

 
Table 4.4 Country-level descriptive statistics 

 
 

As can be seen in Table 4.4 the first dimension, power_distance, has a standard deviation of 28.4 

and a mean of 50.5 ranging between a minimum of 11 and the maximum a 100. The second 

dimension, uncertainty avoidance, reveals similar results with a mean of 52.4 and a standard 

deviation of 26.5. Finally, the third dimension, individualism, has a mean of 51.8 and a standard 

deviation of 27.717. After the transformation to ln_individualism, which is necessary due to the 

heteroscedasticity that was detected in chapter 3.4, the variable has a mean of 3.77 with a 

standard deviation of 0.646. In conclusion, power distance, uncertainty avoidance and 

individualism have means close to 50 between a range of 1 and 100, which could be explained by 

choosing the extreme tails from Hofstede’s cultural dimensions. The standard deviation of 

approximately 27 in addition shows that the data captures a variety of cultural differences and 

thus allows for comparison. 

 

The average ERM implementation across the observed countries is 0.537 which implies that on 

average 53.7% of the firms within these countries have implemented ERM. The observed range 
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in the data lies between 0.05 and 0.95, which equals 5% and 95%. Within the 20 observed firms 

per country, the maximum of ERM firms is 19 which transformed into a percentage equals the 

95%. Accordingly, the 5% represent the one ERM firm per country, which was the minimum 

retrieved score. The standard deviation of 0.256 indicates a variety of ERM implementation.   

 

4.2.2. Country-level results 

Based on the observed data it is possible to test whether culture, measured with Hofstede’s 

dimensions, has an influence on the country-specific ERM implementation. This study will firstly 

analyse the individual effect of each of the cultural dimensions and secondly test the dimensions 

jointly. As it can be seen in Table 4.5. power_distance shows a significant influence within the 

multivariate regression, whereas uncertainty_avoidance is statistically significant both in the 

univariate and the multivariate regression. Furthermore, no significant support for individualism 

can be detected. Since the focus of this study is on the final regression, which includes all 

independent variables, this is analysed in more detail. 
 

Table 4.5 Univariate and Multivariate analyses, country-level 

 
 

4.2.3. Country-level univariate analyses 

On a univariate level, the first dimension power_distance has a regression coefficient of 0.02 

with a corresponding p-value of 0.105. This implies that the variable slightly misses to be 

significant on a 10% significance level and thus no inferences about a relation between 

power_distance and ERM implementation can be made from this univariate analysis. The second 

dimension, uncertainty_avoidance, is significant on a 1%-level with a regression coefficient of -
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0.005, which implies that a one unit increase in uncertainty avoidance leads to a 0.5% decrease in 

ERM implementation within the observed countries. Finally, the univariate analysis of the third 

dimension, measured as ln_individualism, reveals no significant relation. With a p-value of 0.845 

the regression coefficient of 0.024 is unable to explain any variation across the country-specific 

ERM implementation. Furthermore, it does not harm the results that the constant varies 

significantly over the different univariate regressions which is the result of the different 

specifications. 

 

4.2.4. Country-level multivariate analysis 

In the multivariate regression including the independent variables power_distance, 

uncertainty_avoidance and ln_individualism, both power_distance and uncertainty_avoidance 

reveal significant influences on ERM implementation.  

 

Contrary to its univariate regression, the dimension power_distance is significant on a 10%-

significance level in the multivariate analysis. The difference between these significance 

outcomes could indicate that the univariate specification suffers from an omitted variable bias, 

which is solved within the multivariate regression. This emphasises the superiority of the 

multivariate regression, which is the focus of this study. The multivariate regression coefficient 

of 0.005 implies that a one unit increase in power distance leads to a 0.5% increase in ERM 

implementation within the observed countries. This result contradicts the fifth hypothesis (H.5) 

which was based on existing research (Kreiser, 2010) stating that high hierarchies lead to less risk 

taking and thus less incentive for risk management. The results of this study, however, show a 

positive relation between power distance and ERM implementation. Therefore, it can be inferred 

that power distance increases the incentive for enterprise-wide risk management. A possible 

explanation could be that high hierarchies result in difficulties for management to monitor their 

entire operations and thus firms have a higher incentive to implement enterprise-wide risk 

management.  

 

The second independent variable, uncertainty_avoidance, results in a regression coefficient of -

0.005, this time at a significance level of 5%, which is in line with the univariate analysis. This 

negative relation also supports the sixth hypothesis (H.6), which is based on previous research (Li 
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et al., 2013) and confirms that firms within high uncertainty avoidance countries are more likely 

to manage these uncertain situation, which involve risks, in advance (Hofstede, 2010). In line 

with Li et al. (2013), who finds support that these countries take on less risk, this study shows 

that these countries have less incentive to engage in ERM.  

 

Finally, the independent variable, individualism, has a coefficient of 0.143 and a p-value of 0.209 

in the multivariate regression. Hence, this variable is insignificant both within its univariate and 

the multivariate regression, which means that there is no support for a relation between 

individualism and ERM implementation. Consequently, the corresponding hypothesis (H.7) 

cannot be supported and no relation can be confirmed. These results imply that this study cannot 

expand previous research by Li et al. (2013) who found a significant relation between 

individualism and corporate risk-taking. Based on their findings this study expected to find a 

positive relation between individualistic countries and ERM implementation to limit the total 

amount of risk. The lack of relation between individualism and ERM implementation could be 

explained by the trade-off theory, in the way that individualistic countries take on risks with the 

intent of keeping these in order to realise high returns. This strategy might not create incentive to 

engage in ERM and could be a reason for the insignificant regression coefficient within this 

study.  

 

In conclusion, the second multivariate regression finds significant results for the independent 

variables power_distance and uncertainty_avoidance whereas individualism is insignificant. 

Furthermore, the results confirm the hypothesis for uncertainty_avoidance (H.6) while the 

opposite relation was revealed for the hypothesis regarding power distance (H.5). Overall this 

results in a goodness of fit, measured as the adjusted R-squared, of 0.321, which indicates that the 

two significant independent variables are able to explain 32.1% of the variation across the 

country-specific ERM implementation.  
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4.3. Robustness 

The following section will examine robustness of the retrieved results showing the influence of 

power_distance and uncertainty_avoidance on country-specific ERM implementation (see Table 

4.6). Robustness can be tested in various ways, where of this study chose to capture country 

differences by including the legal origins of the observed countries, as explained in detail below. 

 

The theory about legal origins as advocated by La Porta (La Porta, Lopez-de-Silanes, Shleifer & 

Vishny, 1998) states that the origin of a country’s law has an influence and shapes its existing 

legal rules and legislation, including investor protection (La Porta et al. 1998). This could 

eventually result in different risk management regulations, which could influence the 

implementation of ERM. Legal origins mainly divide countries into Common and Civil law 

countries. A more detailed analysis divides them into Common law, English Civil law, German 

Civil law and Scandinavian Civil law countries. This study will make use of both classifications 

to test whether the significant influence of the cultural dimensions as defined by Hofstede are still 

present. The variable legal_origin_2 thereby is a dummy variable; taking on a value of (1) if the 

observed country is classified as a Civil law country and respectively a value of (2) for a 

Common law country. A more extended variable is the legal_origin_4, which classifies legal 

origin as Common law, French civil law, German civil law and Scandinavian civil law.  

 

Table 4.6 Robustness tests 
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As shown in Table 4.6, even when including legal origins, the independent variables 

power_distance and uncertainty_avoidance show significant results. The variables 

legal_origin_2 and legal_origin_4 are on their own not able to explain any variation in the 

underlying ERM implementation. This test supports the robustness of the significant results 

regarding the influence of power_distance and uncertainty_avoidance. 

 

4.4. Summary of results 

When analysing the results from the two regressions, this research finds statistical support both 

for the influences on ERM implementation on a firm-level as well as on a country-level (see 

Table 4.7). From the suggested independent variables of regression 1, firm size and industry have 

a statistically significant influence on ERM implementation. Contrary to the existing literature 

and the derived hypotheses, this study does not find support for the fact that leverage and the 

presence of one of the big four auditors have an effect on ERM implementation. In the second 

regression the results show statistical support for two out of the three hypothesised variables. 

Firstly, this research finds strong support for the influence of uncertainty avoidance on ERM 

implementation. In addition, power distance also a shows significant result, however only on a 

10%-significance level within the multivariate analysis. Finally, there is only one dimension, the 

individualism, which cannot be supported by the observed data and consequently cannot explain 

ERM implementation within the data sample. These results are also strengthened by robustness 

tests including dummy variables for the legal origins of the observed countries. 
 

Table 4.7 Summary of results 
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5. Concluding Discussion  

 

This chapter summarises the results of this study and discusses the main findings in relation to 

the research question. Furthermore, the findings will be critically discussed and concluded by 

giving suggestions about future research topics.  

 

5.1. Conclusion 

The purpose of this study was to answer if culture influences ERM implementation, which was 

addressed through three sub-questions. Firstly, the conducted research examined what influenced 

ERM implementation across a worldwide sample of firms. Secondly, it answered how ERM 

implementation varied across the observed countries and finally to what extent these differences 

could be explained by cultural dimensions. 

 

By analysing a worldwide sample, this study confirmed that culture has an influence on ERM 

implementation. Based on the observed data it showed the statistically significant effect of 

Hofstede’s cultural dimensions uncertainty avoidance and power distance on ERM 

implementation. However, no support for individualism was found. Opposite to what was 

suggested by existing literature, this study found a positive relation rather than a negative relation 

for power distance. In addition, this study strengthened previous studies about uncertainty 

avoidance. Overall, this study showed that culture has to be taken into account when analysing 

and comparing ERM implementation across countries. Furthermore, it found statistical support 

for the influence of firm size and industry on ERM implementation, which is in line with the 

hypotheses derived from previous research and answered the first sub-question. As a conclusion, 

influences which have been examined on a country-level can also be found on a worldwide level.  

 

This study contributes and extends existing ERM research by basing its research on a worldwide 

sample, including a total of 380 firm observations from 19 countries. The gathered data sample 

shows ERM variation across the observed countries, which provides the foundation for the 

second sub-question. The observed differences allow to examine the third sub-question: to what 

extent culture influences varying ERM implementation across countries. The fact that this 

research supports that power distance and uncertainty avoidance have an influence on ERM 
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implementation also answers the research question by confirming that culture has an influence on 

ERM implementation.  

 

5.2. Future Research & Practical Implications 

One possible limitation of this study could be that the number of countries represented in the data 

sample is just partially reflecting the worldwide amount of countries. Initially the aim was to 

include more countries but due to lack of disclosure, especially in the regions of Africa and South 

America, data access was limited and thus these observations had to be excluded from the 

sample. Further studies should try to capture more observations from these areas to ensure even 

better comparison. Another limitation of this study could be that the second regression of this 

study focuses on cultural influences measured with Hofstede’s dimensions. Although Hofstede’s 

dimensions are primarily used within existing research, other cultural measurement could also be 

of great interest. For instance, further research could include the cultural dimensions developed 

by Schwartz (1999) to capture an even broader range of cultural differences. On a country level it 

could be also interesting to include additional country characteristics, namely the risk 

management regulation or country classification. This could further explain differences in 

country-specific ERM implementation and even more define what influences firms within their 

decision for engaging in enterprise-wide risk management. Nevertheless, the results of this 

research are statistically significant even when controlling for legal origins of the observed 

countries, which shows the robustness of the used model. 

 

This study contributes to existing research by presenting a new angle to analyse ERM. It shows 

that culture is also relevant when analysing ERM implementation, which has not been 

investigated before. Furthermore, it draws attention to the importance of a deeper understanding 

of cultural influences on a firm’s risk management. Practitioners and investors, who on a daily 

basis analyse and invest into a portfolio of international companies, should consider these 

differences in order to be able to better manage these portfolios. In essence, this study combines 

two important fields of research, namely ERM and cultural studies and provides first insights for 

further research topics. 
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Source: COSO, 2004 

  



 

    46 

Appendix B: Full table reviewing Hofstede’s Cultural Dimensions 

 

 
Source: Hofstede, 2010 
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Appendix C: Overview of selected firms 
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Appendix D: Enterprise Risk Management Keywords and Respective Search Combinations 
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