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Abstract

This MSc thesis covers the development of a Modelica model of an engine liquid
cooling system for the trucks manufactured by MAN Truck & Bus AG. The math-
ematical assumptions used for transcribing existing models are described and the
reasoning behind the modeling process is provided.

The separate component models are validated with two sets of input signals. Pri-
marily with a dynamic, transient cycle recorded at a testing track. Secondarily, they
are also validated with steady state measurements which were part of an experiment
conducted at MAN’s test bench.

Furthermore, the modeling process of the heat exchanger stack at the front of the ve-
hicle is presented together with points about the boundary conditions of the cooling
air. These components are then integrated with each other in a model of the entire
cooling system, yielding acceptable simulation results.

Additionally, the simulation performance is evaluated and different integration algo-
rithms are compared and tested, to investigate the possibility of applying the model
to real time interfaces. It shows that the model is stable for fixed-step algorithms
with small enough step sizes, and that HIL-simulation is possible.
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Fluid Dynamics and
Thermodynamic Notations

Parameter Description Unit

Cd Discharge coefficient [1]
cp Specific isobaric heat capacity [J/(kgK)]
D Hydraulic Diameter [m]
k Thermal conductivity [W/(mK)]
ṁ Mass flow rate [kg/s]
n Rotational speed [1/s]
NTU Number of transfer units [1]
pin Inlet pressure [Pa]
pout Outlet pressure [Pa]
Q̇ Heat transfer rate [W]
Q̇max Maximum heat transfer rate [W]
Th,i Inlet temperature, hot side [K]
Tc,i Inlet temperature, cold side [K]
Th,o Outlet temperature, hot side [K]
Tc,o Outlet temperature, cold side [K]
UA Overall heat transfer coefficient [W/K]
V̇ Volume flow rate [m3/s]
ε Effectivity [1]
ρ Density [kg/m3]
ζ Friction coefficient [1]
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1
Introduction

1.1 Background

Vehicle manufacturers have increasing demands on low fuel consumption, both
from the consumers and from legislation over the world. Dynamic simulation mod-
els of the physical systems in the vehicle and how these systems interact with each
other help the manufacturers to optimize the fuel consumption by improving the
design and control. In order for these models to be successful, they must be fast,
stable and accurate.

MAN Truck & Bus AG, hereinafter referred to as MAN, is an international company
based in Munich, Germany. As a manufacturer of commercial vehicles, they strive to
improve their models which describes the system in their vehicles and components.
As such, they have requested the development of a Modelica model of the engine
liquid cooling system in their Euro VI truck series. The model should be developed
by utilizing Modelon’s Liquid Cooling Library1 for Dymola, and be possible to
implement in real time systems.

1.2 Purpose

The purpose of this master’s thesis is to develop a Modelica model in Dymola of the
cooling circuit of one of MAN’s long haul truck engines. The aim of the model is to
help MAN achieve fast and accurate simulations, with the possibility of the models
being utilized in real time control. The model should contain the entire cooling
cycle, split between the low and the high temperature cycles. The coolant pump,
heat exchanger stack, and low and high pressure charge air coolers are examples of
components that should be modeled.

1 A Dymola library is a commercial package of models
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Chapter 1. Introduction

A mock up block schedule of the model implementation is shown in Figure 1.1.
The model’s boundary conditions are delivered from the trucks internal computer
to the model. The boundary conditions include fan and pump rotational speeds.
The model then simulates the coolant cycle for the given boundary conditions, and
delivers this data to a predictive control module. Together with the measurement
data, the predictive control module should predict the necessary control signals, e.g.
fan and pump rotational speed, and return these to the truck internal computer and
the Dymola model. The end goal is to reduce fuel consumption, which is achieved
by limiting the power used by the components in the system.

Figure 1.1: Mock up block schedule of the connections between the model, the
truck, and the planned predictive control.
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1.3 Related work

1.3 Related work

Modelica The reasoning and aim of the creation of the Modelica language was
discussed by Elmqvist and Mattsson in 1997 [4], and has since been applied in a
wide range of subjects.

Thermo-hydraulic systems The creation of a base library in Modelica for thermo-
hydraulic systems was proposed by Tummesheit et al. in 2000, [14], where they also
describe the concept of volume and flow models.

Vehicle thermal management Batteh et al. described how to model vehicle ther-
mal management using Modelon libraries in 2014 [1]. The cooling system in the
vehicle is modeled with Liquid Cooling Library. [9]

Earlier Models Jan Swoboda at MAN has created a model in GT-SUITE. The
technical data regarding the components in the cycle was retrieved from this model.
GT-SUITE is a modeling software created by Gamma Technologies. The model-
ing is complex and contains a complete model of the cooling cycle, including the
combustion engine and turbochargers. The complex model leads to slow simulation
times and is not suited for real time applications.

Previous modeling and projects on liquid cooling modeling has not been studied ex-
tensively. The basis of the liquid cooling modeling has been acquired from courses
given at Modelon AB concerning thermofluid modeling.

1.4 Liquid Cooling Library

Liquid Cooling Library, further on referred to as LCL, is a commercial library for
Dymola created and distributed by Modelon AB.

In large, the library contains two different components, flow components and volume
components. In flow components, the pressure in the ports is processed to compute
mass flow rate. In volume components, dynamic mass and energy balances are ap-
plied and the continuous time fluid properties such as enthalpy, pressure, and mass
fraction are used to connect two different components. These types of components
should be alternated to increase model stability.

The liquid models in LCL are incompressible, meaning that the liquid density is
independent of the pressure, volume components have quasi-static mass balances
and the liquid specific enthalpy is independent of pressure. The data describing the
coolant is retrieved from the International Institute of Refrigeration. [11]

The gas models, however, are modeled as compressible and thus more sensitive to
erroneous modeling. It is imperative that that the alternation of volume and flow
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Chapter 1. Introduction

components is applied when working with the compressible gas models, as other-
wise the simulation easily fails. The air model used is provided by NASA. [10]

Furthermore, most LCL components have the parameter option of deciding whether
the mass flow rate is a function of the pressure drop or vice versa. This gives the
freedom of choosing which boundary conditions are present in the model, and may
be used to further validate a model [9].

1.5 Limitations

Creating a proper model of the heat flow from the combustion engine to the coolant
was deemed too difficult with the available tools and libraries. The model was sim-
plified by imposing the measured temperature of the coolant after the engine, as a
boundary condition. Furthermore, the heat exchanger properties of the retarder and
the oil cooler were not readily available, and were as such replaced with imposed
temperatures as well.

The turbochargers were not modeled in Dymola, as the focus of the modeling was
on the coolant circuit, rather than the charge air.
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1.6 Measurement data

1.6 Measurement data

In the modeling process, two sets of measurement data were used. The first and
most used set consisted of a transient cycle lasting for 3516.05 seconds, with a
sample time of 0.05 seconds, yielding 70322 samples. The transient cycle is a real
world testing track, for MAN in Germany. The cycle is varied in velocity and ele-
vation, while keeping the components of the cooling cycle in their respective areas
of operation. The velocity of the cycle is shown in Figure 1.2.

Figure 1.2: Velocity of the vehicle in the transient cycle

The second set is a series of steady state points from an experiment conducted at
MAN’s test bench. The measurement data is noisy, but post processing yielded 71
steady state points which could be used for the modeling.

A common denominator of the input signal sets is that some of the signals, e.g.
temperature and pressure, were measured by sensors in the cycle, and others, such
as the mass flow rate, were computed from the measurement data. This led to the
consequence that if a sensor was faulty, the error propagated to other variables.

In general, the following signals were used

Temperature In the component models, the temperature values were used as
boundary conditions. In both the component and closed circuit models, tempera-
ture was used to validate that the temperature changes in the cycle were accurately
predicted by the model.

Pressure The absolute pressure of the coolant and air were used as boundary con-
ditions in the open loop, and validation of the pressure drop correlation in both the
open and closed loop.
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Chapter 1. Introduction

Mass flow rate The mass flow rate of the coolants were used as boundary con-
ditions in the component models, and validation in closed circuit models. The air
mass flow rate was used as boundary condition in both closed circuit models and
component models.

Heat flow rate The heat flow rates were used as validation for the heat exchanger
models.

Rotational speed The rotational speed of the coolant pump and the air fan were
used as set inputs for these components.

1.7 Outline of the Thesis

Chapter 2 - Modeling This chapter presents the modeling techniques applied in
Dymola and some mathematical models and equations needed to implement the
model from existing data.

Chapter 3 - Implementation This chapter covers the validation method, optimiza-
tion, solver options and the HIL implementation.

Chapter 4 - Results The results of the different modeling approaches and simula-
tions are presented in this chapter.

Chapter 5 - Discussion Discussion of the results is covered in this chapter.

Chapter 6 - Conclusions and Future Work This final chapter covers the conclu-
sions based on the results and discussions and establishes a foundation for future
work on the subject.
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2
Modeling the Liquid Cooling
System

2.1 Cooling System

An image of a MAN Euro VI truck engine is displayed in figure 2.1. One of the
main goals of the project was to model this physical system.

Figure 2.1: MAN Euro VI truck engine. (Source: man.eu)

A schematic of the cooling cycle is shown in Figure 2.2. The cooling system for
the engine consists of two interconnected coolant circuits, the high temperature and
the low temperature circuits. In the figure, the high temperature cycle has a red
color and is labeled (a). The low temperature cycle has a pink and blue color and
is labeled (b). The purpose of the low temperature cycle is to cool the charge air
provided to the engine. The purpose of the high temperature cycle is to cool the
internal combustion engine. The flow in both branches are governed by the coolant
pump (2), which is driven by a V-belt from the crankshaft. Right after the pump, the
branching occurs.
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Chapter 2. Modeling the Liquid Cooling System

Figure 2.2: The cooling cycle [5]

Table 2.1: Legend for Figure 2.2

Number Component

1 Pressure relief valve
2 Coolant pump
3 High temperature cooler
4 Low temperature cooler
5 Headwind
6 Viscous fan
7 Main thermostatic valve
8 Internal combustion engine
9 Low pressure turbocharger
10 Low pressure charge air cooler
11 Charge air cooler thermostatic valves
12 High pressure turbocharger
13 Low pressure charge air cooler

18



2.1 Cooling System

Low temperature circuit The coolant flows by the pressure relief valve (1), which
protects the circuit if the pressure is too large. If that occurs, the flow is redirected to
the pump again. It then goes to the low temperature cooler (4), which is a flat tube
heat exchanger, where it gets cooled by the headwind (5). The flow is then branched
again between the low pressure charge air cooler (10) and the high pressure charge
air cooler (11). As the name suggests, these heat exchangers cool the charge air (d),
whose temperature has been increased as a side effect of the pressure increase in the
turbochargers (9,12). After the coolers, the flows pass through thermostatic valves
(13), one after each cooler, before returning to the coolant pump.

High temperature circuit In the high temperature circuit, the coolant flows from
the pump to the engine (8), where it is heated by the excess energy from the com-
bustion. It is then routed through the retarder, a component which helps braking, not
pictured, and the exhaust gas recirculation module (not pictured), before arriving at
the main thermostatic valve (7). If the temperature is high enough, the flow is di-
rected to the high temperature cooler (3), if it is not high enough, the flow is routed
back to the coolant pump. The high temperature cooler is situated right behind the
low temperature cooler, utilizing the slightly hotter headwind exhausted by it. The
headwind’s mass flow rate is increased by a fan (6), driven by a viscous clutch con-
nected to the crank shaft. This clutch is an actuator and can be controlled by the
internal computer of the vehicle. The coolant flow is then once again returned to the
coolant pump. [5]
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Chapter 2. Modeling the Liquid Cooling System

2.2 Physical Structure of the Model

The modeling process was divided into three separate processes, single component
test benches, multi component cycle test benches, and finally, the closed circuit
model. The test benches consisted of few components with strict boundary condi-
tions to ensure that the separate components were correctly modeled.

2.2.1 Test benches
The general outline of the single component test benches were constructed similarly.
Most components had two boundary points for the coolant flow. These were the
source, in which the temperature and mass flow rate were prescribed by the input
signals, and the sink, in which the pressure was prescribed by the input signal.
The air-liquid heat exchanger component test benches also included corresponding
sources and sinks for the air. An example of the test benches is found in Figure 2.3.
It contains the air inlet boundary (1), air outlet boundary (2), coolant inlet boundary
(3), coolant outlet boundary (4), heat exchanger model (5), and thermostatic valve
(6). External inputs are displayed

Figure 2.3: Dymola model of the low pressure charge air cooler test bench.

2.2.2 Multi component cycle test bench
After modeling the components separately, combining them into cycle models was
the next logical step. The coupling of models led to a number of obstacles, most
prominent were the handling of flow branching and multiple boundary conditions.
If the model was not properly parametrized, conflicting boundary conditions led to
numerical instability and slow simulation speed. One thing to note is the importance
of alternating flow and volume components when using LCL. Doing so will reduce
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2.2 Physical Structure of the Model

the sizes of the nonlinear system that the algorithm has to solve at every time step
and as such reduces the total computing time needed.

Heat exchanger stack The heat exchanger stack is positioned at the front of the
vehicle, and consists of the high temperature cooler and the low temperature cooler.
They are both flat tube heat exchangers of the same size. The difference though
is that the low temperature cooler is divided into two passes, in which the coolant
flows in order, while the high temperature cooler is single pass. The low temperature
cooler was discretized into two separate cooler models to represent the two pass
dynamics.

2.2.3 Closed circuit
The final modeling task in Dymola was to create a closed circuit model spanning
the entire cooling cycle. This implies that there are no boundary conditions for the
coolant cycle, with the flow governed by the pump model and the absolute pressure
level initialized by a expansion volume component, to add compressibility. This
was by far the most time consuming part of the project, since small changes in one
component could propagate into the entire model, and initial guess values of the
states had large impact. A sample image of the model is found in Figure 2.4, in this
picture, the model structure and coloring is based on the model provided by MAN,
recall Figure 2.2. The visual clutter is due to multiple vents in the high temperature
circuit that are not present in the schematic.

Figure 2.4: A model of the entire cooling cycle in Dymola.
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Chapter 2. Modeling the Liquid Cooling System

2.3 Mathematical Modeling

2.3.1 Translating from GT
In general, the components in GT-Suite were detailed, containing geometrical, fric-
tional, and thermodynamical data. The base component models in Dymola usually
have less parametrization options, to enable faster simulation speeds while retaining
the base dynamics and properties. To deal with this, some translations between the
simulation tools had to be made to implement the models. Below, the translation
processes for friction models and heat transfer models are described.

Friction A pressure drop correlation can be formulated as

∆p = f
L
D

ρ
v2

2
[Pa] (2.1)

where f is the friction coefficient, L is the pipe or passage length (m), D is the
pipe diameter or the hydraulic diameter (m), and v is the mean flow velocity. [12]
This correlation is commonly used to analyze pressure drop since it is relatively
independent of pipe dimensions and fluid properties. Introducing ζ as

ζ = f
L
D

(2.2)

and substituting in 2.1 we arrive at a correlation used in Liquid Cooling Library,

∆p = ζ ρ
v2

2
. (2.3)

In GT-Suite, the pressure drop correlation is defined as

CdA =
ṁ√

ρ2∆p
(2.4)

where Cd is the discharge coefficient and A is the flow area. The correlation between
mass flow rate and velocity is

ṁ
ρ

1
A
= v,

[kg
s
· m

3

kg
· 1

m2 =
m
s

]
. (2.5)

Substituting ṁ in 2.4 yields
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2.3 Mathematical Modeling

CdA =
vρA√
ρ2∆p

Cd =
v
√

ρ√
2∆p

C2
d =

v2ρ

2∆p

∆p =
1

C2
d

ρ
v2

2
(2.6)

and thus, by comparing Equations 2.3 and 2.6 we can see that the relation between
the friction coefficient ζ in Dymola and discharge coefficient Cd in GT-Suite is

ζ =
1

C2
d
. (2.7)

As such, translating these pressure drop components was trivial. Other parametriza-
tions of pressure loss were quadratic functions of pressure drop over mass flow rate,
or tables with friction coefficient vs Reynolds number. These parametrizations were
readily available in Dymola and as such could be transferred without any difficulty.

Heat transfer The methods of computing the heat transfer rate in heat exchangers
in LCL are the Effectiveness Method, and Number of Transfer Units (NTU) method.
The effectiveness is defined as

ε ≡ Q̇
Q̇max

, (2.8)

i.e., the ratio of the actual heat transfer rate to the maximum possible heat transfer
rate of the heat exchanger. [2]

Q̇max is defined as
Q̇max =Cmin(Th,i−Tc,i), (2.9)

where Cmin is the smallest of Cc and Ch, which are the respective heat capacity rates
for the cold and hot fluids. The heat capacity rate is calculated as

C = cpṁ, (2.10)
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Chapter 2. Modeling the Liquid Cooling System

where cp is the specific isobaric heat capacity of the fluid. In GT-SUITE, the heat
exchangers were parametrized geometrically, and also with tables correlating the
input mass flow rate and temperatures to the actual heat transfer rate, provided by
the manufacturer of the heat exchanger. By using the above mentioned equations,
together with data on the specific heat capacity of the media from TILMedia Suite
[13], a table correlating the mass flow rates of the primary and secondary sides of
the heat exchanger to the effectiveness could be computed. This is the required input
data for a heat exchanger of type StaticEffiencyTable in LCL.

For any heat exchanger, it is true that [8]

ε = f

(
NTU,

Cmin

Cmax

)
, (2.11)

where Cmin/Cmax is equal to either Cc/Ch or Ch/Cc depending of the relative mag-
nitudes, and is referred to as Cr. f is a function which depends on the flow arrange-
ment of the heat exchangers. The number of transfer units (NTU) is a dimensionless
parameter defined as

NTU≡ UA
Cmin

(2.12)

where UA is the overall heat transfer coefficient. These epsilon functions depend
on the type of heat exchanger used and the ones relevant are presented in Table 2.2.
The mentioned functions are provided in LCL, with the exception of Crossflow with
both fluids unmixed.
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2.3 Mathematical Modeling

Table 2.2: Heat Exchanger Effectiveness Relations [8]

Flow Arrangement Relation

Counterflow ε = 1−exp[−NTU(1−Cr)]
1−Cr exp[−NTU(1−Cr)]

, (Cr < 1)

ε = NTU
1+NTU , (Cr = 1)

Crossflow

Both fluids unmixed ε = 1− exp
[(

1
Cr

)
(NTU)0.22{exp[−Cr(NTU)0.78]−1}

]
Cmax (mixed), Cmin (unmixed) ε =

(
1

Cr

)
(1− exp{−Cr[1− exp(−NTU)]})

Cmin (mixed), Cmax (unmixed) ε = 1− exp(−C−1
r {1− exp[−Cr(NTU)]})

The overall heat transfer coefficient may be expressed as

1
UA

=
1

hcAc
+

tw
kwAw

+
1

hhAh
(2.13)

where hc,h are heat transfer coefficients for the cold and hot fluids, Ac the heat
transfer area for the cold fluid, Aw the heat transfer area for the wall, and Ah the heat
transfer area for the hot fluid. tw and kw are the thickness of the wall, and thermal
conductivity, respectively. In LCL the relation is simplified as

1
UA

=
( 1

hc
+

tw
kw

+
1
hh

) 1
Aheat

(2.14)

as such, the model is only geometrically valid when Aw = Ah = Ac. However,
the heat transfer coefficients in Dymola may be corrected with calibration factors
CFc,CFh. By setting Aheat = Aw, CFc =

Ac
Aw

and CFh =
Ah
Aw

we arrive at the original
equation 2.13. The relevant epsilon function, together with the wall properties and
calibration factors, are necessary input values for a heat exchanger model of type
EpsNTU in LCL.

25



Chapter 2. Modeling the Liquid Cooling System

2.4 Approximation of boundary conditions

In the Dymola models, a very important part is to properly assign the boundary
conditions. For the most part, these quantities had been measured and were deemed
to be accurate. However, the properties that were hardest to quantify were those
of the cooling headwind. A lack of sensors meant that neither the pressure nor the
mass flow rate were measured, and approximations were needed.

In GT-SUITE, the total cooling air pressure due to ambient pressure and head wind
velocity is defined as of Bernouilli’s principle.

ptotal = pstatic +
1
2

cpcρv2 (2.15)

where cpc is the head wind pressure coefficient, which for flow entering a system is
cpc ∈ [0,1] and for flow exiting a system, cpc ∈ [−1,0]. [7]

With these approximations, together with pressure drop models for the heat ex-
changers, pressure increase by the fan, and general pressure loss due to friction in
the engine room, Dymola computed a mass flow rate of the air. This curve was then
approximated as a function of vehicle speed, fan speed, and their respective squares.

It was found that only having pressure boundaries for the air flow caused numerical
instability, especially when using fix-step solvers, and as such it was important to
approximate the mass flow rate function to use as a boundary condition.
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3
Implementation of the
Model

3.1 Validation

The model validation was done by comparing the simulation results to the actual
measured data. In the thermodynamical sense, the aim was to minimize the error
in simulated temperature and heat transfer rates. For fluid dynamics, focus was on
getting the pressure and mass flow rate correct.

3.2 Model calibrations and optimization

Some of the model parameters were not retrievable from GT-SUITE, and as such
had to be estimated in the Dymola model. Examples of this are the calibration fac-
tors for heat transfer or pressure loss in the heat exchangers, or other unknown
pressure drops in the cycle. To get approximate and acceptable values for these
parameters, some kind of model optimization had to be used.

Most of the model optimization was done in MATLAB using the global optimization
toolbox from Mathworks and the FMI-toolbox from Modelon. By sweeping param-
eters, e.g. a pressure loss coefficient, the root mean square of the error between
the measured and the simulated values could be computed. This RMSE was then
used as the cost function which the algorithm was set to minimize. However, each
function call of the optimization algorithm is one simulation of the model, which,
depending on its size, takes up to a few minutes to complete.

As the minimization targets often did not have any explicit derivative functions, us-
ing an optimization algorithm which did not depend on gradients was preferred. For
this reason, the algorithm pattern search was selected. This algorithm is derivative
free and uses function calls with modesty. It also has proven global convergence, and
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Chapter 3. Implementation of the Model

Figure 3.1: Optimization GUI main window.

is recommended by MathWorks to use when looking for a single global minimum
[6]. A GUI which combined the features of the two toolboxes was developed, and
is shown in Figure 3.1. This GUI gave a more general overview of the optimization
process and parameter settings.

The parameters which were optimized were mainly lumped friction coefficients,
replacing multiple pressure drop components. Examples of this are the pressure
drop occurring in the engine, and the retarder. Calibration coefficients present in the
LCL models of the heat exchangers, for pressure drop and heat transfer, were also
optimized.

3.3 Solver options

Dymola includes a wide selection of integration algorithms, both variable step and
fix step solvers. In line with MAN’s earlier use of Dymola, CVODE was used for
variable step simulation in the modeling process. Further on in the process, the Euler
algorithms, implicit and explicit,were used and evaluated for use on the real time
system.

In order for the real time simulation to be sufficiently fast, the step size of the fix step
integrators must be as large as possible while retaining the properties and dynamics
of the original model. As the sample time of the equipment in the engine was 0.05
seconds, this step size was the target. Another important aspect is that the simulation
computational time per time step does not differ much between time steps. This is
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3.4 HIL implementation

to make sure that there is no bottleneck in the model which may cause severe delays
in the real time simulation.

3.4 HIL implementation

A model which contained a table which output the boundary conditions of 71 steady
state points, as well as customizable input values, and the cooling cycle was ex-
ported to Simulink from Dymola, with its inline integration method. In Simulink it
was created with a Dymola block [3], compiled and built to a dSpace compatible
file. However, a missing library file caused a problem. The heat exchangers which
were parametrized with a static efficiency table were not exportable, and as such
they had to be replaced with Eps-NTU parametrization models.

A crude simulation test bench was created in the dSpace Control Desk environment
to test if the model would run in real time. This test bench is shown in Figure 3.2.
On the left hand side, the model step size, turnaround time, overrun count, and
the current state is shown. The slider bar at the bottom controls which state is being
simulated. The two plot graphs show the simulated (green) and measured value (red)
of the mass flow rate (left) and pressure (right) of the coolant in the high pressure
charge air cooler.

Figure 3.2: dSpace Control Desk test bench GUI.
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4
Results

4.1 Component test benches

The component test benches generally gave acceptable results, as the boundary con-
ditions were clearly defined and no flow branching modeling was needed. In the
following pages, plots of these results are presented for the high and low pressure
charge air coolers, which were focus points at the early stages of the thesis. On the
upper left hand side, the transient cycle simulation results are displayed.

On the upper right hand side, the simulated values are in a scatter plot versus the
measurement values, together with confidence intervals of ±10%. The simulated
values are obtained from the steady state simulations. The lower right hand side
graph shows the error value in the transient cycle. In all cases except temperature, it
shows the relative error, calculated as ηrel = ηabs/vmeas, where ηabs = vsim− vmeas,
vsim and vmeas are the simulated and measured values, respectively. For temperature
it shows the absolute error in K.

For the thermodynamic part, the results shown are temperature and heat flow rate.
For the fluid dynamic part, the results shown are pressure and/or mass flow rate.
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4.1 Component test benches

4.1.1 Low pressure charge air cooler

Figure 4.1: Simulation values and measured values of the coolant
temperature after the low pressure charge air cooler in the transient
cycle.

This is a cooler parametrized as an efficiency table heat exchanger. As shown in
Figure 4.1, the temperature of the coolant generally follows the measured values,
with the exception of at peaks and valleys. This can be due to the fact that the
thermal intertia of the heat exchanger solid mass is not properly included. In the
steady state case, shown in Figure 4.2, the scatter closely follows the measured
value curve, with slight deviations at the lowest and highest temperature. In Figure
4.3 the absolute error is shown, and we can see that at most the simulation deviates
about 8 K from the measurement, and at most points is the deviation is even lower.
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Figure 4.2: Simulation values vs measurement values of the
coolant temperature after the low pressure charge air cooler in the
steady state cases.

Figure 4.3: Absolute error of the coolant temperature after the low pressure charge
air cooler in the transient cycle.

32



4.1 Component test benches

Figure 4.4: Simulation values and measured values of the charge
air temperature after the low pressure charge air cooler in the tran-
sient cycle.

The charge air temperature, shown in Figures 4.4 & 4.5, is a bit high at times in
the transient cycle simulation, but generally follows the curve in the steady state
simulations. The transient cycle error is shown in Figure 4.6 and peaks at 10 K but
is in general less than 2 K.
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Figure 4.5: Simulation values vs measurement values of the charge
air temperature after the low pressure charge air cooler in the steady
state cases.

Figure 4.6: Absolute error of the charge air temperature after the
low pressure charge air cooler in the transient cycle.
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4.1 Component test benches

Figure 4.7: Simulation values and measured values of the heat flow
rate in the low pressure charge air cooler in the transient cycle.

In Figures 4.7 & 4.8, the heat flow rate from the charge air to the coolant is dis-
played. Both of the figures display simulation values very close to the actual values,
with very small deviations in some steady state cases. The heat flow relative error
is shown in Figure 4.9. It is generally small in magnitude. However, it has several
large spikes. Although it looks bad, it is probably due to the fact that the actual heat
flow rate is so small that the relative error is exagerrated.
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Figure 4.8: Simulation values vs measurement values of the heat
flow rate in the low pressure charge air cooler in the steady state
cases.

Figure 4.9: Relative error of the heat flow rate in the low pressure
charge air cooler in the transient cycle.
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Figure 4.10: Simulation values and measured values of the coolant
mass flow rate through the low pressure charge air cooler in the
transient cycle.

For the fluid dynamics, the test bench was modeled with two pressure boundaries
for the coolant side, leaving mass flow rate as a simulation result. For the transient
cycle, it is shown in Figure 4.10, and it matches quite well. In the steady state cases,
shown in Figure 4.11, it is displayed that for lower mass flow rates the deviation is
larger. The mass flow rate relative error is displayed in Figure 4.12. The magnitude
of the error is generally below 10 %.
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Figure 4.11: Simulation values vs measurement values of the
coolant mass flow rate through the low pressure charge air cooler
in the steady state cases.

Figure 4.12: Relative error of the coolant mass flow rate in the low
pressure charge air cooler in the transient cycle.
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Figure 4.13: Simulation values and measured values of the charge
air pressure before the low pressure charge air cooler in the tran-
sient cycle.

On the charge air side, one mass flow boundary and one pressure boundary was
used, leaving the pressure before the cooler to be simulated. As shown in Figures
4.13 & 4.14, it is generally well modeled. This is further reinforced by Figure 4.15,
which shows that the relative error lies below 3 % at all times.
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Figure 4.14: Simulation values vs measurement values of the
charge air pressure before the low pressure charge air cooler in the
steady state cases.

Figure 4.15: Relative error of the coolant mass flow rate in the low
pressure charge air cooler in the transient cycle.
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4.1 Component test benches

4.1.2 High pressure charge air cooler

Figure 4.16: Simulation values and measured values of the coolant
temperature after the high pressure charge air cooler in the transient
cycle.

Just as the low pressure variant, the high pressure charge air cooler was parametrized
in Dymola as an efficiency table heat exchanger. The transient temperature curve for
the coolant, shown in Figure 4.16 follows the measurement, while the steady state
scatter in Figure 4.17 hints at slight deviation at lower temperatures. The absolute
error of the coolant temperature in Figure 4.18 shows that the magnitude of the error
has its largest value at about 8 K, and is generally below 2 K.

41



Chapter 4. Results

Figure 4.17: Simulation values vs measurement values of the
coolant temperature after the high pressure charge air cooler in the
steady state cases.

Figure 4.18: Absolute error of the coolant temperature after the
high pressure charge air cooler in the transient cycle
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4.1 Component test benches

Figure 4.19: Simulation values and measured values of the charge
air temperature after the high pressure charge air cooler in the tran-
sient cycle.

The charge air temperature after the high pressure cooler, displayed in Figures 4.19
& 4.20 closely corresponds to the measured values, with a few overshoots at the
peaks. This is reflected in Figure 4.21, where the absolute error at the peaks is
several degrees larger than at the lower temperatures.
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Figure 4.20: Simulation values vs measurement values of the
charge air temperature after the high pressure charge air cooler in
the steady state cases.

Figure 4.21: Absolute error of the charge air temperature after the
high pressure charge air cooler in the transient cycle
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Figure 4.22: Simulation values and measured values of the heat
flow rate in the high pressure charge air cooler in the transient cy-
cle.

The heat flow rate, as shown in Figure 4.22, is almost indistinguishable from the
measurement values, and Figure 4.23 confirms that this holds for all the steady state
cases as well. Looking at the relative error in Figure 4.24, it is less than 5 % at
almost all measurement points in the transient cycle.
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Figure 4.23: Simulation values vs measurement values of the heat
flow rate in the high pressure charge air cooler in the steady state
cases.

Figure 4.24: Relative error of the heat flow rate in the high pressure
charge air cooler in the transient cycle.
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Figure 4.25: Simulation values and measured values of the coolant
mass flow rate in the high pressure charge air cooler in the transient
cycle.

For the pressure dynamics, Figures 4.25 & 4.26 displays a close result for the
coolant mass flow rate. There are overshoots at the peaks, though. The relative er-
ror, as shown in Figure 4.27 generally lies within ± 20 %, at some short intervals
however, it is as large as 120 %. These spikes are quite short in duration, and do not
seem to affect the total accuracy of the system that much.
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Figure 4.26: Simulation values vs measurement values of the
coolant mass flow rate in the high pressure charge air cooler in
the steady state cases.

Figure 4.27: Relative error of the coolant mass flow rate in the high
pressure charge air cooler in the transient cycle.
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Figure 4.28: Simulation values and measured values of the charge
air pressure before the high pressure charge air cooler in the tran-
sient cycle.

As for the charge air pressure before the high pressure charge air cooler, Figures
4.28 & 4.30 show that in the transient case, the relative error is less than 1 % most
of the time. In the steady state cases shown in Figure 4.29, it is shown that every
steady state simulation point matches well with the measurements.
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Figure 4.29: Simulation values vs measurement values of the
charge air pressure before the high pressure charge air cooler in
the steady state cases.

Figure 4.30: Relative error of the charge air pressure before the
high pressure charge air cooler in the transient cycle.
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4.1.3 Heat exchanger stack
The heat exchanger stack at the front of the vehicle consists of the low temperature
cooler and the high temperature cooler. In the stack models provided by LCL, one
of the boundary conditions for the cooling air is required to be the mass flow rate.
However, since that data was not accessible, an alternative stack model had to be
created. This also led to a increase in difficulty in validating the model.

In the following result graphs, the pressure boundaries for the cooling air are de-
fined as in Equation 2.15. The flow path for the air included the two coolers, a
pressure drop representing the radiator in front of the cooling package, the fan pres-
sure increase and an extra calibrated pressure loss component. The test bench model
used is shown in Figure 4.31, which aside from components included in the Liquid
Cooling Library, contains a custom made stack model.

Figure 4.31: Pressure driven heat exchanger stack test bench.
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In the custom heat exchanger stack model, shown in Figure 4.32, the low temper-
ature cooler is discretized as two separate heat exchangers, where the coolant flow
is serial, separated with a volume model connected to a wall, which is a model of
heat capacity for solid material. The parameters for the heat transfer model were
taken from the physical geometry of the wall. The air flow in the low temperature
cooler(s) is parallel, and is joined before the high temperature cooler 1, which is
modeled as a single cooler. Both the low and high temperature cooler were parame-
terized as Epsilon NTU coolers, as splitting the cooler yielded unsatisfactory results
with the efficiency table parametrization.

Figure 4.32: Heat exchanger stack model

1 The imposed temperature on the air in between the coolers was used during modeling at not required
in the final model.
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Figure 4.33: Simulation values and measured values of the coolant
temperature after the low temperature cooler in the transient cycle.

In Figures 4.33 & 4.34 the coolant temperature after the low temperature cooler(s)
is shown. It follows the general outline well enough but deviates at the local max-
ima and minima, possibly an effect of insufficient thermal inertia modeling. Figure
4.35 shows the absolute error in the transient cycle, and once again shows that the
temperature is lower than the measured value at the lower temperatures.
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Figure 4.34: Simulation values vs measurement values of the
coolant temperature after the low temperature cooler in the steady
state cases.

Figure 4.35: Absolute value of the error of the coolant temperature
after the low temperature cooler in the transient cycle.
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4.1 Component test benches

Figure 4.36: Simulation values and measured values of the coolant
temperature after the high temperature cooler in the transient cycle.

For the high temperature cooler, in the transient case, shown in Figure 4.36, the
curves coincide almost at all points, with the exception of the local minima, where
the simulated value plummets further down than the actual measurement. This is
mirrored in Figure 4.37, showing the steady state cases, where the simulated values
lies closer to the measured values at higher temperatures than at lower. This is also
shown in Figure 4.38, where the error magnitude is larger at the points at which the
temperature is lower.
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Figure 4.37: Simulation values vs measurement values of the
coolant temperature after the high temperature cooler in the steady
state cases.

Figure 4.38: Absolute error of the coolant temperature after the
high temperature cooler in the transient cycle.
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4.1 Component test benches

Figure 4.39: Simulation values and measured values of the heat
flow rate in the low temperature cooler in the transient cycle.

Looking at the heat transfer rate, in Figure 4.39 we can see that in the transient
case, the simulation values for the low temperature coooler are rather close to the
measured values. The relative error is shown in Figure 4.41 and is generally smaller
than 20 %. However, in the steady state cases displayed in Figure 4.40, we see that
when the total magnitude of the heat transfer rate is larger, the simulation values are
not large enough.
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Figure 4.40: Simulation values vs measurement values of the heat
flow rate in the low temperature cooler in the steady state cases.

Figure 4.41: Relative error of the heat flow rate in the low temper-
ature cooler in the transient cycle.
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4.1 Component test benches

Figure 4.42: Simulation values and measured values of the heat
flow rate in the high temperature cooler in the transient cycle.

The same applies to the high temperature cooler, where in the transient case, Figure
4.42, the value follows the curve, whereas in the steady state case, Figure 4.43, at the
larger magnitudes of actual heat transfer rate, the simulation results deviate greatly.
The relative error in the transient case is generally small, as shown in Figure 4.44,
but at some points it is as large as 500 %, which is a very significant deviation.
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Figure 4.43: Simulation values vs measurement values of the heat
flow rate in the low temperature cooler in the steady state cases.

Figure 4.44: Relative error of the heat flow rate in the high tem-
perature cooler in the transient cycle.
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Figure 4.45: Simulation values and measured values of the cooling
air temperature between the coolers in the stack in the transient
cycle.

As for the cooling air temperatures between the coolers, Figures 4.45 and 4.46 show
that the measured value is relatively close to the actual values on the entire spectrum.
Figure 4.47, displaying the absolute error in K, shows that the sign of the error
varies, but is generally smaller than 5 K.

61



Chapter 4. Results

Figure 4.46: Simulation values vs measurement values of the cool-
ing air temperature between the coolers in the stack in the steady
state cases.

Figure 4.47: Absolute error of the cooling air temperature in be-
tween the coolers in the heat exchanger stack in the transient cycle.
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4.2 Closed Circuit

4.2 Closed Circuit

Looking at the closed circuit model, an important validation point is getting the
coolant mass flow rates correct. Since the medium model is incompressible, abso-
lute pressure would not have a great impact on the flow rates. Rather, the pressure
differences between the components governed the mass flow rate. As there was no
measurement of the mass flow through the pump, it was hard to control whether the
total mass flow of the system was correct or not. Most of the components, however,
had measurements that could be assumed to be correct, and were used for validation.

In Figure 4.48, the branching components of the highest interest in the cycle are
highlighted. From top to bottom, they are the split between the high pressure and
low pressure charge air coolers, the split after the coolant pump dividing the low
and high temperature cycle, and finally, the main thermostatic valve, which governs
the flow to the high temperature cooler.

Starting at the coolant pump, the first branching mentioned occurs when most of
the flow is directed to the crankshaft case and cylinder head, and part of the flow is
directed to the low temperature cooler.

Figure 4.48: Cycle model highlighting the split components focsued on in this sec-
tion.
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Figure 4.49: Simulation values and measured values of the coolant
mass flow rate in the low temperature cooler in the transient cycle.

As presented in Figure 4.49 the simulation values of the coolant mass flow rate in the
low temperature cooler followed the general outline of the measured ones, however,
it was often too low, as is the most evident at the local minima. Figure 4.51 also
shows that the relative error at times is close to 50 %, and at its highest it approaches
200 %. In the steady state cases, shown in Figure 4.50, the mass flow rates are
generally within ±10% of the measured value, with a few scattered outliers.
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4.2 Closed Circuit

Figure 4.50: Simulation values vs measurement values of the
coolant mass flow rate in the low temperature cooler in the steady
state cases.

Figure 4.51: Relative error of the coolant mass flow rate in the low
temperature cooler in the transient cycle.
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Figure 4.52: Simulation values and measured values of the coolant
mass flow rate after the engine in the transient cycle.

As for the coolant flow through the engine components, the crankshaft case and
the cylinder head, the results are for the transient cycle in Figure 4.52 and for the
steady state cases in Figure 4.53. In the transient cycle, there are a few large devia-
tions when the measured value decreases quickly and the simulation does not fully
represent the changes. In the steady state case, the flow deviates at many points,
though not greater than ten percent in most cases. The relative error in the transient
cycle is displayed in Figure 4.54 and is generally small, with the exceptions of the
deviations at around 1500 s and around 2500 s, as well as the parts in the beginning
and the end of the cycle where the value is varying quickly.

66



4.2 Closed Circuit

Figure 4.53: Simulation values vs measurement values of the
coolant mass flow rate after the engine in the steady state cases.

Figure 4.54: Relative error of the coolant mass flow rate through
the engine in the transient cycle.
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Figure 4.55: Simulation values and measured values of the coolant
mass flow rate in the high pressure charge air cooler in the transient
cycle.

Following the low temperature cycle, the next significant branching is after the low
temperature cooler, where the flow branches to the high and low pressure charge
air coolers, respectively. In Figures 4.55 & 4.56 the results for the high pressure
charge air cooler are displayed. As can be seen in both the transient and steady state
cases, the simulated flow rate is almost always lower than the actual flow. This can,
however, be attributed to the lower flow rate in the low temperature cycle to begin
with. This notion is reinforced by the fact that the relative error, shown in Figure
4.57 is strikingly similar of that for the low temperature cooler, recall Figure 4.51.
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4.2 Closed Circuit

Figure 4.56: Simulation values vs measurement values of the
coolant mass flow rate in the high pressure charge air cooler in
the steady state cases.

Figure 4.57: Relative error of the coolant mass flow rate through
the high pressure charge air cooler in the transient cycle.
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Figure 4.58: Simulation values and measured values of the coolant
mass flow rate in the low pressure charge air cooler in the transient
cycle.

For the low pressure charge air cooler, the coolant mass flow rate simulated value
lies closer to the actual values than for the high pressure ditto. In Figure 4.58 the
transient cycle simulation results are shown, and the simulation value are very rem-
iniscent of the ones obtained in the test bench for the component, Figure 4.10. The
steady state cases yield similar results, shown in Figure 4.59. The relative error in
the transient case is shown in Figure 4.60, it as well shows that the simulated value
is around 50 % smaller than the measured value, especially at the very dynamic
sections.
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Figure 4.59: Simulation values vs measurement values of the
coolant mass flow rate in the low pressure charge air cooler in the
steady state cases.

Figure 4.60: Relative error of the coolant mass flow rate through
the low pressure charge air cooler in the transient cycle.
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Figure 4.61: Simulation values and measured values of the coolant
mass flow rate in the high temperature cooler in the transient cycle.

At the thermostat, the high temperature circuit is split between the main and the
bypass valve. The main valve leads to the high temperature cooler. Unfortunately
there was no data for the flow through the thermostatic bypass valve, and validation
had to be done with only the main flow. As seen in Figure 4.61, in the transient
cycle the mass flow rate deviates at most at the peaks, not reaching high enough.
This is further shown in Figure 4.63, where the relative error is shown. The relative
error lies between −100 %and 0 %, once again displaying quite poor performance.
However, in the steady state cases, shown in Figure 4.62, with a few exceptions, the
simulation values lies within a 10 % range of the measured values.
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Figure 4.62: Simulation values vs measurement values of the
coolant mass flow rate in the high temperature cooler in the steady
state cases.

Figure 4.63: Relative error of the coolant mass flow rate through
the high temperature cooler in the transient cycle.
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4.3 Table Based vs Epsilon Function Heat Exchangers

In the cases studied here, it was found that there was no significant difference be-
tween using the epsilon function heat exchanger models rather than the efficiency
table based ones, when it comes to computational time. However this should still be
taken into account when designing larger systems, as that may have an impact.

The different epsilon function choices for cross flow heat exchangers did not seem
to have a large impact on the validity of the system models. However, for further
use the epsilon function which describes the heat exchanger best should be used.

4.4 Solver options

The solver selection affected both the translation of the Modelica model and the
simulation speed of the model. For the entire cycle model, the original model statis-
tics before translation if shown in Figure 4.64. It shows that it is a very large system
with almost 7000 equations.

Figure 4.64: Original model statistics

Figures 4.65, 4.66, & 4.67 show the translation statistics of CVODE, explicit Eu-
ler, and implicit Euler, respectively. As we can see in all the statistics, before the
manipulation there was a large number of large nonlinear systems. The CVODE
translation reduced the size of the linear systems, but the translation still had one
of size 3. Both the implicit and explicit Euler removed these systems entirely. The
nonlinear systems had after manipulation the same sizes for the three solvers. How-
ever, the implicit Euler translation had an inlined implicit integration system of size
64, which corresponded to all the coolant components in the cooling cycle model.
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Figure 4.65: Translation statistics of the entire cycle model with CVODE.

Figure 4.66: Translation statistics of the entire cycle model with explicit Euler
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Figure 4.67: Translation statistics of the entire cycle model with implicit Euler

The run time statistics for the simulations of the transient cycle are found in Ta-
ble 4.1. CVODE was by far the fastest algorithm, clocking in at over 300 times
faster than real time. Both the fixed-step algorithms took much longer time, due to
requiring more grid points. Explicit Euler could not handle step sizes larger than
10 ms, five times smaller than the real sample time. Implicit Euler however had the
capacity to use the real time step size, due to the implicit integration system. This
large system was very computationally demanding, and led to the higher CPU-time
needed. Both the implicit and the explicit Euler algorithms were faster than real-
time, though.

Table 4.1: Run time statistics of the transient cycle with different solvers

Solver CVODE Explicit Euler Implicit Euler

Step size Variable 0.01 s 0.05 s
CPU-time 15.219 s 199 s 1130 s

Times faster than real time 321 17.66 3.11
CPU-time per interval (0.5 s) N/A 28.3 ms 161 ms

Time buffer per interval (0.5 s) N/A 471.7 ms 339 ms

4.5 Optimization

The optimization GUI and scripts developed in MATLAB proved very useful
throughout the project. It was mainly used in cases where parameters where un-
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known, or simplifications of the actual system needed approximated values.

For example, the retarder model required a pressure drop which in the GT-SUITE
model was represented as a series of pressure drops. To simplify the model in Dy-
mola, only one pressure drop component was used, parametrized as was done in
Equation 2.3. By setting ζ to an arbitrary value, an initial error time series was
generated. Running the optimization algorithm to minimize the error between the
simulated values and measured values provided an optimal value for ζ . As is ev-
ident in Figure 4.68, the value of the error lies much closer to the y-axis after the
optimization.

Figure 4.68: Absolute error of the coolant pressure before the intarder, before and
after optimization.

4.6 Fix-step solver implementation

The first step towards the real time implementation was to make sure that simula-
tion of the model was possible, with a fix-step integrator with a sufficiently large
step size. Two things in particular made this challenging, the flow branching in the
coolant system, and the cooling air flow rate in the heat exchanger stack.

The flow branching problem was solved by increasing the flow time constant, which
means that some of the dynamics that were too fast for the solver to handle was
removed by simplification. As stability and speed was of utmost importance, this
change was deemed necessary.
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The air flow rate was modeled with pressure boundaries at first, with pressure drops
representing the radiator, the heat exchanger stack, the fan, and an extra pressure
drop corresponding to the rest of the friction imposed on the flow by the system.
This model could not be simulated with a fix-step algorithm, but with CVODE sim-
ulation it was possible. This simulation yielded a mass flow rate for the air through
the entire system. This mass flow rate was then modeled as a quadratic polynomial
of the fan rotational speed and the vehicle speed. By using this approximation, it
was possible to simulate the model with similar results with a fix-step algorithm.

4.7 HIL

The dSpace implementation yielded acceptable accuracy and performance. The
simulation results were similar to those of Dymola. As for speed, for a step size
of 10 ms the average turnaround time was 0.5 ms. This leaves a large amount of
time per step and promises possible integration with models of the rest of the power
train.
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5
Discussion

The purpose of the thesis was to develop a Modelica model of the cooling circuit
of one of MAN’s long haul truck engines. The model was to be based on existing
models and validated with measurement data provided from an actual transient cy-
cle, together with steady state experiments. The requirements on the model were
that it had to be fast, accurate, and possible to apply in real time applications.

5.1 Model validity

As seen in Chapter 4, the individual test benches for the components of the cooling
system were accurate, regarding both thermodynamical and hydrodynamical prop-
erties. These models display the strength in using the efficiency table parametriza-
tion when modeling heat exchangers, as the geometrical properties do not have as
large of an impact as they have when modeling with with Epsilon-NTU functions.

When looking at the results from the low and high pressure charge air cooler, the air
pressure and the heat flow rates of the simulation lie very close to the actual values.
The mass flow rates for the coolant are slightly skewed, but this can probably be
explained by the fact that the friction model is simplified. Perhaps using a more
complex parametrization of the pressure dynamics would lead to closer results, at
the cost of higher computational time.

Regarding the heat exchanger stack, the hardest and most time consuming part was
creating and assessing the air flow rate model. There were no reliable measurements
of the actual flow rate, and no detailed models on the pressure drops present in the
flow path. This, combined with the fact that the fixed-step algorithms did not work
with only pressure boundary conditions proved a large challenge. At large heat flow
rates in the steady state simulation, the simulation values deviated more from the
actual values than at lower heat flow rates. These points correspond to those at
which the fan speed was higher than average, and as such the air flow rate may not
have been properly modeled. A further hindrance with the air flow modeling as a
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function of vehicle speed and fan speed, was that during the steady state cases, the
vehicle speed was constant over all the states.

In another library from Modelon, the Heat Exchanger Library, there are more de-
tailed heat exchanger models, and stack models in which the air flow can be de-
termined by pressure, and by using that library in the future it is possible to im-
prove accuracy. However, the data provided on the actual cooler was not enough to
parametrize such a detailed model during the project.

As for the entire cycle model, the branching flows of the coolant proved to be tricky
to model properly. Although the simulated values of the mass flow rates were mostly
within ±10 % of the measured value, deviations in this property propagated to dif-
ferences in temperature, heat flow rate, etc. However, the cycle model was based
on a previously existing model where these deviations in mass flow rate also ex-
ist. Given more time, experimenting with different pressure loss coefficients could
probably solve this problem.

5.2 Performance

The simulation of the model in Dymola is very fast. It is not only faster than real
time using a variable-step solver, but also when using fix step solver, where it runs
up to 17 times faster than real time. The speed facilitates model changes and ex-
perimenting with parameters, as a simulation run does not take more than a few
minutes. It is also integral when applying the model to HIL environment, to keep
up with the real time.
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Conclusions and Future
work

6.1 Conclusions

The product of this thesis project is a set of Modelica models developed in Dymola,
modeling the components and the cycle which constitutes the liquid cooling system
for the engines in MAN’s heavy duty trucks. The models are capable of simulating
both transient cycles and steady state modes, using fix-step or variable step integra-
tion algorithms.

The individual components are based on solid mathematical foundations and have
been validated with both transient cycle data and steady state measurement points.
In the test benches, the performance is very good, with a few exceptions.

The difficulties with finding a proper model for the cooling air mass flow rate im-
pacted the precision of the heat exchanger stack model, but disregarding that, the
stack model behaves as expected and the simulation values lies within ten percent
of the actual values at most simulations.

The entire cycle model is able to be simulated and yields acceptable results, re-
garding the requests from MAN. A point in which the model is lacking is the flow
distribution. However, it closely resembles that of the GT simulations, on which the
model parametrization was based. The simulation performance is stable, with low
simulation time, especially when using the variable step solver CVODE. It is, how-
ever, also faster than real time using both the explicit and implicit Euler algorithms,
with explicit being the faster one, at the cost of a smaller step size.

Fixed step solver compatibility opens up the possibility for real time applications
and HIL-simulations. The exported Simulink steady state model runs fine on the
dSpace hardware, and as such a major objective for the project was met.
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6.2 Future work

The cycle model lays a foundation for future projects and refinements, a few of
which will be listed here.

Improving the air mass flow rate model could have a big impact on the simulation re-
sults, especially for the stack model. This could be achieved by actual measurement
of the air flow at the engine test bench, or by more accurately modeling the pressure
drops occurring in the air flow path. Perhaps utilizing Modelon’s Heat Exchanger
Library, which contains stack models which can be parametrized and simulated us-
ing pressure boundaries, is a possibility. The heat exchanger library also contains
finer discretization of the heat exchanger models, and using them may as well lead
to better results. However, one must take notice that complex models require more
computational power.

Looking at the entire cycle model, it can definitely be improved, either by looking
closely at the components and investigate whether they could be simplified, or if
they need more complex models to properly capture their dynamics. A starting point
could be by modifying the pressure drop components and trying to achieve a flow
rate distribution as close to reality as possible.

Currently, the heat flow rate from the internal combustion engine to the liquid cool-
ing system is not modeled, and neither is the heat transfer in the oil cooler and the
retarder. Modeling these heat transfer components properly will remove the need for
imposing temperature boundary conditions, which would bring the model closer to
the goal of being a true closed circuit model for the coolant.

The HIL simulation and interface is not fully developed. After solving the compil-
ing issue, the development may be continued and finished. With functioning HIL
models it is possible to integrate the model with other models of the power train to
create a unified model of the truck engine systems.

The steady state simulations with dSpace worked well and gave results comparable
to the Dymola results. However, it was not tested with the transient cycle and it is
possible that the results may not be as good in that case. Continuing the development
of the dSpace model and simulating the transient cycle may provide insight in what
needs to be done.
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