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Abstract

Introduction There are major limitations in the current methods for screen-
ing and diagnosis of prostate cancer. In this project, the implementation of
new tests has been researched. The assessed tests in the screening phase
are the 4Kscore®, Prostate Health Index (PHI), Magnetic Resonance Imag-
ing (MRI) and Prostarix. The assessed tests for use after a negative biopsy
are Prostate Cancer gen 3 (PCA3), ConfirmMDx, Prostate Core Mitomic
Test (PCMT), PHI and the 4Kscore®. The aim was to evaluate the cost-
effectiveness of introducing these tests compared to the current use of Tran-
srectal Ultrasound-Guided Biopsies (TRUSGB) or MRI-Guided Biopsies
(MRGB).

Methodology A systematic literature review was conducted to collect all
available clinical utility studies regarding the tests. Markov models were de-
veloped based on a previously published TRUSGB model to estimate Quality-
Adjusted Life Years (QALY) gained and costs for the tests over 5, 10, 15 and
20 years.

Results The resulting models were for 4Kscore®, PHI, PCA3 and Confir-
mMDx. Compared to the current method 4Kscore® and PHI showed better
results while ConfirmMDx and PCA3 were equal. Only 4Kscore® showed
better potential than the MRGB method.

Conclusion Compared to the TRUSGB and MRGB methods, imple-
mentation of the
4Kscore® test was the dominating strategy. More clinical utility studies are
needed to confirm the results.

Keywords: Prostate Cancer; Cost-Effectiveness; Screening; Clinical Util-
ity; Markov modeling; Biopsy; TreeAge
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Acronyms

ADT Androgen Deprivation Therapy.

AS Active Surveillance.

cPSA complexed Prostate Specific Antigen.

CRPC Castration-Resistant Prostate Cancer.

DRE Digital Rectal Exam.

EBRT External Beam Radiation Therapy.

ERSPC European Randomized Study of Screening for Prostate Cancer.

FDA U. S. Food and Drug Administration.

fPSA free Prostate Specific Antigen.

FU Follow Up.

hK2 human Kallikrein-2.

IMRT Intensity-Modulated Radiation Therapy.

MRGB Magnetic Resonance imaging-Guided Biopsy.

MRI Magnetic Resonance Imaging.

MUHC McGill University Health Centre.

PCA3 Prostate Cancer gen 3.

PCMT Prostate Core Mitomic Test.

PHI Prostate Health Index.

v



vi Acronyms

PLCO Prostate, Lung, Colorectal, and Ovarian Cancer screening trial.

PSA Prostate Specific Antigen.

QALY Quality-Adjusted Life Years.

RP Radical Prostatectomy.

RT-PCR Reverse Transcription Polymerase Chain Reaction.

TRUSGB Transrectal Ultrasound-Guided Biopsy.

USPSTF United States Preventive Services Task Force.
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1 Introduction

1.1 Background

Prostate cancer is one of the most commonly diagnosed cancers in men today,
with approximately one in seven American men being diagnosed in their
lifetime [1]. Although it is a very common disease, the mortality is low,
with a death rate of 16% among diagnosed men [2, p. 2771]. Because of the
aging population today and the fact that the average age of diagnosis is 67
years [2, p. 2763], the occurrence of prostate cancer will most likely continue
to rise [2, p. 2771]. In the future this can lead to the disease becoming a
bigger health concern in society than it is today.

Prostate cancer usually progresses slowly and due to the high average
age of the patients, many die from other causes before symptoms appear.
Early stages of prostate cancer rarely cause any symptoms and usually the
symptoms do not appear until the cancer has advanced and spread to other
parts of the body (metastasized) [2, p. 2763]. A high proportion of the
patients would never have discovered the disease if it had not been detected
during screening [2, p. 2763]. In these cases, the benefits with treatment
might not outweigh the cost and potential complications. This is the case
especially among older men for whom treatment is associated with minimal
benefit and a higher risk. Due to the high average age at diagnosis, many
patients would probably have had a higher quality of life without treatment,
and can thus be considered as overdiagnosed and overtreated if treated [2,
p. 2763].

If the cancers are found early, there is a greater chance to cure the disease.
The patients may also avoid aggressive treatments and potential suffering.
Some tumors are aggressive, spread outside the prostate and cause discomfort
and eventually death. These are the cancer cases that need to be identified
and treated as early as possible.

Prostate Specific Antigen (PSA) is an antigen that has been used in
screening for prostate cancer since the end of the twentieth century [2, p. 2560].
The screening method has led to increased early-stage cancer detection but
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2 Introduction

as mentioned before, this can lead to overdiagnosis and overtreatment. An-
other problem with PSA screening is that the marker is prostate specific, not
prostate cancer specific [3]. An increased PSA value can be due to other,
benign, prostate conditions that are hard to distinguish from cancer.

In 2012, United States Preventive Services Task Force (USPSTF) stated
that the benefits of PSA-based screening for prostate cancer do not outweigh
the harms of prostate biopsy for any men. This statement was based on two
randomized controlled trials published in 2009 that questioned the utility
of PSA in screening. The Prostate, Lung, Colorectal, and Ovarian Cancer
screening trial (PLCO) found no difference in the rate of death from prostate
cancer between men included and excluded in PSA screening [4]. In the
European Randomized Study of Screening for Prostate Cancer (ERSPC) the
result was a significant decline in death from prostate cancer in the screening
group, but over 1400 men needed to be screened in order to prevent one
death [4]. Due to this controversy, more studies are needed to prove the
utility of screening for prostate cancer. Also, new tests that have a potential
to improve the screening process need to be researched.

The low specificity of existing tests and the fear of missing significant
prostate cancer results in a high proportion of biopsies that are considered as
unnecessary. Physicians are often presented with the dilemma that patients
undergo several negative biopsies but still have an increased PSA value or
other suspicions of prostate cancer. Prostate biopsies may cause pain, dis-
comfort, anxiety or other complications that are related to costs to the health
care system. Therefore, it is important to minimize the number of unneces-
sary biopsies without compromising on the specificity.

An increasing number of options are available in the health care and due
to the nature of the consequences, decisions are difficult to make. There is
not only a question of curing the disease, but also to improve the condition or
increase the quality of life. This progress has helped a lot of people but it also
makes the decision making complex for clinicians. The human capacity to
handle complex problems is limited and it is difficult to focus on many aspects
at once. New more reliable tests could help the clinicians in deciding what
patients are in risk of prostate cancer and to stratify them into risk groups.
Modeling the disease can give results depending on many variables and il-
lustrate the theoretical utility of introducing new tests [5]. There is a need
for more research and new tests that can improve the screening process to
reduce over-diagnosis and unnecessary biopsies. The research on new screen-
ing methods for prostate cancer is limited and proof of cost-effectiveness is
needed.

One study has been previously performed and published by a team at the
Research Institute of the McGill University Health Centre (MUHC) to inves-
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tigate the cost-effectiveness of Magnetic Resonance imaging-Guided Biopsy
(MRGB) compared to the conventional method with Transrectal Ultrasound-
Guided Biopsy (TRUSGB) [6]. This study has been the base of the work in
this project and is hereafter referred to as the previous study.

This project was a part of a bigger study that was performed by a local
team at the Research Institute of the MUHC under supervision of Dr. Alice
Dragomir. Some work was performed in collaboration with the local team,
consisting of Ghadeer Olleik, Abdel Tarifi, Halima Lahcene, Sara Nazha,
Jason Hu and Noemie Provost. This is described in detailed in the report.

1.2 Objectives

The specific objectives of this project were to:

• Conduct a systematic literature review to collect all available clinical
utility studies of high quality regarding new tests in the screening phase
or the phase after a negative biopsy in prostate cancer. Evaluate in-
terventions or management strategies with highest evidence of clinical
outcomes that are most likely to be adopted in clinical practice.

• Develop predictive Markov models covering evolution and management
of prostate cancer for the identified strategies from screening and diag-
nosis until end-of-life.

• Estimate the cost-effectiveness of the identified strategies and evaluate
them in comparison to the results from the Markov modelling from the
previous study.

1.3 Limitations

• Only articles written in English or French were evaluated.

• Conference abstracts were not assessed.

• Relevant articles might have been missed. A systematic literature re-
view includes all available studies on a subject. This was the goal in
this project but it is impossible to know if some important articles were
missed due to the limited number of databases that were researched or
the search terms that were chosen.

• The total time of the project limited the time spent on the systematic
literature review and modeling.
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1.4 Division of work

All work was discussed and reviewed continuously by the authors. However,
E. Bonnevier was responsible for researching the screening tests while E. Pale-
nius was responsible for the tests performed after a negative biopsy. This was
the case both during the systematic review and modeling. During the final
phase of the project, E. Palenius focused mostly on the medical background
in the report while E. Bonnevier was responsible for analyzing the results
from the model. Both authors contributed equally to all parts of the project.

The work done in collaboration with members of the local team is pre-
sented and described in detail in the methodology section.

1.5 Structure of this report

This report is divided into 6 chapters. The first chapter gives a introduction
to the issues regarding screening for prostate cancer and decision making in
clinical practice. This chapter also includes the objectives of this project
presented along with limitations and the division of work.

Chapter two includes the theory behind the project. It includes theory
about prostate cancer, current practice in the health care, the new evaluated
methods along with theory about the systematic literature review and health
economical modeling.

The third chapter describes how the project was performed. The method-
ology of the systematic literature review and the modeling is presented in
detail.

The results are presented in chapter four and discussed in chapter five
along with discussions about the methodology, sustainability and ethical as-
pects as well as future work. The final chapter presents the conclusions from
the project.



2 Theory

2.1 The prostate and prostate cancer

The prostate is a gland in men producing fluid that carries semen during
ejaculation. It is normally the size of a walnut and is located under the
bladder, in front of the rectum, and surrounds the urethra [7].

Normal cell growth in the prostate is controlled by male hormones. The
prostate grows rapidly during puberty and keeps growing continuously until
middle age. In the early middle age, the risk of rapid enlargement of the
prostate is increased [8]. Disturbed balance between cell growth and cell
death, leading to uncontrolled cell growth, can be a sign of cancer. Groups
of cells might then form tumours which will either grow locally or metastasize
to other organs. Prostate cancer often grows without symptoms and 80% of
all cases are detected during routine medical checkups. If the disease is
diagnosed in its early stages, it is often curable while symptoms can be eased
and life be prolonged if the disease is more advanced [7]. Cancer that is not
found in its early stages may become a locally advanced or metastatic prostate
cancer. Common symptoms of these stages include bone pain, pathological
fractures, anemia and leg swelling [2, p. 2763]. An illustration of a cancerous
prostate and its location in the body can be seen in Figure 2.1.

Prostate cancer is one of the most common malignancies worldwide. The
diagnosis is more common among older men and only 2% of the diagnoses are
in men younger than 50 years old [2, p. 2706]. The knowledge in risk factors
is limited but the disease is associated with high age and a family history
of prostate cancer [7]. There are also geographical and ethnical variations
in the prostate cancer incidence [2, p. 2708]. The lowest yearly incidence
rates are seen in Asia and the highest in Scandinavia and North America,
especially among African-American men. The rates differ more than 100-fold
between countries with low and high incidence rates. These differences are
not only in the incidence of the disease, but also in disease-specific mortal-
ity [2, p. 2706]. Although the differences are confirmed in several studies, the
reason is unknown.

5
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Figure 2.1: Location of the prostate, under the bladder in front of the rectum,
in a patient with prostate cancer [9].

The commonly used categories such as African-American, white and Asian
have social and cultural differences rather than biological ones. The differ-
ences may be due to variations in environment, diet, lifestyle and attitudes
toward health care rather than genetic structure. Access to and quality of
health care, accuracy of the cancer registries and the use of PSA screening
also varies highly and affects the statistics of the disease [2, p. 2705]. The
differences might also be connected to knowledge about the disease. For
example, the reason for the higher incidence might be that men with a diag-
nosed relative are more likely to seek prostate cancer screening.

2.2 Current practice

There are three main clinically available methods today to diagnose prostate
cancer: the Digital Rectal Exam (DRE), PSA blood test and prostate biop-
sies [7, p. 30]. DRE and prostate biopsies have been in use for a long time
while PSA was introduced in the 1990s, with a controversial effect on inci-
dence and mortality rates [2, p. 2735]. DRE and PSA are simple examinations
that indicate a risk for prostate cancer, but a biopsy needs to be performed to
determine the diagnosis. To grade the aggressiveness of an eventual cancer,
the Gleason grading system is the most common method in use today.



2.2 Current practice 7

2.2.1 Digital Rectal Examination

Before using PSA, DRE was the only method for early detection of prostate
cancer, but today they are often used in combination [2, p. 2764]. The
exam consists of a doctor palpating the prostate to detect abnormalities by
inserting a gloved finger into the patients rectum.

The exam is limited since it is not possible to reach the whole prostate and
a substantial proportion of early cancers are missed [2, p. 2764]. The exam
has a lack of reproducibility and thus it often overestimates or underestimates
the extent of the disease [2, p. 2768]. But since tumours often develop close
to the rectum, many abnormalities can be detected and it is an important
basic exam [7].

2.2.2 Prostate Biopsy

Today, the PSA test result and a DRE are used in the decision making process
to determine if patients are in need of a biopsy or not.

The location of the prostate, in front of the rectum, is ideal for transrectal
biopsies and imaging. The most commonly used biopsy is the TRUSGB
where an ultrasound probe is inserted into the rectum to create images of
the prostate tissue and guidance in the decision of the exact placement of
the biopsy [2, p. 2737], see Figure 2.2. During a TRUSGB, a number of
samples are taken from the prostate. The cores are analyzed in microscope
by a physician to determine presence of cancerous tissue and determine the
aggressiveness of the cancer. If cancerous cells are found it is counted as a
positive biopsy and otherwise a negative biopsy. Another biopsy method in
use today is MRGB, where the placement of the tumour is determined with
another common imaging technique, Magnetic Resonance Imaging (MRI).

TRUSGB is the most common way of diagnosing prostate cancer today
but the method has several limitations [2, p. 2737]. A high proportion of the
results are false-negative, mainly because only small parts of the prostate are
tested in every biopsy. If the initial biopsy is negative or indeterminate, there
is often still a suspicion of prostate cancer. In this case additional biopsies
can be performed, but there is no guarantee that these will catch the eventual
cancer either. A positive result on the biopsy can also be misleading because
of the chance that it is just a small, low risk cancer that does not affect the
patient and does not need any treatment. The diagnosis of this cancer may
cause anxiety for the patient, in addition to the complications after a biopsy
such as pain and bleeding.
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Figure 2.2: Transrectal Ultrasound-Guided Biopsy of a cancerous
prostate [10].

2.2.3 The Gleason Grading system

There are several available methods to grade the aggressiveness of prostate
cancer tumours after a positive biopsy, but the most widely accepted is the
Gleason grading system. It was first tested in the middle of the twentieth
century by an American pathologist named Dr. Donald F. Gleason together
with members of the Veterans Administration Cooperative Urological Re-
search Group (VACURG) and it is the most frequently used method for
grading prostate cancer tumours worldwide [11]. The Gleason grading sys-
tem is based on the histological pattern of the cancer cells in biopsy tissue
samples. The growth patterns were divided into five grades by Dr. Gleason,
as illustrated in Figure 2.3.

The Gleason score is obtained by adding the grades of the two most com-
mon growth patterns in the tissue sample from the performed biopsy. If a
tumour only consists of one growth pattern, the primary and secondary pat-
terns are given the same grade. The score can range from 2 to 10 where
a higher score corresponds to more differentiated cells which in many cases
implicates a more aggressive cancer. In this project, low risk cancers are
defined as Gleason score 2–6 while cancers of grade 7–10 are of intermedi-
ate/high risk. This stratification is used since it was defined in the previously
performed study and since it was the most commonly used in the articles in
the systematic literature review.
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Figure 2.3: Cancer cell growth patterns sorted into the five Gleason
grades [11].

2.2.4 Prostate Specific Antigen

PSA is measured in a blood test that can aid clinicians in their decision to
perform a biopsy. It is a glycoprotein in the human kallikrein family that
is produced by the prostate cells [8]. It is mainly found in the epithelial
cells of the prostate and has been used as a marker for prostate cancer since
1988 [2, p. 2560].

PSA is normally present in low concentration in sera, both in unbound
form and bound to proteins such as the antiproteases ACT and macroglobu-
lin [2, p. 2751]. High levels of PSA can be detected in the blood if the prostate
tissue is cancerous but not all men with prostate cancer have elevated PSA
levels. The elevations can also be due to other prostate conditions, such as
noncancerous (benign) prostate enlargement [7]. PSA levels also vary with
age, race and prostate volume. It has been shown that not only the present
risk but also the future risk of prostate cancer and the chance of finding
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the disease on a biopsy increases with the PSA level [2, p. 2764]. In ad-
dition, the PSA level can increase after manipulations such as biopsies and
DRE [2, p. 2752]. Since the PSA test is organ specific, not cancer specific,
there is an overlap in concentration between benign and malignant disease.
This makes the test very unspecific, but it can indicate a probability of having
prostate cancer.

Even though PSA levels often rise in men with prostate cancer or other
prostate diseases, prostate cancer cells normally produce less rather than
more PSA than other cells. The elevated concentrations are probably due to
cancer progression and destabilization of the prostate histological structure.
The loss of barriers within the gland probably leads to PSA leaking into the
circulation [2, p. 2751].

The PSA value can guide the clinicians in stratifying the patients in risk
groups, but studies have shown that there is no PSA threshold that can rule
out prostate cancer in any age range [2, p. 2740]. Healthy patients aged 50 to
80 years normally have PSA values that range from 1,0 to 4,0 ng/l [2, p. 2561].
Patients with a PSA value over 4 ng/ml are recommended a prostate biopsy
to outrule a diagnosis by most clinicians, but a lot of research is done to
investigate the optimal cut-off further. Patients with PSA values between 4
and 10 ng/ml are often the ones considered as being in the grey zone and
would need to be investigated further with new methods [12], but the result
is not a guarantee.

PSA derivatives

To increase the performance of the PSA measurements, derivatives have been
researched. These include PSA density, PSA velocity and percentage of the
ratio of free to total PSA (%fPSA) [2, p. 2740].

PSA density is calculated by dividing the PSA level with the total prostate
volume. This measurement has shown utility in stratifying between patients
with prostate cancer and benign prostatic hyperplasia and has been associ-
ated with cancer aggressiveness [2, p. 2766]. PSA velocity is the evaluation of
rate of change in PSA. Fluctuations in PSA can occur due to various reasons
but a rising PSA level corrected for the time between measurements has been
connected to prostate cancer [2, p. 2765].

As mentioned earlier, PSA is found in the circulation in small concen-
trations, both complexed and free. New antibodies that are specific to free
Prostate Specific Antigen (fPSA) and complexed Prostate Specific Antigen
(cPSA) have made it possible to measure the different forms and their ratios.
Patients with prostate cancer often have a greater fraction of cPSA and a
lower percentage of fPSA compared to men without the disease [2, p. 2752].
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This has led to the measurement %fPSA, the percentage of the ratio of free
to total PSA. This is particularly useful for men in the diagnostic grey zone,
with total PSA levels between 4 and 10 ng/ml, where total PSA is not helpful
as a stratification tool. Currently, the U. S. Food and Drug Administration
(FDA) has approved %fPSA to aid PSA testing in men with a normal DRE
and small PSA elevations within this diagnostic grey zone [2, p. 2753].

The effect of PSA on incidence and mortality

The recorded incidence of prostate cancer peaked in 1992, a few years after
the introduction of PSA. Both the number of prostate cancer cases and the
mortality of the disease increased rapidly but has declined since then. The
mortality and incidence rates from 1986 to 2013, and an estimation of the
rates from 2013 to 2016, can be seen in Figure 2.4 and 2.5.

One explanation of the increased incidence rate after the introduction of
PSA is the large amount of prostate cancers that were unknown and had not
yet been detected without the use of PSA. The number of diagnoses each
year has decreased again but there is a difference in the aggressiveness of the
cancers that are detected compared to before since a higher proportion of the
less aggressive cancers are now found.

The mortality rate is lower now than before, but the decline in prostate
cancer-related deaths can not only be explained by the use of PSA. In addition
to PSA screening, better biopsy methods and increased public awareness
about prostate cancer has benefited the earlier detection and decrease in
mortality [2, p. 2735].

Figure 2.4: Incidence rate of a number of common cancers in men in Canada,
prostate cancer incidence visualized as a black line [13].
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Figure 2.5: Mortality rate of a number of common cancers in Canada,
prostate cancer mortality visualized as a black line [13].

As mentioned earlier, two randomized trials have assessed the effect of
PSA screening on prostate cancer mortality with controversial results. The
PLCO cancer screening trial reported no difference in prostate cancer mor-
tality after 7 years of follow up between the group that was receiving annual
screening and usual care. On the other hand, the ERSPC reported a re-
duction in the rate of death from prostate cancer by 20% after a median
follow-up of 9 years but after a large amount of biopsies that might have
been unnecessary. They also reported reductions in aggressive cancer cases.
These studies show that prostate cancer has a very low disease-specific mor-
tality and will only impact life expectancy in relatively few men. However,
both trials reported results after a short time considering the long natural
history of prostate cancer and the results might change with time [2, p. 2763].

Introducing PSA mainly affected the number of detected low-grade can-
cers and the mortality effect due to this will take longer time before it affects
the data [2, p. 2704]. Also, the suffering and side effects from screening
and treatment need to be evaluated to conclude the need for better screen-
ing methods. More large scale clinical studies are needed to determine the
effects.

In contrast to the mortality rate, the migration to a higher rate of low
grade cancers can be traced back to PSA [2, p. 2704]. Since the initiation of
PSA screening, the incidence of local disease has increased while the incidence
of metastatic disease has decreased. Many of the low-grade diseases that are
found are in younger men, the incidence of prostate cancer in men 50 to 59
years of age has increased by 50% after the introduction of PSA screening [2,
p. 2771]. Today, approximately 90% of the detected cases are in a clinically
localized stage where the disease is not yet metastatic [2, p. 2771]. This has
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implications on the need for, type of, and complications after therapy which
need to be addressed.

2.2.5 Treatment

Detected prostate cancers are graded with a Gleason score. Depending on
the stratification into low or intermediate/high risk, treatment is decided.
The treatment also depends on criteria such as age and prognosis, since dif-
ferent risks and benefits are associated with every treatment. Available treat-
ments today include Radical Prostatectomy (RP), brachytherapy, Intensity-
Modulated Radiation Therapy (IMRT) and Androgen Deprivation Therapy
(ADT). The goal is to cure the disease, while keeping the costs down and
maintaining a high quality of life for the patient, for example by maintaining
urinary continence and avoiding erectile dysfunction [1].

The most common treatment is RP, where the prostate and some sur-
rounding tissue is surgically removed. It was the first available treatment
for the disease and has been in use for more than 100 years [2, p. 2775].
Brachytherapy is a treatment where a radioactive substances is introduced
into or close to the tumours. This treatment has been in use for many
years but the method has been refined a lot and is therefore increasingly
used [2, p. 2864]. IMRT is a type of External Beam Radiation Therapy
(EBRT) where a large number of radiation beams with varying intensities
are delivered at the cancer tumour [14]. ADT is one of the most effective
treatments for tumours and consists of suppression of testosterone which
causes the cancer cells to shrink or grow more slowly. However, the main
disadvantage of this type of treatment is that it often leads to hormone resis-
tance, Castration-Resistant Prostate Cancer (CRPC), which is an aggressive
and very serious condition which most likely will lead to death [2, p. 2954].

Traditionally, patients with a low risk cancer who have a relatively long
life expectancy are referred to Active Surveillance (AS), which is almost
unique to prostate cancer [2, p. 2772]. AS is a management strategy that
is used to delay or avoid the morbidities associated with treatment. The pa-
tients are monitored closely for any growth or other differences of the tumour
but no active treatment is started until the cancer has progressed enough for
active treatment to be considered. The patients in AS are traditionally ex-
amined with regular PSA measurements, clinical examinations and prostate
biopsies [15]. The risk that has to be considered is that some cancers will
progress during AS from a curable disease to a potentially incurable one.
However, in many studies, only 25 to 50% of patients in AS had any tumor
progression within 5 years and less than 5% of the patients had a disease that
became incurable [2, p. 2772].
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2.3 New testing methods

The implementation of one or several new tests in the screening and diagnosis
of prostate cancer has the potential of reducing the number of performed
unnecessary biopsies. This may increase the cost-effectiveness for the health
care system and the patients from screening until end of life.

A schematic diagram over the whole process from screening to treatment,
can be seen in Figure 2.6 [11]. The numbers 1–4 represent phases that are
currently not in use but where new tests could potentially be introduced to
reduce costs or increase quality of life for the patients. Number 1 represents
the initiation of new tests in the screening phase, number 2 after a positive
biopsy, number 3 after a negative biopsy and number 4 in the treatment
decision. The screening phase, 1, and the phase after a negative biopsy, 3,
are those considered in this project. The biopsy method considered together
with the new tests is TRUSGB.
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Guided Biopsy, TRUSGB = Transrectal Ultrasound-Guided Biopsy, Tx = treatment, RP = Radical Prostatectomy,
RT = Radiation Therapy, AS = Active Surveillance. The numbers 1–4 represent potential phases to introduce new
methods. The phases considered in this project are phase 1 and 3 which are the screening phase and the phase after a
negative biopsy respectively.
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2.3.1 Screening phase

The goal in the initial screening phase is early detection of patients with
significant prostate cancer among a healthy population. The ideal screening
test would detect all patients with significant cancer and exclude all patients
with no risk of having the disease, for example patients with a benign en-
largement of the prostate. A new test in this phase would help the clinicians
to stratify the patients that are in need of a prostate biopsy to diagnose an
eventual cancer.

Four new tests for use in the screening phase have been assessed to in-
vestigate the cost-effectiveness of implementing them in clinical practice:
Prostarix, 4Kscore®, MRI and Prostate Health Index (PHI).

Prostarix

Prostarix is a urine test performed after a DRE. The DRE disturbs the
prostate and releases substances into the urinary tract, which can be mea-
sured in the first catch urine. Several metabolites (sarcosine, alanine, glycine
and glutamate) that have been associated with prostate cancer are measured
from serum samples to generate a risk score through a logistic regression al-
gorithm [12]. The test result correlates with the aggressiveness of the cancer
but is not affected by normal enlargement of the prostate [16].

4Kscore®

The 4Kscore®, also called the four-kallikrein panel, is a value of the risk of
finding aggressive prostate cancer in percent [17]. A kallikrein is a subgroup
of enzymes cleaving protein peptide bonds. The score is calculated by an
algorithm with the value of bio-marker measured from a blood sample com-
bined with other clinical information about the patient such as the patient’s
age, results from prior biopsies and the assessment from a DRE [18]. Four
bio-markers are measured in the blood sample: total PSA, fPSA, intact PSA
and human Kallikrein-2 (hK2) [18]. The active forms of PSA and hK2 are
produced in the prostate and are released in the prostate fluid which is found
in small amounts in the blood [17].

The threshold for when to perform a biopsy after a 4Kscore® test can
be customized for each patient depending on the health state and how risk-
averse the patient is [17]. For example, an old man with low life expectancy
might have a higher threshold for when a biopsy is considered than a younger
healthier man.
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Magnetic Resonance Imaging

MRI is one of the most common imaging methods. It shows the soft tissues in
the human body and metabolic processes by using the interaction of nuclear
spin and an external magnetic field to build images [19]. The non-invasive
method can be used to detect, monitor or measure prostate cancer. Tumors
can be seen in the image due to their high metabolism [20]. If a biopsy is
performed after the scan, less biopsy samples might be needed due to the
knowledge of the tumour and the location of it. This may lead to fewer
complications for the patients and a more reliable diagnosis [6].

Prostate Health Index

The PHI test is blood based, measuring three bio-markers which provide
information about the cause of an elevated PSA [21]. The PHI is obtained
by an algorithm including PSA, fPSA and [-2]proPSA (p2PSA) [21]. The
bio-marker p2PSA is an inactive enzyme and an isoform of PSA which is
correlating with the aggressiveness of the cancer [22].

The test is recommended by FDA to be used in patients aged 50 years
or older with a PSA between 4 and 10 ng/mL. It was approved by FDA
in June 2012 and can be used to indicate a risk of prostate cancer. There
is no specific cut-off approved by FDA but they state that physicians may
recommend biopsy for patients with a PHI result over 55 but not for a patient
with a PHI result under 27 [23].

2.3.2 After a negative biopsy

In current practice, a high proportion of the initial biopsies with negative
results are missed cancers. A biopsy can never provide a guarantee that no
cancer is present in any part of the prostate, even if repeated. Because of
this, many are forced to undergo regular repeat biopsies due to the risk of
having the disease. A new test used after a negative initial biopsy would help
the clinicians to predict the second biopsy result, leading to a better patient
stratification.

Apart from PHI and 4Kscore®, which can be used both in the screening
phase and after a negative biopsy, three more methods have been reviewed:
Prostate Cancer gen 3 (PCA3), Prostate Core Mitomic Test (PCMT) and
ConfirmMDx.



18 Theory

Prostate Cancer gen 3

PCA3 is a prostate-specific gene that is expressed 60 to 100 times more
in prostate cancer cells than in normal cells. The gene is not affected by
normal prostate enlargement or other benign prostate conditions [2, p. 2758].
The test has shown utility in finding even very small cancers within a large
background of normal cells [2, p. 2758].

The PCA3 assay is a urine test performed after a DRE. The score is
calculated by the result from two nucleic acid amplification tests. One test
is used for detection of PCA3 mRNA which is a non-coding RNA expressed
in prostate cancer tissue, the other one for detection of PSA mRNA which
is relatively constant in normal prostate cells [7]. The ratio between PCA3
mRNA and PSA mRNA is the resulting PCA3 score [24].

The PCA3 assay is recommended by FDA to aid in the decision for repeat
biopsy in men 50 years of age or older using a cut-off of 25, where a PCA3
score less than 25 is associated with a decreased likelihood of a positive
repeat biopsy [24]. It is indicated for use on men with one or more previous
negative repeat biopsies who would be recommended a repeat biopsy by a
urologist [25].

Prostate Core Mitomic Test

PCMT is a tissue-based molecular test measuring a deletion of mitochon-
drial DNA. This DNA is circular and consists of approximately 16,500 base
pairs, coding for 37 genes. The test is performed on tissue from a previous
biopsy and Reverse Transcription Polymerase Chain Reaction (RT-PCR) is
used to detect the DNA deletions [26]. The deletions looked for are the re-
moval of a number of mitochondrial-encoded genes required for the electron
transport chain. It appears in and around prostate cancer cells but is absent
in normal tissue, creating a cancerization field effect that can not be seen in
a microscope. When cancer is present, this field effect is extending through
the prostate which makes the test highly specific [27].

ConfirmMDx

ConfirmMDx is a tissue-based genomic test, just as the PCMT. The assay in-
volves Quantitative Methylation Specific Polymerase Chain Reaction (PCR)
detecting the cancerization field based on methylation of DNA, specifically
the cancer associated bio markers GSTP1, APC and RASSF1 [26].
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2.4 Systematic Literature Review

A systematic literature review requires considerably more effort than a tradi-
tional review, where the search is not as extensive. The aim of a systematic
literature review is to identify all available evidence from previous studies
relevant to a particular question. The quality of the studies is assessed and
information is extracted from the studies of acceptable quality that meet the
predetermined inclusion and exclusion criteria of the review [5, p. 221].

Compared to a traditional review, the statistical power in the results and
the ability to study the consistency of results are improved. All studies on
the same topic are combined, the assessment of study quality is standardized
and the data synthesis of studies is more systematic. Furthermore, similar
data collected from several studies show evidence of robustness and transfer-
ability. If the data is not consistent through the studies, this variability can
be investigated and discussed. This is particularly important for the most
sensitive elements in the study [5, pp. 221–222].

The improved statistical power from the systematic review can also be
a disadvantage. The systematic review will detect small effects from the
studies, but also small biases will be reflected in the results. This is one
main reason to carefully assess the quality of every individual study. Using
more than one reviewer can also increase consistency and accuracy of the
assessments [5, pp. 221–222].

The process of a systematic literature review can be divided into five main
steps [5, pp. 221–222]:

1. List questions. It is helpful to start with a table of variables that
are sought for in the review and their corresponding definitions. It is
important to specify the components of the questions before starting
to ensure high quality of the result.

2. Find available studies. The aim in a systematic review is to find
all studies on a question. This is hard to achieve in practice as there
are a high number of published studies available on several databases.
Search algorithms with a smart design can simplify this process.

3. Select and assess studies. The quality of all identified studies should
be assessed with a standardized approach. The conclusions from the
review should be based on high quality data. Presenting the quality
highlights the strength of evidence for any recommendations made.

4. Summarize and synthesize collected data. Relevant data from
selected studies is extracted and summarized.
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5. Validate results. Applicability of the results and conclusions are
validated by examining for example the difference in settings, methods
and results between the studies.

In a systematic review, the objectives of the analyzed studies are impor-
tant. Studies assessing the same intervention might have different aims and
approaches. For example, some research the performance of the test and
other the outcome after introducing a test on the market. In this project,
only clinical utility studies were included.

When introducing new interventions to the market, clinical utility of the
tests often needs to be proven, but there are different definitions of the term.
There is a lack of clarity of how to measure and judge the clinical utility
and there is not a formal definition used by all. The word utility literally
means usefulness, but the question is how to define usefulness and how to
measure it [28]. Clinical utility can include several variables, but mainly
judgments about benefits and drawbacks together with the usefulness of the
intervention [28].

In this project, the clinical utility is assessed as the risks and benefits of
using the tests clinically and the ability of the tests to affect outcomes and
decisions compared to not using them.

2.5 Modeling

Models can be used to predict health economical outcomes and the effect on
people in a certain scenario or after a particular intervention. The scenarios
can for example be the progress of a disease in a population over a specific
time period and outcomes may be costs, mortality or quality of life. A
model can provide a framework for decision making so that analysis can be
made in a systematic way. They simplify complex scenarios to something
manageable and can be visualized and analyzed in computer programs, for
example TreeAge Pro 2017 [29] which is used in this project.

In several studies only a couple of years are covered, especially when
evaluating new interventions. Models can be used to predict future events
and calculate the cost-effectiveness even for novel interventions.

Health economical models are usually developed to evaluate a certain
intervention or scenario over a longer period of time. Calculations are per-
formed to predict the value today of introducing a new intervention. Future
costs have less impact today than in the future, due to the interest rate. The
same applies to health consequences, but is a bit more controversial. The
differences are calculated by adding a discount rate to compute future val-
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ues (FV) of costs and health outcomes in the model [5, p. 272]. The general
equation for calculating the present value (PV) is:

PV =
FV

(1 + r)t
.

where r is the discount rate as and t is the time. The discount rate most
commonly used for cost-effectiveness analyses is 5% (r = 0.05) [5, p. 272].

2.6 Background of health economics

Health care decisions are complex and tools are needed for evaluation of
different options. The choices may have a large impact on costs and quality
of life for patients. Each decision, for example which treatment to use, has
uncertainties and trade-offs that need to be accounted for but the decisions
are often too complex for the human brain to comprehend. The goal is that
the benefits are greater than the disadvantages in every decision [5, p. 3].

The decision makers need guidelines to determine the most beneficial
alternative in each situation. To conduct these guidelines, decision analysis
can be performed by calculating costs and utilities for the alternatives. Some
uncertainties will always be present but by combining uncertainties and trade-
offs the comparison gets more conceivable. The most beneficial option has the
best balance between benefits and risks [5, p. 5]. However, it is not possible
to compare the outcomes and trade-offs straight off.

Calculation tools such as cost-effectiveness analyses can be used to help
the decision makers analyze options. The method compares the costs related
to a certain decision with the health effects. The health effectiveness can be
measured in, for example cured patients, prevented diseases or saved lives.
Other measures for the effect are preference based, for example Quality-
Adjusted Life Years (QALY) gained [5, p. 267].

QALY includes length of life and reflects how an individual values the
quality of life. It represents how limited a patient feels by a certain disease
or disability. QALY is calculated by multiplying the utility value associated
with a certain health state with the number of years lived in it. The util-
ity is measured on a scale from 0 to 1, where 0 is death and 1 is perfect
health. It can be measured by utility derivations such as time trade-offs or
by physiological scaling where patients rate their own health. Time trade-offs
show how many years of life a person with a certain condition would trade
for perfect health. Utility based measures are the most commonly used in
QALY calculations, since there is no proof that the numerical values from
physiological scaling would represent the actual preferences [5, pp. 97–104].
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After calculating cost and effectiveness for each alternative the measure-
ments can be compared. The assessed options are compared to a base case
which is selected from the beginning. Options with higher cost and lower
effectiveness than the base case are dominated and can be excluded while
the dominating options can be evaluated further.

2.6.1 Types of health economical models

Several types of models are used in health economics, but the most common
ones are decision trees and Markov models. A decision tree is a simple way
to model a decision problem. It structures the alternatives and gives a visual
representation of all possible options and the consequences that may follow [5,
p. 80]. The model begins with one branch which divides in case of events
such as disease progression, as in Figure 2.7. A probability is assigned to
every option, as can be seen in the example in Figure 2.8. The model is
visually intuitive but has limitations. It can not reflect scenarios that are time
dependent or handle repeated events which usually are optimal for health
economic scenarios [30].

When developing decision models, nodes are used to visualize transitions
between the events and states. The nodes used in the model in this project
are the following, which can also be seen in Figure 2.7:

• Chance Nodes. Represent possible outcomes of an event based on
probabilities.

• Terminal Nodes. Located at the end of each branch, terminating
every cycle. In combination with the terminal node, the state in which
the individuals will begin the next cycle is presented.

• Decision Nodes. Represent a decision made by a decision maker, for
example a clinician. Only one of the available actions can be chosen
and the outcome only depends on the decision, not probabilities. The
different decisions are compared when running the model.

• Markov Nodes. Mark the start of a Markov cycle tree. All Markov
states originate from this node, as well as the modeled patients at the
start of every cycle.

A decision tree does not have the capacity to model events that are oc-
curring and recurring over a period of time, when risk over time is involved or
when the timing of events is important without making unrealistic assump-
tions [31]. In that case, Markov models are a better alternative. The events
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Figure 2.7: Visualization of the nodes in the TreeAge model [29].

Figure 2.8: Simple example of a decision tree where a patient is well and
proceeds to staying well, getting sick or dying.

in Markov models are modeled as transitions between health states and the
model takes into consideration events from previous cycles [5, p. 305]. The
model is run for a predetermined time horizon. Ideally, it is run until all
patients are in the dead state but usually over a set of time spans such as 5,
10 or 20 years. The time horizon is divided into equal time periods where
one period is called a cycle [5, pp. 307–309]. The length of the cycles is
determined by the data in the model and depends on the modeled scenario,
but a common cycle length is one year.

The Markov model can be visualized as a state transition diagram where
the health states are represented by circles. Arrows show possible transitions
between the health states [5, p. 305], as in the example in Figure 2.9. Patients
will always be in one of the health states, which are assigned with a specific
utility [31]. The incremental utility of every patient depends on the states
the patient has been in and the time spent in them [31].

Each transition between the states depends on events. The events are
visualized in Markov-cycle trees, as in Figure 2.10, which have visual simi-
larities with decision trees but can be run in cycles [31]. Each cycle begins at
the Markov node and the group of patient pass through the tree, from this
node to a terminal node, in each cycle [5, p. 329]. In the following cycle the
population starts from the Markov node again. The population is divided



24 Theory

 

 

 

  

 

  

Well 

Dead 

Sick 

Figure 2.9: Example of a simple state transition diagram, with the health
states Well, Sick and Dead.

into the states depending on which state they ended previous cycle in. Some
states allow the patients to remain over several cycles while other states are
temporary and thus have transitions to other states but not to itself. This
can be useful for example in situations when there is a one time cost, such
as performance of an intervention [5, pp. 323–324].

2.6.2 Evaluation of health economical models

There are three basic methods to evaluate a Markov model: the fundamental
matrix solution, cohort simulation and Monte Carlo simulations [5, pp. 311–
312]. In this project, Monte Carlo simulations were used for evaluation. In
a Monte Carlo simulation, an amount of individual patients are simulated to
pass through the Markov model. The starting point of the patients needs to
be set initially, after that they will proceed from cycle to cycle based on the
transition probabilities. The patients take different paths through the model
until they reach terminal nodes, and depending on that begin the next cycle
in a certain state [5, p. 320].

The models normally contain an absorbing state, such as death, and
the simulation is run until all of the patients have reached this or for a
predetermined number of cycles. The definition of an absorbing state is that
the patients will remain in that state for all following cycles after entering
it, there are no possible transitions from the state except back to itself. The
number of cycles spent in every state is finally recorded for every patient [5,
p. 326].

One benefit with the Monte Carlo simulation is that the variation around
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Figure 2.10: Example of a Markov model, with the health states Well, Sick
and Dead. The variables under the branches are transition probabilities to
every branch and it can be seen that all patients begin in the Well state in
the first cycle.

the mean can be obtained since the simulation yields data for every individual
patient. Another benefit is that the probabilities can be defined as functions
that depend on data of previous events, such as the order that the events
happened in or the time between the events. To keep track of previous
events, variables can be assigned to the patients depending on the states
they pass through in a cycle. The variables are reset for every patient and
are in this context called tracker variables [5, pp. 320–323].

Monte Carlo microsimulations

The type of Monte Carlo simulations used in this project were Monte Carlo
microsimulations, simulating one individual at a time [5, p. 345]. Attributes
can then be assigned to the individuals instead of modeling them as states [30].
In this way it is possible to follow every individual in the model and track
each patient’s disease history [5, p. 347].

The Monte Carlo microsimulation tracks the individual until a specific
termination criteria. A disadvantage is that it can be very time consuming
since every data point needs one simulation and usually simulations for a
large number of individuals are needed to get reliable results [30].
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2.7 Sensitivity Analysis

The collected data used in the model is sometimes established in literature,
but in other cases the numbers are not as definite. A model is a simplification
of the reality and assumptions need to be made to reduce the complexity.
Every assumption introduces uncertainties to the model.

To understand the impact of changes in these numbers and assumptions a
sensitivity analysis can be performed [5, pp. 239–241]. This is done by varying
uncertain variables in all reasonable ranges to understand the effect on the
results. If a small change of the values gives a big change in the results, it
implies that the precise values of these variables need to be researched further.
If the result is not sensitive to changes of the variables, the precise values
of the parameters are irrelevant [32]. The variables that can be analyzed
include the time horizon, transition probabilities, costs and utilities for the
various states [5, p. 334].

A sensitivity analysis can be deterministic or probabilistic. In a deter-
ministic sensitivity analysis, the variables are altered one at a time. The
probabilistic analysis includes second order uncertainties by varying several
variables together [32].
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3.1 Systematic Literature Review

A systematic literature review was conducted to assess new tests that could
be used clinically in the initial screening phase or the diagnostic phase, after a
negative biopsy, of prostate cancer. The review was performed to systemati-
cally go through a larger number of articles and extract as much relevant data
as possible. The researched screening tests include MRI, PHI, 4Kscore® and
Prostarix. The researched tests for use after a negative biopsy were PHI,
4Kscore®, ConfirmMDx, PCA3 and PCMT. These tests were considered as
the methods with highest evidence of clinical outcomes which are most likely
to be adopted in clinical practice.

The systematic literature review was performed in collaboration with G.
Olleik and A. Tarifi. All the steps of the review were performed by two
different persons separately to eliminate errors and biases in the final results.
The phases were divided, E. Bonnevier was responsible for phase 1 and E.
Palenius for phase 3. Phase 2 and 4 were assessed by other students in the
local team but not as a part of this project. The work in the systematic
literature review was continuously co-assessed by G. Olleik and differences
were discussed before making final decisions in every step to ensure high
quality. The purpose of discussing the articles was to ensure quality, learn
from each other and to speed up the process. The systematic literature
review was organized by the local team in a predetermined number of stages:
selection of studies, data extraction, assessment of quality and data synthesis.

The review allowed evaluation of all available studies on the subject to
identify information about the clinical utility of the tests. The studies were
extracted from the databases Cochrane [Wiley], Embase [Ovid], Medline
[Ovid] and Web of Science [Thomson Reuters] with help from Ibtisam Mah-
moud and Elena Guadagno, who are librarians at the MUHC medical library.
All articles were managed in the reference managing software Endnote [33].

The desired outcome from the systematic literature review was informa-
tion that could be converted into numbers to use in the models. Specifically,
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researched numbers included measures of the proportion of patients with a
change in decision to perform a first or repeat biopsy due to the new tests
and the implications of this in following cycles. The number of unnecessary
prostate biopsies and missed cancer diagnoses after introduction of the tests
as well as the direct cost in the Quebec health care system perspective for
every test was sought for.

3.1.1 Selection of studies

To ensure consistency for all researched tests, inclusion and exclusion crite-
ria were formulated based on the desired outcome. The criteria were used in
every step of the systematic review. Tests with no included articles to assess
were excluded. The inclusion and exclusion criteria were:

Inclusion criteria:

• Studies related to screening, diagnosis or treatment of Prostate Cancer

• Studies related to the assessment of the test

• Clinical utility studies regarding the test

Exclusion criteria:

• Conference abstracts

• Unrelated articles

• Untraceable articles

• Commentaries

During the initial phase of the review, titles and abstracts of all articles
were screened to quickly exclude irrelevant studies. The articles that were
included after this step were screened in full text before proceeding to data
extraction with all relevant included articles.

3.1.2 Data extraction

A data extraction form was formulated with the local team to ensure consis-
tency and precision in the data extraction. The form was based on a data
extraction template from a study by S. Sommariva et al. [34]. It includes
questions on the study characteristics, number of participants, outcomes mea-
sured, what phase the test was performed in, risk for bias, funding resources
and extracted results. The resulting form can be seen in Appendix A.
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The included articles were assessed in detail and the relevant data was
manually extracted into the data extraction form. Quantitative numbers that
were relevant for this project were extracted and recalculated when needed,
for example into probabilities when given as rates.

3.1.3 Quality assessment

A quality assessment form was created in collaboration with the local team
to assess the quality of the studies, based on a score from 0 to 2 on a number
of criteria. The quality assessment form was created based on the Rector
et al. checklist [35] and includes factors such as bias, financial interests and
study design. The resulting form can be seen in Appendix B.

Each criteria was scored from 0 to 2, or set to Not Applicable (N/A), for
every article. A final score was calculated as the percentage of the total score,
excluding the questions set to N/A. The articles were categorized in excellent
quality (score >0.75), good quality (score 0.50–0.75) or poor quality (score
<0.50). The quality was assessed to ensure high quality in the studies used
for data extraction. An article with high quality ideally has no biases, clear
descriptions of what was done and close resemblance to clinical practice.

3.1.4 Data synthesis

When the data extraction and quality assessment was performed and dis-
cussed for every article, the relevant results were inserted into an excel data
sheet. This was done to get an overview of the available data from all studies
in every test. The data was compared between the studies to research if the
results were coherent. By creating one data extraction excel sheet for every
test, it was possible to compare the amount of extracted relevant data and
the number of relevant references. If the variations in the extracted data
were large or if there was too little available data in this step, the test was
excluded. These tests were not modeled due to the large uncertainties.

A set of data points was chosen for the modeling of each included test.
The data was selected from the studies with the highest rated quality that
included relevant data. The articles were set as the primary references. When
applicable, a confirmatory reference was also chosen to confirm the data. The
selected values were set as the base case for each test, which was later altered
and evaluated in a sensitivity analysis.

The costs for the new assessed tests were not found during the systematic
literature review. Therefore, a small review was conducted and the companies
developing the tests were contacted.
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3.2 Modeling

An existing Markov model previously created and published by members
from a team at the Research Institute of the MUHC [6] was reviewed in the
initial phase of the project to get an overview of the project and the work
that was previously done. In the previous study, the cost-effectiveness of the
current practice using biopsy with ultrasound, TRUSGB, was modeled as
well as the implementation of MRI in combination with MRGB. The results
from the previous study were used to compare with the results for the new
tests. The developed models were based on the structure of the existing
model for comparability.

The existing TRUSGB model from the previous study can be seen in Ap-
pendix E [6]. In that model, current practice was modeled from the screening
phase due to elevated risk for prostate cancer until the end of the patient’s
life. The patients were initially stratified according to the initial biopsy re-
sult and were either diagnosed with prostate cancer or referred to Follow Up
(FU) where the patients are continuously examined with regular biopsies and
other examinations. The patients were then followed through diagnoses and
treatments and the incremental costs and effectivenesses were recorded. A
summary of the results from this previous study are presented in Appendix G
and H.

3.2.1 Development of Markov model

The TRUSGB model from [6] was modified to fit the phases studied in this
project. The goal was to make similar assumptions in the new models as
in the previous model to be able to compare the results. One model was
created for each evaluated test. Only the tests with enough resulting data
from the systematic literature review were modeled. The variables depending
on the initiation of the new tests were altered and remaining values was used
from the previous model. The models were built in the modeling software
TreeAge Pro 2017 as Markov cycle trees. Markov modeling was chosen due
to comparability to the previous models, as well as their usefulness in health
care scenarios.

The extracted data from the literature review was inserted into the mod-
els. In cases where variables were not extracted during the systematic liter-
ature review, values from the previous study were used. In applicable cases,
these variables were researched in the sensitivity analysis. All utilities used in
the model were also extracted from [6] and similarly assessed in the sensitivity
analysis.
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Screening model

A base model for the screening tests was developed based on the previous
model. The modeled population was men referred to an initial biopsy in
the screening process. Screening tests could make a second stratification for
these patients and thus reduce the number of unnecessary biopsies.

In the previous model, the initial stratification of patients depended on
the result of the initial biopsy. The main change in the screening model was
the addition of a screening test instead of going straight to biopsy. In the
developed screening model, the patients were stratified into initial biopsy in
case of a positive test result or to FU in case of a negative test result. The
patients with a negative biopsy result were also referred to FU while the
others proceeded in the model with a prostate cancer diagnosis.

Model after a negative biopsy

A base model for the tests after a negative biopsy was developed. One state
was added in the TreeAge model, for patients performing a repeat biopsy. In
the previous model, all patients with a negative initial biopsy were referred
to FU where the eventual repeat biopsies took place.

In the model created in this project, the patients with a negative initial
biopsy were first stratified depending on their need for an immediate repeat
biopsy. In the repeat biopsy state, the new test is performed before another
stratification is made according to the test result. The patients with a neg-
ative test result or a negative second biopsy then go to FU while a number
of patients get a positive biopsy and therefore start the next cycle in the
Positive Biopsy state.

3.2.2 Evaluation of Markov model

The models were run separately in TreeAge using Monte Carlo microsimula-
tions for 10,000 individual patients. Each model was run 100 separate times
and the mean cost and QALY was registered. All analyses were performed
for 5, 10, 15 and 20 year time frames to be able to compare the differences
in cost and QALY between the tests in different periods of time.

To determine the dominating strategy, the confidence intervals of the
costs and QALY for every test were compared to the results for TRUSGB
and MRGB from the previous study. If the costs were lower and the QALY
were higher the strategy were considered as dominant.
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3.3 Sensitivity analysis

A deterministic sensitivity analysis was performed, where one value was
changed at a time in predetermined ranges to determine the impact on the
results. The analysis was conducted in TreeAge by running the models with
the chosen values. The model was run for 10000 individuals and each model
was run 10 times.

The sensitivity analysis was performed to evaluate the data in the models
and compare different scenarios. Data was collected from studies with good
quality that had confirmatory references but there are uncertainties. For
example, costs change and are not equivalent in different countries. Also, the
studies have limitations which incorporate uncertainties in the data. There
might be bias in the results or assumptions that were made in the study
design. The collected data was reviewed to identify the main uncertainties.
The data was classified as uncertain in case of few references or if the values
differed considerably between the sources.

The same values that were altered in the sensitivity analysis in the pre-
vious study were included in the analysis for comparison, see Appendix G.
These variables included the discount rate, rate of patients with low risk
prostate cancer referred to AS, probability of recurrence among patients with
intermediate/high risk prostate cancer and utilities for all states. Two AS
rates (40% and 50%) were added in the sensitivity analyses for the new tests
as well as MRGB. Apart from the analyzed utilities in the previous study,
utility 1 for all states was added in all sensitivity analyses.

The FU cost was added to the sensitivity analyses of all tests. In the
TRUSGB model, the patients in FU are expected to undergo biopsies every
3–4 years. After implementation of the new test, there will probably be
fewer repeat biopsies due to a better initial stratification and thus this cost
is expected to decrease. The scenarios of biopsies every fourth or fifth year
are investigated in the sensitivity analysis, as well as every second year as a
comparison. In addition, one repeat biopsy is already modeled in the phase
after a negative biopsy.

Apart from the variables included in the sensitivity analyses for all tests,
a number of additional variables were altered for every test. These values
depended on the available data from the systematic review for each test and
what values had the most uncertainties.
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3.3.1 Screening tests

4Kscore®

Two variables were added in the sensitivity analysis for 4Kscore®. These
were the probability of an initial biopsy after performing the test and the
probability of a positive initial biopsy result.

The reason for including the probability of an initial biopsy is that num-
bers were presented in a wide range. The values that were chosen in the
sensitivity analysis were the lowest (40%, [36]) and highest (63.8%, [37])
numbers presented in the articles compared to 48.7% [38] which was used in
the base case.

The reason for including the probability of a positive biopsy result is that
this number was expected to increase after implementation of the test since
many of the biopsies that would have been negative were not performed.
This was not the case in the studies from the systematic literature review,
and thus it was tested in the sensitivity analysis instead. The values that
were chosen in the analysis were the lowest probability (33%, [37]) presented
in the articles as well as the probability from the previous study (56.5%, [6]).
These were used together with 65% which was a 50% increase compared to
the probability in the base model (43.3% [38]).

PHI

Three variables were added in the sensitivity analysis for PHI: the cost of
the test, the probability of an initial biopsy after performing the test and the
cut-off used by the clinicians to stratify the patients.

The reason for including a variation of the test cost in the analysis is
that the references presented costs with a big variation, probably due to
geographical differences. The cost in the model ($150, [39]) was extracted
from a European source and the chosen values were from an American source
($670, [40]) and a mean of the two ($410).

The probability of an initial biopsy after performing a PHI test was in-
cluded because of the same reason as in the sensitivity analysis for 4Kscore®.
The values were the highest presented value in the articles (84.5%, [41]) as
well as a mean (66.25%) of the highest value and the value for the base case
model (48%, [42]).

In the FU state, two groups of people were combined. These were the
patients that did not get a biopsy because of a negative PHI and the ones
who had a negative initial biopsy. The first group includes men with missed
cancers due to the test and the other group due to the biopsy. The false
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negative rate for the missed cancers after the test was used in the model. The
values that were assessed in the sensitivity analysis were the false negative
rate for biopsy (10.4% [6]) and a mean of this and the false negative rate for
PHI (19.8%).

There is no recommended cut-off for the PHI test, therefore one was
chosen for the base case and the others included in the sensitivity analysis.
41.5 [42] was chosen for the base case since it was presented as the best
combination between sensitivity and specificity. FDA has approved PHI with
a recommendation to not biopsy with a cut-off under 27 definitely biopsy with
a cut-off over 55 [23]. This is a wide range and therefor different cut-offs was
studied. Other cut-offs analyzed were 27.6 [42], 40.3 [41] and 50.9 [41].

3.3.2 Tests after a negative biopsy

PCA3

The additional variable that was analyzed in the sensitivity analysis for PCA3
was the probability of a repeat biopsy after performing the test. The rates
that were assessed in the sensitivity analysis were 37% [43], which is the
corresponding value in the confirmatory reference study, and 60%, which is
20% higher than the chosen base case value (50.4%, [44]). The stratification
of patients to perform a repeat biopsy is the main difference of using the test
and a 20% higher rate was assessed to see the impact on and make sure not
to underestimate the cost.

ConfirmMDx

The variable that was added in the sensitivity analysis for ConfirmMDx was
the test cost. The cost in the model ($4,440, [40]) originated from a source
from the United States, where health care costs are often higher than in
Canada and other parts of the world. The analyzed costs in the sensitivity
analysis were $2,220 [45] as well as a mean of the two costs ($3,330).



4 Results

4.1 Systematic Literature Review

4.1.1 Selection of studies

An overview of the included and excluded articles in every step of the sys-
tematic literature review can be seen in Figure 4.1. In total, 2,060 articles
were initially extracted from the digital databases. The articles were sorted
in folders in Endnote [33], one for every test. 657 of the extracted studies
were in MRI, 533 in PHI, 127 in 4Kscore®, 1 in Prostarix, 4 in Confirm-
MDx, 426 in PCA3 and 312 in PCMT. After removing duplicates they were
reduced to 2,031 studies in total. In this stage 654 were in MRI, 519 in PHI,
126 in 4Kscore®, 1 in Prostarix, 4 in ConfirmMDx, 415 in PCA3 and 312 in
PCMT.

All 2,031 remaining articles were screened for relevant information in title
and abstract and 1,905 articles were excluded. The remaining 126 studies
were kept for full text assessment. Of these 27 were in MRI, 36 in PHI,
20 in 4Kscore®, 0 in Prostarix, 1 in ConfirmMDx, 42 in PCA3 and 0 in
PCMT. 97 articles were excluded while screening the full text articles and
thus 29 articles were included for assessment of quality and data extraction.
Of these 29, 4 were in MRI, 7 in PHI, 10 in 4Kscore®, 0 in Prostarix, 1 in
ConfirmMDx, 7 in PCA3 and 0 in PCMT.

4.1.2 Data extraction and quality assessment

Data was extracted and the quality was assessed using the developed forms in
Appendix A and B. During this step, 1 additional article was excluded from
PHI and 2 from 4Kscore® due to lack of relevant data. Thus, 26 studies were
left for data synthesis as can be seen in the flow chart in Figure 4.1. The
assessed articles are presented in Table 4.1.2 with the calculated resulting
quality score for each article.
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2,060 records identified through database searching 
(For the tests: MRI (n = 657), PHI (n = 533), 4KScore (n = 127), Prostarix (n = 1), 
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2,031 records after duplicates removed 
(MRI (n = 654), PHI (n = 519), 4KScore (n = 126), Prostarix (n = 1), ConfirmMDx (n = 4), 

PCA3 (n = 415), PCMT (n = 312)) 
 

2,031 records screened 
1,905 records excluded, title and 

abstract review 
 

126 Full-text articles assessed for eligibility 
(MRI (n = 27), PHI (n = 36), 4KScore (n = 20), 

Prostarix (n = 0), ConfirmMDx (n = 1), PCA3 (n = 42), 
PCMT (n = 0)) 

 

97 full-text articles excluded 

29 studies included in qualitative synthesis 
(MRI (n = 4), PHI (n = 7), 4KScore (n = 10), Prostarix (n = 0), 

ConfirmMDx (n = 1), PCA3 (n = 7), PCMT (n = 0)) 
 

26 studies included in quantitative synthesis (meta-analysis) 
(MRI (n = 4), PHI (n = 6), 4KScore (n = 8), Prostarix (n = 0), 

ConfirmMDx (n = 1), PCA3 (n = 7), PCMT (n = 0)) 

3 articles excluded, 
no relevant data: 

2 from 4Kscore 
1 from PHI 

Figure 4.1: Flow diagram over the included and excluded articles in the
systematic review. Diagram design based on [46].



4
.1

S
y
stem

a
tic

L
iteratu

re
R

ev
iew

37

Table 4.1: Resulting articles in every test from the systematic
literature review with corresponding quality scores

Article title Reference Quality (score)

4Kscore®

A four-kallikrein panel for the prediction of repeat prostate biopsy: data from
the European Randomized Study of Prostate Cancer Screening in Rotterdam,
Netherlands

[3] Excellent (0.85)

A panel of kallikrein markers can reduce unnecessary biopsy for prostate
cancer: data from the European Randomized Study of Prostate Cancer
Screening in Göteborg, Sweden

[36] Excellent (0.83)

Reducing Unnecessary Biopsy During Prostate Cancer Screening Using a
Four-Kallikrein Panel: An Independent Replication

[38] Excellent (0.82)

Impact of Recent Screening on Predicting the Outcome of Prostate Cancer
Biopsy in Men With Elevated Prostate-Specific Antigen

[47] Excellent (0.80)

The 4Kscore®Test Reduces Prostate Biopsy Rates in Community and
Academic Urology Practices

[48] Good (0.64)

A panel of kallikrein markers can predict outcome of prostate biopsy
following clinical work-up: an independent validation study from the
European Randomized Study of Prostate Cancer screening, France

[49] Good (0.63)

A Four-kallikrein Panel Predicts High-grade Cancer on Biopsy: Independent
Validation in a Community Cohort

[50] Good (0.62)
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A Four-Kallikrein Panel Predicts Prostate Cancer in Men with Recent
Screening: Data from the European Randomized Study of Screening for
Prostate Cancer, Rotterdam

[37] Good (0.56)

MRI

In-parallel comparative evaluation between multiparametric magnetic
resonance imaging, prostate cancer antigen 3 and the prostate health index in
predicting pathologically confirmed significant prostate cancer in men eligible
for active surveillance

[51] Excellent (0,89)

Role of Magnetic Resonance Imaging in Prostate Cancer Screening: A Pilot
Study Within the Göteborg Randomised Screening Trial

[52] Excellent (0.79)

Prospective Study of Diagnostic Accuracy Comparing Prostate Cancer
Detection by Transrectal Ultrasound–Guided Biopsy Versus Magnetic
Resonance (MR) Imaging with Subsequent MR-guided Biopsy in Men
Without Previous Prostate Biopsies

[53] Good (0.65)

The value of endorectal MR imaging to predict positive biopsies in clinically
intermediate-risk prostate cancer patients

[54] Poor (0.38)

PHI

The Prostate Health Index in predicting initial prostate biopsy outcomes in
Asian men with prostate-specific antigen levels of 4–10 ng/mL

[55] Excellent (0.93)

The impact of baseline [-2]proPSA-related indices on the prediction of
pathological reclassification at 1 year during active surveillance for low-risk
prostate cancer: the Japanese multicenter study cohort

[56] Excellent (0.77)
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Clinical performance of serum prostate specific antigen isoform [-2]proPSA
(p2PSA) and its derivatives, %p2PSA and the prostate health index (PHI),
in men with a family history of prostate cancer: results from a multicentre
European study, the PROMEtheuS project

[41] Excellent (0.75)

Serum isoform [-2]proPSA derivatives significantly improve prediction of
prostate cancer at initial biopsy in a total PSA range of 2–10 ng/ml: a
multicentric European study.

[42] Good (0.70)

Improving multivariable prostate cancer risk assessment using the Prostate
Health Index

[57] Good (0.67)

Clinical utility of %p2PSA and prostate health index in the detection of
prostate cancer

[58] Good (0.64)

PCA3

PCA3 molecular urine test as a predictor of repeat prostate biopsy outcome in
men with previous negative biopsies: a prospective multicenter clinical study.

[44] Excellent (0.82)

Impact of adoption of a decision algorithm including PCA3 for repeat biopsy
on the costs for prostate cancer diagnosis in France

[59] Good (0.70)

Clinical utility of the PCA3 urine assay in European men scheduled for
repeat biopsy

[60] Good (0.68)

Diagnostic performance of PCA3 to detect prostate cancer in men with
increased prostate specific antigen: a prospective study of 1,962 cases.

[61] Good (0.68)

Clinical judgment versus biomarker prostate cancer gene 3: which is best
when determining the need for repeat prostate biopsy?

[43] Good (0.64)
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Clinical evaluation of the PCA3 assay in guiding initial biopsy decisions [62] Good (0.58)

Biopsy and treatment decisions in the initial management of prostate cancer
and the role of PCA3; a systematic analysis of expert opinion.

[63] Good (0.50)

ConfirmMDx

Reduced Rate of Repeated Prostate Biopsies Observed in ConfirmMDx
Clinical Utility Field Study

[64] Good (0.60)
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4.1.3 Data synthesis

The extracted data was analyzed and values for the base case model were
chosen from the articles with the best available data. When no data existed
or the articles had low quality, data was used from the TRUSGB case in
the previous study [6] if applicable. The chosen values and corresponding
references are presented in Table 4.2 and 4.3. The rate of biopsies presented
above the test specific rates in Table 4.3 is the common rate of patients
referred to a repeat biopsy after an initial negative result. This rate was not
extracted from an article in the systematic literature review since is is not
specific for any of the tests and was not presented in any of the included
studies.

Table 4.2: Rates with main and confirmatory references for
the screening tests

Rates Base
Case

Reference Confirmatory
Reference

4Kscore®

Rate of biopsies after positive
4Kscore®

48.7% [38] [49]

Rate of low-risk prostate cancers
after positive biopsy

58.3% [38] [49]

Rate of significant
(intermediate/high-risk) prostate
cancers after positive biopsies

41.7% [38] [49]

Rate of false negative 4Kscore® 12.9% [38] [49]

PHI

Rate of biopsies after positive PHI 48.0% [42] [41]

Rate of false negative PHI 29.2% [42] [41]



42 Results

Table 4.3: Rates with main and confirmatory references for
the new tests in the phase after a negative biopsy

Rates Base
Case

Reference Confirmatory
Reference

Rate of repeat biopsies after a 3
year period

43.0% [65]

Calculated yearly rate of patients
referred for a repeat biopsy

17.1% [65]

PCA3

Rate of repeat biopsies after PCA3 50.4% [44] [43]

Rate of positive repeat biopsies
after PCA3

33.6% [44]

Rate of false negative PCA3 10.0% [44] [43], [61]

ConfirmMDx

Rate of repeat biopsies after
ConfirmMDx

4.3% [64]

Rate of positive repeat biopsies
after ConfirmMDx

0.0% [64]

Rate of false negative ConfirmMDx 10.0% [64]

Table 4.4: Test costs in Canadian dollars

Test Cost Reference Confirmatory
Reference

4Kscore® $800 [66] [45]

PHI $150 [39] [40]

PCA3 $385 [67] [59]

ConfirmMDx $4,440 [40] [45]
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4.2 Modeling

There were two resulting model structures, one for the screening tests and
one for the tests after a negative biopsy. The state transition diagrams for
the two TreeAge models can be seen in Figure 4.2 and 4.3. The diagrams
are a visual representation of the models with all available transitions, from
screening until end-of-life. The modeled tests were PHI and 4Kscore® for the
screening phase and PCA3 and ConfirmMDx for the phase after a negative
initial biopsy.
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Figure 4.2: The resulting screening TreeAge model visualized as a state tran-
sition diagram. PBx = Prostate Biopsy, FU = Follow Up, LR PCa = Low
Risk Prostate Cancer, I/HR PCa = Intermediate/High Risk Prostate Can-
cer, AS = Active Surveillance, TX = Treatment and CRPC = Castration-
Resistant Prostate Cancer.

The main difference in the screening model compared to the previously
created model (Appendix E) is the initial stratification of patients. Instead
of referring all patients to an initial biopsy as in the previous model, only the
patients with an increased risk for prostate cancer according to the screening
test are biopsied. The nodes for this stratification in the TreeAge model can
be seen in Figure 4.4 and 4.5. In the state transition diagram in Figure 4.2,
the stratification is from the state Screening Test to the states PBx and FU.

The main change in the model for introducing a test after a negative
biopsy was an added branch for a repeat biopsy, see Figure 4.6 and 4.7. This
branch harbors the patients that are referred for a second biopsy after an
initial negative. This is where the new test is performed and the patients are
re-stratified to perform a second biopsy or not depending on the test result.
In the state transition diagram in Figure 4.3, these events are located in the
stratification from PBx - to Repeat PBx or FU. The examples in Figure 4.4 -
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Figure 4.3: The resulting TreeAge model after a negative initial biopsy visual-
ized as a state transition diagram. PBx = Prostate Biopsy, PBx- = Negative
biopsy result, FU = Follow Up, LR PCa = Low Risk Prostate Cancer, I/HR
PCa = Intermediate/High Risk Prostate Cancer, AS = Active Surveillance,
TX = Treatment and CRPC = Castration-Resistant Prostate Cancer.

4.7 do not show the full models, only main changes for every assessed test
compared to the initial model.

Figure 4.4: Additional nodes in the 4Kscore® TreeAge Model and corre-
sponding transition probabilities.

An overview of the resulting costs and QALY for the evaluated tests in
both phases as well as the corresponding results from the previous study can
be seen in Table 4.5. The costs and QALY are incremental, calculated for
10, 15 and 20 years respectively. The standard errors (standard deviation of
the mean) of the values are presented along with the results in parentheses.

Table 4.5 also presents dominant values (lower costs and higher QALY)
for the evaluated tests compared to the strategies in the previous study. Dom-
inant values compared to the corresponding values for TRUSGB or MRGB
are marked with a t or an m, respectively. Results for 5 years are presented in
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Figure 4.5: Additional nodes in the PHI TreeAge Model and corresponding
transition probabilities.

Figure 4.6: Additional nodes in the PCA3 TreeAge Model and corresponding
transition probabilities.

Figure 4.7: Additional nodes in the ConfirmMDx TreeAge Model and corre-
sponding transition probabilities.

Appendix C for the new tests and in Appendix H for TRUSGB and MRGB.
These are not presented in this section since 5 years is a very short time
horizon in prostate cancer and the results are similar to the results for 10, 15
and 20 years.
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Table 4.5: Incremental cost and QALY summary table for 10,
15 and 20 years. Standard error (SE) in parentheses. Values
dominating the TRUSGB strategy marked with a t, values
dominating the MRGB strategy marked with an m.

Test Cost 10
years
(SE)

QALY
10

years
(SE)

Cost 15
years
(SE)

QALY
15

years
(SE)

Cost 20
years
(SE)

QALY
20

years
(SE)

Screening tests

4Kscore® $8,300tm

(99)
7.42tm

(0.01)
$10,389tm

(146)
9.42tm

(0.02)
$11,995tm

(178)
10.59tm

(0.03)

PHI $11,164t

(115)
7.28t

(0.01)
$14,700
(171)

9.18t

(0.02)
$17,419
(210)

10.25t

(0.02)

Tests after negative biopsy

PCA3 $11,525
(117)

7.24
(0.01)

$14,951
(184)

9.12
(0.02)

$17,480
(221)

10.21
(0.03)

ConfirmMDx $11,706
(106)

7.24
(0.01)

$15,092
(147)

9.13
(0.02)

$17,598
(179)

10.21
(0.03)

Data from previous study

TRUSGB $11,526
(103)

7.22
(0.01)

$14,954
(143)

9.11
(0.02)

$17,495
(169)

10.19
(0.03)

MRGB $10,011
(128)

7.31
(0.01)

$12,814
(185)

9.25
(0.02)

$14,866
(219)

10.37
(0.03)

Overall, the modeled screening tests showed potential of a better cost-
effectiveness compared to the tests after a negative biopsy for 5, 10, 15 and
20 years. The dominating strategies between the tests and TRUSGB are
summarized in Table 4.6, while the tests are compared to MRGB in Table 4.7.
The strategies are considered equal if neither the costs nor effectivenesses are
significantly different.

Compared to TRUSGB, the screening tests were dominating while the
tests after a negative biopsy were considered equal or dominated. However,
the differences were very small between the TRUSGB strategy and PHI,
PCA3 as well as ConfirmMDx, both in cost and in QALY. PHI was only
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dominating in both cost and QALY for a 10 year period, while there was no
significant difference in cost for 15 and 20 years.

Among the new tests researched in this project, 4Kscore® showed the
best potential of increasing cost-effectiveness. The results for the 4Kscore® are
dominating when compared to the results for TRUSGB and MRGB (Ap-
pendix G) from the previous study. 4Kscore® is the only researched test
with a better cost-effectiveness compared to MRGB. Analyzing the results
from the tests, 4Kscore® has potential for the best cost-effectiveness pro-
gression over a long time horizon.

Table 4.6: Dominant cost-effectiveness strategy table, new
tests compared to TRUSGB strategy

Test 10 years 15 years 20 years

Screening tests

4Kscore® Dominating Dominating Dominating

PHI Dominating Dominating Dominating

Tests after negative biopsy

PCA3 Equal Equal Equal

ConfirmMDx Dominated Equal Equal

Table 4.7: Dominant cost-effectiveness strategy table, new
tests compared to MRGB strategy

Test 10 years 15 years 20 years

Screening tests

4Kscore® Dominating Dominating Dominating

PHI Dominated Dominated Dominated

Tests after negative biopsy

PCA3 Dominated Dominated Dominated

ConfirmMDx Dominated Dominated Dominated
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4.3 Sensitivity Analysis

The resulting incremental costs and QALY in the sensitivity analysis of the
TreeAge models are presented in Table 4.8 for the 4Kscore® test, 4.9 for
PHI, 4.10 for PCA3 and 4.11 for ConfirmMDx. The tables include sensitivity
analyses for 10, 15 and 20 years while the corresponding analyses for 5 years
are presented in Appendix C. The sensitivity analyses for TRUSGB and
MRGB from the previous study are presented in Appendix G and H.

Every resulting value in the sensitivity analyses was compared to the
corresponding values for TRUSGB and MRGB in Appendix G. If a value for
a test was dominant compared to the corresponding value in the TRUSGB
sensitivity analysis it is marked with a t in the table and if it was dominant
compared to the corresponding MRGB value it is marked with an m. Some
sensitivity analyses were not performed for all tests and thus these values
have not been compared. The statistical significance of the differences were
not researched and these results should only be regarded as indications.

In the sensitivity analysis, 4Kscore® was still the dominant strategy com-
paring to both previously researched methods for all values where compar-
isons were possible.
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Table 4.8: Sensitivity Analysis table using 4Kscore® as
screening test, costs and utilities are incremental. If the
value is dominant to the corresponding value for TRUSGB
or MRGB it is marked with a t or an m, respectively

Variable and
variations

Cost (10
years)

QALY (10
years)

Cost (15
years)

QALY (15
years)

Cost (20
years)

QALY (20
years)

Variation of discount rate

No discount rate $9,790tm 9.06tm $13,515tm 12.61tm $17,205tm 15.27tm

3% discount rate $8,827tm 8.01tm $11,437tm 10.51tm $14,030tm 12.35tm

10% discount rate $7,180tm 6.24tm $8,372tm 7.39tm $9,114tm 7.93tm

Variation of AS rate

10% $8,376tm 7.41tm $10,487tm 9.40tm $12,093tm 10.57tm

20% $8,181tm 7.42tm $10,218tm 9.42tm $11,787tm 10.59tm

25% $8,090tm 7.43tm $10,145tm 9.43tm $11,718tm 10.60tm

40% $7,793m 7.45m $9,798m 9.45m $11,328m 10.63m

50% $7,598m 7.46m $9,571m 9.47m $11,068m 10.65m

Variation of probability of recurrence in intermediate-high-risk group

2.9% $7,939tm 7.43tm $9,728tm 9.44tm $11,119tm 10.62tm

5.3% $8,459tm 7.41tm $10,661tm 9.39tm $12,333tm 10.55tm

6.5% $8,710tm 7.41tm $11,122tm 9.38tm $12,932tm 10.54tm
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7.7% $8,953tm 7.40tm $11,557tm 9.37tm $13,465tm 10.51tm

Variation of utilities

0.95; 0.95; 0.81; 0.48 $8,282tm 7.49tm $10,355tm 9.51tm $11,975tm 10.70tm

0.89; 0.89; 0.75; 0.42 $8,282tm 7.34tm $10,355tm 9.31tm $11,975tm 10.46tm

0.85; 0.85; 0.70; 0.40 $8,282tm 7.24tm $10,355tm 9.17tm $11,975tm 10.46tm

1.00; 1.00; 1.00; 1.00 $8,282tm 7.66tm $10,355tm 9.78tm $11,975tm 11.03tm

Variation of Follow Up cost

$200.0 $7,939 7.42 $10,012 9.41 $11,632 10.58

$232.5 $8,067 7.42 $10,140 9.41 $11,760 10.58

$395.0 $8,708 7.42 $10,781 9.41 $12,401 10.58

Variation of initial positive biopsy probability

33.0% $7,833 7.44 $9,776 9.45 $11,276 10.63

56.5% $8,864 7.38 $11,103 9.35 $12,831 10.50

65.0% $9,226 7.37 $11,616 9.33 $13,442 10.48

Variation of rate of initial biopsies

40.0% $7,886 7.44 $9,859 9.44 $11,368 10.62

63.8% $8,998 7.38 $11,272 9.35 $13,008 10.50
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Table 4.9: Sensitivity Analysis table using PHI as screening
test, costs and utilities are incremental. If the value is domi-
nant to the corresponding value for TRUSGB or MRGB it is
marked with a t or an m, respectively

Variable and
variations

Cost (10
years)

QALY (10
years)

Cost (15
years)

QALY (15
years)

Cost (20
years)

QALY (20
years)

Variation of discount rate

No discount rate $13,417t 8.87t $19,782 12.24t $25,954 14.67t

3% discount rate $11,983t 7.85t $16,444t 10.22t $20,190 11.70t

10% discount rate $9,527t 6.13t $11,564t 7.22t $12,804t 7.72t

Variation of AS rate

10% $11,264t 7.27t $14,817t 9.16t $17,940 10.37tm

20% $11,080t 7.28t $14,623t 9.17t $17,352t 10.25t

25% $10,986t 7.29t $14,506t 9.18t $17,174t 10.26t

40% $10,733 7.31 $14,226 9.21 $16,894 10.29

50% $10,534 7.32m $13,996 9.23 $16,616 10.32

Variation of probability of recurrence in intermediate-high-risk group

2.9% $10,367t 7.30t $13,182t 9.22t $15,362t 10.34t

5.3% $11,545t 7.26t $15,397t 9.13t $18,311t 10.19t
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6.5% $12,113t 7.25t $16,436t 9.10t $19,611t 10.14t

7.7% $12,631t 7.23t $17,295t 9.06t $20,681t 10.07t

Variation of utilities

0.95; 0.95; 0.81; 0.48 $11,171t 7.39t $14,715t 9.33t $17,424t 10.43t

0.89; 0.89; 0.75; 0.42 $11,171t 7.16t $14,715t 9.00t $17,424t 10.05t

0.85; 0.85; 0.70; 0.40 $11,171t 6.99t $14,715t 8.78t $17,424t 9.79t

1.00; 1.00; 1.00; 1.00 $11,171t 7.67tm $14,715t 9.76tm $17,424t 10.97tm

Variation of Follow Up cost

$200.0 $10,954 7.27 $14,498 9.16 $17,207 10,24

$232.5 $11,035 7.27 $14,579 9.16 $17,288 10,24

$395.0 $11,440 7.27 $14,983 9.16 $17,692 10,24

Variation of test cost

$410 $11,431 7.27 $14,975 9.16 $17,684 10,24

$670 $11,691 7.27 $15,235 9.16 $17,944 10,24

Variation of rate of initial biopsies

66.25% $11,936 7.23 $15,235 9.11 $18,471 10.17

84.50% $12,765 7.19 $16,756 9.04 $19,712 10.08
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Variation of false negative rate

10.4% $8,197 7.38 $10,478 9.36 $12,211 10.51

19.8% $9,824 7.33 $12,815 9.25 $15,073 10.36

Variation of cut-off, FN = false negative

$27.6 (performed
biopsies 84.5% and
FN 26%)

$12,478 7.20 $16,342 9.05 $19,240 10.10

$40.3 (performed
biopsies 44.3% and
FN 28.4%)

$10,948 7.29 $14,395 9.18 $17,053 10.26

$50.9 (performed
biopsies 25.5% and
FN 33.1%)

$10,753 7.31 $14,235 9.20 $16,939 10.28
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Table 4.10: Sensitivity Analysis table using the PCA3 score
after a negative initial biopsy, costs and utilities are incremen-
tal. If the value was dominant to the corresponding value for
TRUSGB or MRGB it was marked with a t or an m, respec-
tively

Variable and
variations

Cost (10
years)

QALY (10
years)

Cost (15
years)

QALY (15
years)

Cost (20
years)

QALY (20
years)

Variation of discount rate

No discount rate $13,645 8.82t $21,088 12.75tm $25,629 14.62t

3% discount rate $12,307 7.80t $16,655 10.17t $20,167 11.65t

10% discount rate $10,039 6.09t $12,027 7.18t $13,191 7.68t

Variation of AS rate

10% $11,639 7.22t $15,059 9.11t $17,577t 10.18t

20% $11,471 7.24t $14,890 9.12t $17,427 10.20t

25% $11,395 7.24t $14,803 9.13t $17,286 10.21t

40% $11,107 7.26 $14,450 9.16 $16,938 10.25

50% $10,935 7.27 $14,319 9.17 $16,798 10.26

Variation of probability of recurrence in intermediate-high-risk group

2.9% $10,632 7.26t $13,306t 9.18t $15,365t 10.29t
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5.3% $11,977 7.22t $15,713 9.09t $18,443 10.14t

6.5% $12,611 7.20t $16,747 9.04t $19,694 10.09t

7.7% $13,208 7.18t $17,744 9.00t $20,953 10.02t

Variation of utilities

0.95; 0.95; 0.81; 0.48 $11,554 7.35t $15,009 9.28t $17,550 10.38t

0.89; 0.89; 0.75; 0.42 $11,554 7.11t $15,009 8.95t $17,550 10.01t

0.85; 0.85; 0.70; 0.40 $11,554 6.94t $15,009 8.73t $17,550 9.75t

1.00; 1.00; 1.00; 1.00 $11,554 7.65tm $15,009 9.72t $17,550 10.92t

Variation of FU cost

$200.0 $11,359 7.23 $14,814 9.12 $17,354 10.19

$232.5 $11,432 7.23 $14,887 9.12 $17,427 10.19

$395.0 $11,796 7.23 $15,251 9.12 $17,792 10.19

Variation of repeat biopsy rate

37% $11,493 7.23 $14,892 9.12 $17,412 10.20

60% $11,543 7.23 $14,949 9.12 $17,471 10.19
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Table 4.11: Sensitivity analysis table using the ConfirmMDx
after a negative initial biopsy, costs and QALY are incremen-
tal. If the value was dominant to the corresponding value
for TRUSGB or MRGB it was marked with a t or an m,
respectively

Variable and
variations

Cost (10
years)

QALY (10
years)

Cost (15
years)

QALY (15
years)

Cost (20
years)

QALY (20
years)

Variation of discount rate

No discount rate $13,734 8.82t $19,741t 12.18t $25,410t 14.63t

3% discount rate $12,420 7.80t $16,631 10.17t $20,072 11.66t

10% discount rate $10,184 6.09t $12,108 7.18t $13,248 7.68t

Variation of AS rate

10% $11,775 7.22t $15,131 9.11t $17,656 10.19t

20% $11,594 7.24t $14,972 9.13t $17,476 10.20t

25% $11,518 7.24t $14,897 9.13t $17,405 10.22t

40% $11,246 7.26 $14,581 9.16 $17,027 10.25

50% $11,092 7.28 $14,378 9.18 $16,785 10.27

Variation of probability of recurrence in intermediate-high-risk group

2.9% $10,821 7.26t $13,494 9.18t $15,537 10.29t
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5.3% $12,082 7.22t $15,763 9.09t $18,392 10.15t

6.5% $12,747 7.20t $16,830 9.05t $19,740 10.09t

7.7% $13,346 7.18t $17,773 9.01t $20,894 10.03t

Variation of utilities

0.95; 0.95; 0.81; 0.48 $11,678 7.35t $15,025 9.28t $17,513 10.38t

0.89; 0.89; 0.75; 0.42 $11,678 7.11t $15,025 8.95t $17,513 10.01t

0.85; 0.85; 0.70; 0.40 $11,678 6.94t $15,025 8.73t $17,513 9.76t

1.00; 1.00; 1.00; 1.00 $11,678 7.64m $15,025 9.71 $17,513 10.91t

Variation of FU cost

200.0 $11,480 7.23 $14,826 9.12 $17,314 10.20

232.5 $11,554 7.23 $14,900 9.12 $17,389 10.20

395.0 $11,924 7.23 $15,271 9.12 $17,759 10.20

Variation of cost of ConfirmMDx test

$2,220 $11,524 7.23 $14,870 9.12 $17,358 10.20

$3,330 $11,601 7.23 $14,947 9.12 $17,436 10.20
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5 Discussion

5.1 Systematic Literature Review

5.1.1 Selection of studies

The number and quality of the articles varied between the tests, depending
on how long they had been on the market and the present clinical usage of
them. As expected, due to the novelty of the tests, the resulting number of
articles after the systematic literature review was low. More clinical utility
studies of the tests are needed before any definitive conclusions about their
usefulness can be drawn. The low amount of articles in all tests limited the
data extracted for the models. This simplified the work but it also limited
the reliability and robustness of the results.

One difficulty that extended the time spent on the systematic literature
review was that clinical utility was mentioned in many articles but with
different definitions. Clinical utility is an increasingly popular term [28] even
in articles only assessing the performance of tests. A high proportion of the
abstracts that were included in the first stage of the systematic literature
review were later proven to be irrelevant, often due to only assessing the
performance of the tests.

Two of the tests with a low number of included articles were ConfimMDx
and PCMT. One reason for the low number of utility studies for these par-
ticular tests, except the novelty of the tests, is that they are tissue based.
Due to this, data or samples from the initial biopsies are needed to complete
the studies. This is done less frequently than blood samples which leads to
fewer performed studies.

There is a risk that relevant articles were excluded during the process,
particularly during the initial screening due to the high number of articles
that were assessed. This risk was minimized by letting two students, one
of the authors and one from the team, perform every step individually and
discuss all articles based on the inclusion and exclusion criteria.

59
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5.1.2 Data extraction and quality assessment method

Every question in the quality assessment form was graded from 0 to 2 or set
to N/A. All questions had the same impact on the final quality score which
implies that every question was equally important regarding the quality of
the study and the results. This might not have been the case but simplified
the process, it was difficult to evaluate the importance of every question since
the impact of the different aspects on the result was unknown.

Even if the quality score was not linear, it applied on all studies. For
example, this limitation had an impact on the 4Kscore®, where the score was
excellent or good but all the articles had biases. This should have affected
the scoring more than it did.

The quality assessment was a subjective evaluation based on assumptions
for every article. If the article was well written it might have gotten a higher
quality because of personal preferences, which introduces bias. Since the
articles were scored individually and the result was discussed for each article
this bias was reduced, but still present.

When the final quality score was calculated, the questions set to N/A
were removed from the scoring. This resulted in every question having a
larger impact on the final score compared to if all questions were included.

5.1.3 Limitations from included articles

All data concerning the clinical utility of the new tests was collected from
articles included in the systematic literature review. During the review, ar-
ticles with major shortcomings were excluded. But even if the quality of
the included articles was considered as high, the limitations from the studies
were inherited as uncertainties in the models and the results in this project.

Screening tests

In the screening phase, the use of two tests was modeled: 4Kscore® and PHI.

All 4Kscore®articles in the screening phase included in the data extrac-
tion were from the ERSPC trial [68], which makes the results less reliable.
All samples in the trial were frozen and kallikreins, which is one of the bio-
markers included in the 4Kscore®, decomposes when stored this way [36].
This is an error that is present in all studies based on the samples.

Another reason that the articles included for data extraction in 4Kscore®

is that Hans Lilja, who is a co-writer in all articles, has invested in the test.
He has interests in the studies and was the one performing the tests in them
which may bias the results.
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The resulting articles for PHI presented a range of different cut-offs. Ad-
ditionally, the studies were assessing the performance of the tests as well
as the clinical utility. Although the articles presented relevant numbers for
this project, the sources were not optimal and the different cut-offs made it
difficult to model.

Tests after negative biopsy

In the phase after a negative biopsy, the use of two tests was modeled: PCA3
and ConfirmMDx.

The rate of repeat biopsies after an initial negative biopsy was extracted
from [65]. This data was used as a general rate in both developed models in
this phase. The article was not included in the systematic literature review
since it was not specific for a test and did not include variables sought for
initially. Therefore, it has no confirmatory references and has not been eval-
uated at the same level as the rest of the data. Limitations from [65] include
that number of cores taken in every prostate biopsy was not recorded which
might have affected the probability of a repeat biopsy. In addition, prostate
biopsies were only recorded in a one year frame after a positive screen such as
an elevated PSA which might have led to that some negative initial biopsies
were missed.

In the ConfirmMDx model, all data was extracted from [64]. In this
study, data was collected from health centers that had ordered ConfirmMDx
tests to stratify patients with a previous negative biopsy. However, there is
no information on the rate of patients with a negative initial biopsy that took
the test. Also, the rate of patients that had a repeat biopsy after the tests
were stated, but no information on the reason for it. It might not only have
been the test result that changed the decision to perform a second biopsy.
Another stated limitation in the study is that the number of included patients
is relatively small, and thus the results are only indicative of the potential of
the test.

For PCA3, the main data was extracted from [44], where all patients with
previous negative biopsies were included. Only the patients with the initial
biopsy being negative were modeled in this project, so this might result in a
bias in the results but still indicates the potential of the test.

5.2 Modeling

Models were developed for PHI, 4Kscore®, PCA3 and ConfirmMDx. The
tests that were excluded after the systematic literature review in the screen-
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ing phase were MRI and Prostarix, while PCMT, 4Kscore® and PHI were
excluded in the phase after a negative biopsy. Prostarix and PCMT were
excluded due to the lack of clinical utility studies after the systematic re-
view for both tests. The other tests had resulting articles but there was not
enough data to extract into the models.

5.2.1 Assumptions and limitations in models

The models that were developed in this project are simplifications of how
patients transition through health states when there is a suspicion of prostate
cancer until end-of-life. When modeling, assumptions need to be made to
reduce complexity. The models should be as close to the real scenario as
possible, with only assumptions that give an insignificant change in results,
but it will still introduce some uncertainty.

During the systematic literature review, data from clinical trials of the
new tests was sought for use in the models. High quality data from relevant
studies made the results reliable and similar to clinical practice. However,
all desired data was not found for the new tests. The tests are new to the
market which limits the available data and some studies were performed
for purposes that were not relevant to this project. In cases where data
was missing, it was used from the previous TRUSGB model. The inherited
values that were considered uncertain but relevant for the new tests were
researched in the sensitivity analysis. One example is the probability for
patients with low risk prostate cancer to get referred to AS after performing
one of the new tests. This value is expected to increase after implementations
of the new tests due to more reliable diagnoses. Another example is that the
distribution of the missed cancers between intermediate/high and low risk
are expected to change after implementation of the new tests since less of the
intermediate/high risk cancers will be missed.

One assumption in the FU state is that patients are merged when transi-
tioning to this state, from two other states, but considered as a homogeneous
group. In the screening test model, FU includes patients that did not get an
initial biopsy and patients that had a negative biopsy. In the model after a
negative biopsy, it includes both patients with an initial and a second nega-
tive biopsy. This affects the probability to get diagnosed with prostate cancer
in case it was missed on the initial biopsy. The values that overestimated the
costs in this case where chosen in the base case model and in relevant cases
it was assessed in the sensitivity analysis.

The test costs were difficult to find during the systematic review due to
the novelty of the tests. Some costs were from Canada while others were from
the United States or Europe. In cases where multiple costs were collected
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for the same test, it could be seen that the costs were similar in Canada and
Europe while they were higher in the United States. This was researched in
the sensitivity analyses for the applicable tests.

Screening tests

The biggest impact of the assumption in the FU state mentioned earlier was
in the PHI results since the test’s false negative rate is significantly higher
than the false negative rate of a biopsy. The results will due to the assumption
be an overestimation in cost and underestimation in QALY.

As mentioned before, a range of cut-offs were presented in the articles
which made the data more uncertain. FDA has approved PHI, with recom-
mendation not to biopsy patients with a result under 27 but definitely biopsy
with a cut-off of 55. This is a wide range and therefore several cut-offs were
tested in the sensitivity analysis. The cut-off 41.5 was used in the base model
while other cut-offs were run in the sensitivity analysis to compare the change
in cost-effectiveness. No specific cut-off has been approved for 4Kscore®, the
most widely used cut-off in the clinical utility studies was used in the model.

Tests after negative biopsy

In the TRUSGB model from the previous study, all repeat biopsies were
assumed to be performed in FU. In this project, the first repeat biopsies are
instead modeled separately. A better stratification of patients due to the
new test and a second biopsy before going into FU will probably result in a
lower FU cost per year due to fewer repeat biopsies and other examinations.
This was included in the sensitivity analysis for all tests, since the effect will
probably be present also in the implementation of screening tests.

The main limitation in the ConfirmMDx model is that there was only one
resulting article after the systematic literature review. This article included
enough data to be modeled but the data needs to be confirmed for the results
to be more reliable. As an example, the article presented that the rate of
patients with a positive second biopsy was 0%, which is unlikely.

5.3 Sensitivity analysis

The sensitivity analysis was run fewer separate times than the base case,
10 times compared to 100 times, due to time constrains. The confidence
intervals were not considered in the comparisons because of the same reason.
Therefore, the comparisons of the costs and QALY in the sensitivity analysis
are only indications.
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The values that were altered in the sensitivity analysis in the previous
study were included to be able to compare the results. Two AS rates (40%
and 50%) were added in the sensitivity analyses since the stratification in low
and intermediate/high risk prostate cancer most likely will be more reliable.
Due to this, a higher proportion of the low risk cancers will not be treated
with any radical treatment until they show signs of progression.

Utility 1 for all states were added in the sensitivity analysis to compare
to if the QALY would be considered to be the same regardless of the state.
This scenario was modeled to compare the outcome from the models without
the uncertainty in QALY definitions.

The performed sensitivity analyses in this project were deterministic, only
altering one variable at a time. It was done using the same method as in the
previous study for comparability. The values in the sensitivity analysis were
extracted from the literature when applicable. If there was no available data
the values were increased or decreased in reasonable ranges. These reasonable
ranges were set by referring to values for other tests or from the previous
study.

Several variables in the models depend on each other and analyzing them
in combination in a probabilistic analysis would probably have shown possible
alterations better. Automatized methods such as tornado diagrams would
also have made the process easier and more accurate. This would have been
done in case of more time for the project.

5.4 Results

The following section includes discussion regarding the results for the tests.
The results were compared with the results on TRUSGB and MRGB from
the previous study. Differences for the base cases and the sensitivity analyses
for each test were evaluated.

5.4.1 4Kscore®

The cost-effectiveness of the 4Kscore® dominates both TRUSGB and MRGB
for all time horizons. This applies for both the base case and all variables in
the sensitivity analyses. One thing that can be pointed out when comparing
the differences between the time horizons is that 4Kscore® has a better
progress over time than TRUSGB and MRGB.

Further, all specific values evaluated for the test in the sensitivity analysis
showed a higher cost-effectiveness compared to the base cases for TRUSGB
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and MRGB. According to the results, the 4Kscore®would be the dominating
test even if these variables are too uncertain.

The 4Kscore® test had the most resulting extracted data and thus the
results for this test are probably most reliable, although the articles had
some biases which could have resulted in overestimated benefits for the test.
Furthermore, some biases also exist in the model which might have an impact
on the results.

The quality of the article chosen for the base case was considered excellent
while the confirmatory was considered good. This confirms that the results
are reliable, even though some biases in the articles are significant.

5.4.2 PHI

The results from the PHI base case model showed a cost-effectiveness that
slightly dominates the TRUSGB strategy but is dominated by the MRGB
strategy. The differences between the time horizons were comparable with
TRUSGB which implies that the benefits will not increase by much when
using PHI over a longer time period.

Comparing the sensitivity analysis for PHI with the corresponding values
for MRGB showed that MRGB was still dominating in cost-effectiveness for
every value. Comparing to TRUSGB, PHI was dominating in most values,
except for costs for when discount rate was set to zero and 3% as well as the
AS probability set to 10% with a time horizon of 20 years.

If the rate of patients with low risk prostate cancer going to AS would in-
crease because of the test, the cost-effectiveness would increase using the tests
compared to both TRUSGB and MRGB. This scenario is likely compared to
TRUSGB, but MRGB has potential of detecting cancers more accurately as
well.

The false negative value for PHI, 29.2%, was significantly higher than
the false negative rate for TRUSGB, 10.4%, which as mentioned earlier also
affects the number of missed cancers in FU. When using the false negative
rate for TRUSGB, the cost-effectiveness for PHI was clearly dominating both
TRUSGB and MRGB if compared with their base case. A more reasonable
rate that was tested was a mean of these values. This resulted in PHI domi-
nating TRUSGB and being equal to MRGB.

When performing the sensitivity analysis with different cut-offs for PHI,
the cost-effectiveness did not change much. This implies that the exact value
for this variable is irrelevant in the model.

The main article used for data extraction in PHI had a quality score that
was considered as good. The confirmatory reference had a score that was
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similar, but considered as excellent. The quality scores and cut-offs for these
articles were very similar, but the article with a slightly lower quality score
was chosen since it was stated that the cut-off was the best combination of
specificity and sensitivity.

5.4.3 PCA3

In the base case results, the cost-effectiveness for PCA3 and TRUSGB were
considered equal while it was dominated by MRGB. This was the case for all
time horizons that were investigated in this project.

When comparing the sensitivity analyses of the test and TRUSGB, there
is a indication that the PCA3 test has the potential to increase the QALY
more than what the costs decrease. The recommendations on implementation
of the test then depends on what is considered most important: the quality
of life for the patients or the costs for the health care system.

The variation in the sensitivity analysis that seems to make the PCA3
test dominate TRUSGB regarding cost-effectiveness is increasing the AS rate
to 40 or 50%. Studies covering longer time horizons where the treatment
stratifications are recorded are needed to evaluate this further.

Overall, the variations of variables in the sensitivity analysis of PCA3
resulted in very small variations in the resulting cost-effectiveness. This
indicates that the values used in the models are certain enough for these
comparisons.

The quality of the reference used for data extraction to the PCA3 model
was considered as excellent, while the confirmatory references were scored as
good. This reinforces the results regarding this test.

5.4.4 ConfirmMDx

The results for ConfirmMDx for the base case show a similar cost-effectiveness
as TRUSGB, except for 10 years where TRUSGB is dominating. This indi-
cates that ConfirmMDx has a potential over a long time horizon, which is
a relevant case for prostate cancer since it is a slow disease. However, the
differences are so small that it is impossible to draw any conclusions. Com-
pared to the MRGB strategy, the test is dominated in all cases. The same
conclusion was drawn after comparing the sensitivity analyses.

The results in the sensitivity analysis were also compared to TRUSGB
to investigate the differences further. Just as in PCA3, the test has better
potential in increasing the QALY than the cost.

One uncertain variable for ConfirmMDx that might impact the results
is the test cost, which was extracted from a source from the United States
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and is much higher than the costs for the other tests. The resulting cost-
effectiveness was still very similar to TRUSGB after analyzing an other lower
price found in the literature. The cost-effectiveness of the test was not very
dependent on the price of it.

Another scenario that was researched in the sensitivity analysis was that a
higher proportion of the patients will get referred to AS after implementation
of ConfirmMDx. If the AS rate increases to 40 or 50%, compared to 15% with
TRUSGB, the cost-effectiveness for the ConfirmMDx test would dominate
TRUSGB for all time horizons. However, 40 and 50% are not values extracted
from the literature and clinical utility studies on the subject are needed to
confirm these changes.

There was only one resulting article to extract data from in ConfirmMDx.
The quality of the article was considered good, but not excellent, and the data
that could be used in the model was very limited. All values in the Confir-
mMDx model are uncertain but since there were no confirmatory articles,
there were no indications on what values could be included in the sensitivity
analysis apart from the cost. Therefore, these were left until more clinical
utility studies are published on the test. The cost-effectiveness results for
this test have big uncertainties and more studies should be conducted before
any further conclusions can be made.

5.4.5 Comparisons between new tests

The test that proved the best resulting cost-effectiveness was the 4Kscore®.
This is also the only new test that dominated the results of MRGB from the
previous study. The test with the least favourable cost-effectiveness was the
ConfirmMDx test.

As can be seen in Table 4.6 and 4.7, the screening tests overall showed
greater potential in decreasing costs and increasing QALY than the tests
after a negative biopsy. The tests were evaluated in two different models,
one for each phase, and one explanation for this difference is bias in model
design. The screening model was mainly developed by E. Bonnevier while E.
Palenius was responsible for modelling the tests after a negative biopsy and
this might have impacted. However, the differences in results between PHI,
PCA3 and ConfirmMDx are very small and a more fair point of view is that
4Kscore® showed potential of increasing the cost-effectiveness compared to
TRUSGB and MRGB while the other tests all have similar cost-effectiveness
as each other and TRUSGB.

The quality of the articles that data was extracted from was considered
as good or excellent in all cases for the four tests. The only test without
any extracted data that was considered excellent was ConfirmMDx. With a
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higher number of studies with excellent quality the evidence of the results
would be stronger, but the quality of the article was high enough for the
results to be indicative of the utility of the tests in clinical practice.

The goal was to select values for modeling that rather overestimated the
costs and underestimated the QALY than the opposite. This increases the
reliability in the potential winnings of introducing 4Kscore® as a screening
test. Even the other researched tests have potential because of the small
differences in the results but more clinical utility studies are needed.

Not only the benefit in cost-effectiveness is important when implementing
new methods. Even if a test shows potential of higher benefit, there might
be other disadvantages. For example, the implementation of MRGB entails
a better cost-effectiveness compared to most other methods, but not all hos-
pitals have MRI machines. It might be too costly to use the method, even if
it is more cost-effective in the long run. A simple blood- or urine test might
be easier and cheaper to introduce to the current practise.

There is also a question whether decreased cost or gained QALY is most
important. This has an impact in interpretation of the results. The resulting
numbers from modeling in this project is not enough to make a decision of
which tests should be implemented.

5.5 Sustainability and ethical aspects

The aim in this project was to assess the potential benefit of introducing
new tests to the screening phase of prostate cancer. Finding new and more
efficient tests is of interest to both clinicians, patients and the society. By
introducing new tests the costs can be decreased for everybody involved while
the quality of life for the patients is maintained or increased. An increased
cost-effectiveness can contribute to a more sustainable society.

Most people can, however, live a normal life with prostate cancer for many
years without any symptoms. The patients usually have insignificant cancer
or low risk cancer that does not develop before they die of other causes.
Treatments might do more harm than helping these patients. Examinations
and treatments might cause severe side effects and the knowledge of having
cancer might result in problems with anxiety or depression. On the other
hand, it is often too late to treat the cancer if treatment is not started until
there are symptoms. A controversial question is how many false diagnoses
and suffering patients one saved life is worth.

The results from the models are guidelines to use when incorporating new
tests into clinical practice. The results are limited and some factors are not
taken into consideration. Ethics can be difficult to consider in models while
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it is highly relevant in practice. The balance between costs and quality of life
is not easy to determine and many find it hard to believe that a human life
can have a value measured in money. However, the resources are not infinite
and decisions need to be made.

5.6 Future work

More clinical utility studies for the new tests are needed to verify the ex-
tracted data and to verify the robustness of the tests. The cost-effectiveness
for the new tests needs to be evaluated further to be able to determine the
actual benefit of introducing the new tests to the health care market.

Both the screening tests and tests after a negative initial biopsy are used
to stratify patients without a previous prostate cancer diagnosis into risk
groups to reduce the number of unnecessary biopsies. This implies that all
researched tests could be used in both phases, with the exception being if the
tests are based on a previous biopsy tissue sample. It would be interesting to
investigate for example PCA3 for screening. But to model other scenarios,
more clinical utility studies are needed to present more data that can be
assessed.

Implementation of one test does not need to rule out the use of a second
one or to use current practice simultaneously. A combination of the tests
could be used or different methods might be in use in different health centers.
A combination of two test could be more beneficial than just using one and
would be interesting to research if more time was available.

Another possible scenario that was not researched in this project is to
keep the TRUSGB as the initial biopsy for all referred patients but perform
repeat biopsies with MRGB. It might be too costly for some hospitals to
perform MRGB on all referred patients on initial biopsy but this solution
would have the potential to reduce re-biopsies due to the higher specificity
in the method. MRGB has shown potential to reduce costs and increase the
utility for the patients in previous studies [6] and it would be interesting to
research the combination of methods.

Another thing that would be interesting to study is to implement the
new tests in other countries. The cost for the tests differ between countries
and the health care systems may have different abilities to implement a new
intervention.

Even after proving the utility of a new test, it is difficult and time con-
suming to incorporate new intervention into clinical practice. Clinicians have
their way of doing things and it is costly to change a current system. There-
fore it is important to have strong proof of clinical utility before changes can
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be made. This can be done with more studies regrading the cost-effectiveness
and clinical utility.

The results in the project, the values included in the modeling and the
chain of events would be interesting to discuss with clinicians to be able to
evaluate if the scenarios represents the reality. However, no time was left
during this project for this type of validation of results.
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After the systematic review, PHI and 4Kscore® of the screening tests and
PCA3 of the tests after a negative biopsy resulted in the highest number of
high quality clinical utility studies. Only one article was included for Confir-
mMDx, but it was not excluded due to good quality and relevant results.

4Kscore® had the most extracted data to use in the model and showed
a higher cost-effectiveness than both TRUSGB and MRGB. It has the best
potential to reduce unnecessary biopsies among the evaluated tests. Over
time the benefits of the 4Kscore® increases more than the other methods.

PHI had almost as many included articles after the systematic review as
4Kscore® but the data was more uncertain as many cut-offs was presented.
PHI was dominating in cost-effectiveness over TRUSGB but not for MRGB.
The number of missed cancers is probably lower than what is modeled and
with a lower value PHI has potential to result in a better cost-effectiveness.

PCA3 also had a high number of resulting articles to extract data from.
The cost-effectiveness for PCA3 and TRUSGB were considered equal while
the test was dominated by MRGB. The test has better potential in increasing
the QALY than the cost.

ConfirmMDx was dominated by both TRUSGB and MRGB. The test
showed the lowest cost-effectiveness but there were a lot of uncertainties and
more clinical utility studies are needed.

The results in this project indicate that it is more cost-effective to use
and develop screening test than tests after a negative biopsy. To be able to
draw any final conclusions regarding the tests more clinical utility studies
and cost-effectiveness studies for all tests are needed.
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C 5 year results, screening tests

Table C.1: Results screening tests 5 years. Base case and
sensitivity analysis

Variable and
variations

4Kscore® PHI

Cost QALY Cost QALY

Base case $6,000 4.38 $7,839 4.33

Sensitivity Analysis

Variation of discount rate

No discount rate $6,537 4.80 $8,690 4.75

3% discount rate $6,195 4.54 $8,165 4.49

10% discount rate $5,528 4.02 $7,138 3.98

Variation of AS rate

10% $6,079 4.37 $7,936 4.32

20% $5,894 4.38 $7,754 4.33

25% $5,797 4.38 $7,661 4.33

40% $5,518 4.39 $7,386 4.34

50% $5,332 4.39 $7,206 4.35

Variation of probability of recurrence in intermediate-high-risk group

2.9% $5,923 4.38 $7,707 4.33

5.3% $6,023 4.37 $7,912 4.33

6.5% $6,066 4.37 $8,013 4.32

7.7% $6,115 4.37 $8,117 4.32

Variation of utilities

0.95; 0.95; 0.81; 0.48 $5,987 4.41 $7,845 4.38

0.89; 0.89; 0.75; 0.42 $5,987 4.34 $7,845 4.28

0.85; 0.85; 0.70; 0.40 $5,987 4.30 $7,845 4.21

1.00; 1.00; 1.00; 1.00 $5,987 4.47 $7,845 4.48
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Variation of Follow Up cost

$200.0 $5,789 4.38 $7,700 4.33

$232.5 $5,863 4.38 $7,754 4.33

$395.0 $6,233 4.38 $8,025 4,33

Variation of initial positive biopsy probability

33.0% $5,669 4.39

56.5% $6,386 4.36

65.0% $6,656 4.35

Variation of rate of initial biopsies

40.0% $5,679 4.38

63.8% $6,519 4.36

66.25% $8,400 4.31

84.50% $8,995 4.28

Variation of test cost

$410 $8,105 4.33

$670 $8,365 4.33

Variation of false negative rate

10.4% $5,661 4.36

19.8% $6,858 4.34

Variation of cut-off, FN = false negative

$27.6 (performed
biopsies 84.5% and
FN 26%)

$8,771 4.29

$40.3 (performed
biopsies 44.3% and
FN 28.4%)

$7,672 4.33

$50.9 (performed
biopsies 25.5% and
FN 33.1%)

$7,553 4.35



D 5 year results, tests after a neg-
ative biopsy

Table D.1: Results tests after negative biopsy 5 years. Base
case and sensitivity analysis

Variable and
variations

PCA3 ConfirmMDx

Cost QALY Cost QALY

Base case $8,028 4.29 $8,246 4.29

Sensitivity Analysis

Variation of discount rate

No discount rate $8,643 4.71 $8,876 4.71

3% discount rate $8,262 4.45 $8,490 4.45

10% discount rate $7,500 3.94 $7,717 3.94

Variation of AS rate

10% $8,119 4.29 $8,343 4.29

20% $7,947 4.29 $8,168 4.29

25% $7,865 4.30 $8,085 4.30

40% $7,608 4.30 $7,830 4.30

50% $7,439 4.31 $7,664 4.31

Variation of probability of recurrence in intermediate-high-risk group

2.9% $7,827 4.29 $8,047 4.29

5.3% $8,133 4.29 $8,047 4.29

6.5% $8,288 4.28 $8,500 4.28

7.7% $8,436 4.28 $8,644 4.28

Variation of utilities

0.95; 0.95; 0.81; 0.48 $8,027 4.35 $8,252 4.35

0.89; 0.89; 0.75; 0.42 $8,027 4.23 $8,252 4,23

89
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0.85; 0.85; 0.70; 0.40 $8,027 4.15 $8,252 4.15

1.00; 1.00; 1.00; 1.00 $8,027 4.47 $8,252 4.47

Variation of FU cost

$200.0 $7,920 4.29 $8,143 4.29

$232.5 $7,960 4.29 $8,183 4.29

$395.0 $8,160 4.29 $8,387 4.29

Variation of repeat biopsy rate

37% $8,004 4.29

60% $8,051 4.29

Variation of test cost

$2,220 $8,097 4.29

$3,330 $8,174 4.29



E TreeAge Model





F Rates from previous study

Table F.1: Base rates extracted from previous study [6]

Variable Value

TRUSGB base rates

Rate of positive TRUSGB in case of clinical
suspicion of prostate cancer

56.5%

Rate of significant prostate cancer among positive
biopsies

62.7%

Treatment Allocation

Rate of low-risk prostate cancer on AS 15.0%

Rate of delayed treatment following AS at 5 years 25.0%

Rate of low-risk prostate cancer undergoing RP 35.0%

Rate of low-risk prostate cancer undergoing
brachytherapy

15.0%

Rate of intermediate/high-risk prostate cancer
undergoing RP

30.0%

Rate of intermediate/high-risk prostate cancer
undergoing RT

30.0%

Rate of intermediate/high-risk prostate cancer
undergoing brachytherapy + EBRT

10.0%

Rate of intermediate/high-risk prostate cancer
undergoing RT + ADT

30.0%

Recurrences and survivals

5-year biochemical recurrence in AS patients who
underwent treatment

53.0%

5-year biochemical recurrence in overall treated
cohort of low risk

13.0%

7-year biochemical recurrence after brachytherapy +
EBRT + ADT in high risk

43.0%
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7-year biochemical recurrence after brachytherapy +
EBRT in intermediate risk

10.0%

7-year biochemical recurrence after EBRT in
intermediate risk

18.6%

Median time elapsed from biochemical recurrence
(from ADT initiation) to CRPC

9.1 years

Median time from CRPC to death from prostate
cancer) to CRPC

25 months

Costs

Biopsy $650

1-year FU when biopsy negative $287

AS (first year) $745

1-year FU in AS $353

Treatment in low-risk group $8,860

Treatment in intermediate/high-risk group $10,233

1-Year FU remission in low-risk group $141

1-Year FU remission in intermediate/high-risk group $164

First year relapse $8,562

Relapse in second year to CRPC phase $4,640

1-Year in CRPC phase $4,640



G 10, 15 and 20 year results from previous study

Table G.1: Incremental cost and QALY summary table using
TRUSGB, results from previous study

Variable and
variations

Incremental
Cost (10
years)

Incremental
QALY (10

years)

Incremental
cost (15
years)

Incremental
QALY (15

years)

Incremental
Cost (20
years)

Incremental
QALY (20

years)

Base Case $11,526 7.22 $14,954 9.11 $17,495 10.19

Sensitivity Analysis

Variation of discount rate

No discount rate $13,618 8.81 $19,713 12.16 $25,473 14.59

3% discount rate $12,285 7.79 $16,560 10.15 $20,056 11.63

10% discount rate $10,025 6.08 $11,979 7.17 $13,138 7.66

Variation of AS rate

10% $11,616 7.21 $15,027 9.09 $17,582 10.17

20% $11,456 7.23 $14,862 9,11 $17,403 10.18

25% $11,375 7.23 $14,774 9.12 $17,285 10.20
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Variation of probability of recurrence in intermediate-high-risk group

2.9% $10,615 7.25 $13,321 9.17 $15,413 10.28

5.3% $11,954 7.21 $15,651 9.07 $18,380 10.13

6.5% $12,568 7.19 $16,709 9.03 $19,634 10.06

7.7% $13,157 7.17 $17,650 8.99 $20,793 10.01

Variation of utilities

0.95; 0.95; 0.81; 0.48 $11,535 7.34 $14,932 9.26 $17,461 10.36

0.89; 0.89; 0.75; 0.42 $11,535 7.10 $14,932 8.94 $17,461 9.99

0.85; 0.85; 0.70; 0.40 $11,535 6.93 $14,932 8.71 $17,461 9.73

1.00; 1.00; 1.00; 1.00 $11,535 7.64 $14,932 9.71 $17,461 10.90
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Table G.2: Incremental cost and QALY summary table using
MRGB, results from previous study

Variable and
variations

Incremental
Cost (10
years)

Incremental
QALY (10

years)

Incremental
cost (15
years)

Incremental
QALY (15

years)

Incremental
Cost (20
years)

Incremental
QALY (20

years)

Base Case $10,011 7.31 $12,814 9.25 $14,866 10.37

Sensitivity Analysis

Variation of discount rate

No discount rate $11,652 8.92 $16,682 12.37 $21,303 14.91

3% discount rate $10,593 7.89 $14,121 10.32 $16,927 11.86

10% discount rate $8,802 6.15 $10,414 7.27 $11,345 7.78

Variation of AS rate

10% $10,006 7.31 $12,812 9.24 $14,853 10.36

20% $9,983 7.31 $12,783 9.25 $14,842 10.37

25% $9,974 7.31 $12,781 9.25 $14,838 10.37

40% $9,944 7.31 $12,742 9.24 $14,758 10.37

50% $9,924 7.31 $12,723 9.25 $14,750 10.36

Variation of probability of recurrence in intermediate-high-risk group

2.9% $9,018 7.33 $11,051 9.30 $12,553 10.46
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5.3% $10,473 7.29 $13,628 9.20 $15,894 10.30

6.5% $11,159 7.27 $14,723 9.16 $17,194 10.24

7.7% $11,805 7.25 $15,733 9.11 $18,427 10.17

Variation of utilities

0.95; 0.95; 0.81; 0.48 $9,997 7.40 $12,801 9.37 $14,831 10.50

0.89; 0.89; 0.75; 0.42 $9,997 7.21 $12,801 9.12 $14,831 10.22

0.85; 0.85; 0.70; 0.40 $9,997 7.08 $12,801 8.95 $14,831 10.03

1.00; 1.00; 1.00; 1.00 $9,997 7.63 $12,801 9.72 $14,831 10.93



H 5 year results from previous study

Table H.1: Results 5 years from previous study. Base case
and sensitivity analysis

Variable and
variations

TRUSGB MRGB

Cost QALY Cost QALY

Base case $8,032 4.29 $7,124 4.32

Sensitivity Analysis

Variation of discount rate

No discount rate $8,654 4.70 $7,583 4.74

3% discount rate $8,270 4.44 $7,301 4.48

10% discount rate $7,505 3.94 $6,735 3.97

Variation of AS rate

10% $8,122 4.28 $7,136 4.32

20% $7,947 4.29 $7,117 4.32

25% $7,868 4.29 $7,106 4.32

40% $7,075 4.32

50% $7,056 4.32

Variation of probability of recurrence in intermediate-high-risk group

2.9% $7,827 4.29 $6,901 4.32

5.3% $8,134 4.28 $7,244 4.32

6.5% $8,284 4.28 $7,411 4.31

7.7% $8,428 4.28 $7,580 4.31

Variation of utilities

0.95; 0.95; 0.81; 0.48 $8,035 4.35 $7,127 4.37

0.89; 0.89; 0.75; 0.42 $8,035 4.22 $7,127 4.27

0.85; 0.85; 0.70; 0.40 $8,035 4.14 $7,127 4.21
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1.00; 1.00; 1.00; 1.00 $8,035 4.47 $7,127 4.46
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