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Abstract

Malware has proven to be a persistent problem with an increasing amount of vari-
ations, and new attack vectors are constantly being taken advantage of. Security
specialists are always on the hunt for new technologies useful in the fight against
malware. Blockchain technologies bring promises of high integrity, decentraliza-
tion, and transparency. The technology is very much in its infancy, but previous
research has identified scalability as a weakness.

In this thesis, a prototype to be used by a group of users with limited trust
for each other was designed and developed. The prototype is able to gather infor-
mation from software and use it to allow the group to create a uniform opinion
for whitelisting software. Different approaches for how each user can generate a
vote with minimal user intrusion was discussed. To be able to assess the design’s
scalability and limitations, a thorough review of current research was performed.
The goal of the review was to determine differences between blockchains and tradi-
tional databases with focus on aspects such as properties, performance, cost, and
security.

A working proof of concept was developed, and its potential scalability was
discussed. It was shown to scale similarly to Byzantine fault tolerant consensus
algorithms often used in permissioned blockchains. An estimate of at most 100
to 1,000 users was motivated, and collected research indicate a throughput of
single digits per second, with potentially 20 minutes of delay at 1,000 users. The
usage of smart contracts had benefits of more transparency, higher integrity and
decentralized verification of the result. Tests showed the performance of the smart
contract used in the prototype scaled well with thousands of versions of programs
and would not be a bottleneck. The analysis of current research papers was used to
create a summarizing table and a decision tree that should be helpful for developers
when deciding to use a blockchain or a traditional database in their systems.
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Popular Science Summary

Ever downloaded a program and wondered if it was safe to run? Can
blockchains, the technology behind Bitcoin, be useful in an application
for collectively voting on and whitelisting software? This thesis builds
one such application and evaluates the limitations and scalability of the
blockchain technology.

How do you know if a program you just downloaded is safe to run, or if it is
a virus? Perhaps you use your gut feeling, an anti-virus software, or a tech-savvy
relative? In all of those cases you blindly trust one single party. If the judgment
of said party is off, you might end up running a virus on your computer. This
Master’s Thesis investigates how blockchains can be used to allow multiple people
to electronically vote on whether a certain program is good or bad. Furthermore,
the thesis assumes there are ill-advised and villainous users swaying the opinion on
software in the wrong direction — both upvoting viruses and downvoting harmless
programs.

Think of a blockchain as a sturdy chain with information. It is impossible to
remove a link once it has been attached to the chain. You can easily point to a
link and everyone else is able to verify that it is indeed in the chain. By utilizing
this property and storing votes on the chain, a blockchain with verifiable votes was
created.

Blockchain is one of many technologies with the purpose of storing data, so-
called databases. Blockchain is a new technology with many interesting properties.
It is still not clear where blockchains should be used, and the judgement of many is
clouded by the recentness of the technology. A comparison to databases was made
with regards to properties such as; performance, security, and cost. Blockchains
have interesting properties, but often scale negatively with the amount of users or
have substantial delay. The thesis includes a table which shows how blockchains
and databases scale, as well as a decision tree. This can be used to help developers
decide on whether blockchain is a good fit for their application or not.

The proof of concept would be able to handle up to a third of the users acting
in a malicious way before they would be able to sway the opinion in the wrong
direction. However, it would not support more than a hundred users. If users
would be willing to fully trust a single individual or organization, a program using
a more traditional database would be able to have millions of users instead.
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Chapter 1
Introduction

1.1 Background

Every time a user downloads software the user is at risk of infecting both the
computer and the network the user is connected to. According to Symantec, one
in every 131 emails contains malware [2]. A common threat is software that has
been tampered with, injected with malicious behavior. Symantec reports over 357
million new malware variants for the year 2016 [2], continuing the trend of an
increasing malware problem. The fight against malware is a difficult one and can
be viewed as an arms race between malware developers and security experts. New
techniques and methods are explored and used by both sides to gain advantage
over the other.

The rise of cryptocurrencies has resulted in new techniques for verifiable trans-
actions and records, most famously blockchain from Bitcoin. Blockchain tech-
niques are secure by design [3] and offer a way for a peer-to-peer network of
entities to together agree on a truth, offer immutability, and decentralization. The
technique offers high integrity and distributed consensus. The addition of smart
contracts, code that is executed and has its result verified by all peers in the
network, also opens new options for decentralized solutions.

Blockchains are cited to have many advantages over traditional alternatives
[4, 5] and the technology has gathered a significant amount of hype [6]. A wide
array of industries and sectors experiment with the technology in hopes of becom-
ing early adapters of its potential and the IT security industry is no exception.
The blockchain technology however, is not always well understood, and comes
with its own set of limitations. Scalability has been identified as an area of in-
terest for future research [4], and even though new research in the area has been
performed [1, 7, 8, 9, 10], it can be hard to get a grasp of the current situation
with blockchains compared to central alternatives. It is of interest to explore im-
portant considerations of the technology and clearly compare them with other
alternatives.

1.2 Scope

The objective of this thesis was to investigate if it would be beneficial to use
blockchain techniques in a system designed to detect malware or otherwise help

1



2 Introduction

increase end user security. Focus was placed on what considerations and limi-
tations will come out of using blockchains instead of more traditional, central-
ized, alternatives. A proof of concept (PoC) capable of utilizing the strengths
of blockchain techniques was designed and developed, and its scalability was dis-
cussed. It was also shown that the PoC scales similarly to permissioned blockchains
in general, and scalability of blockchains was compared to centralized and dis-
tributed databases. The thesis aims to help developers of tomorrow’s systems by
providing a list of considerations to make before choosing permissioned blockchains
for their applications, as well as identifying the advantages of implementing the
program logic in a smart contract.

The scope of the thesis can be summarized by the following three questions:

1. What can be said about scalability of the design, both in terms of users and
software? Is it worth it compared to a central alternative?

2. What considerations and limitations are there for applying the design in a
permissioned blockchain?

3. What are the advantages when implementing the program logic in a smart
contract compared to outside of the blockchain?

Answers to these questions will be provided throughout the report.

1.3 Method

The first month was spent on a comprehensive literature study on blockchain tech-
nologies, and finding a suitable blockchain project for the PoC. Information was
primarily gathered from Lund University Libraries and Lund University Publi-
cations Student Papers. Finding information was not a problem because of the
popularity blockchains have had for the past decade. Other areas that were also
researched, though not as comprehensibly, include Portable Executable (PE) file
format, malware detection, and software fingerprinting.

The second month consisted of developing the PoC that was later to be used
in testing and evaluation. The development was performed in parallel, with one
author developing for example the chaincode, while the other worked on getting the
Java SDK client to work. An in-depth research phase on scalability of consensus
algorithms and blockchains was conducted to help answer Question 1.

During the third month, tests were designed, implemented, and executed. The
authors discovered that more time than necessary was designated for the testing
phase. It was cut short, and time was instead spent on improving the chapter
comparing blockchains to databases, Chapter 7. The tests were used to tie to-
gether the developed PoC with the section comparing blockchains to centralized
databases, and finally answer the questions from Section 1.2.

The report was worked on for the entirety of the thesis process. The authors
did not want to hastily write together a report, nor forget any details from previ-
ously finished work.
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1.4 Related work

It is impossible to exclude Nakamoto’s paper on Bitcoin [11] when talking about
blockchains. This paper started the modern day interest in cryptocurrencies, and
introduced blockchains. The application developed for this thesis does not use
Bitcoin, but it is included in discussions as it is the largest blockchain project in
terms of users.

Hyperledger Fabric is the primary blockchain project of interest in this thesis.
The white paper specifying the original design can be found in [12]. More recent
documentation includes the changes made in v1.0 to improve scaling [13].

Dinh et al. created a benchmark for blockchains where they compared the
performance of Hyperledger Fabric, Ethereum, and a database called HBase [8].
Their numbers were used to motivate the choice of blockchain project, and in the
comparison to traditional databases.

Kshetri, a proponent for the role of blockchains in the upcoming Internet of
things (IoT) boom, has written a report about how blockchains might be utilized to
solve upcoming challenges with IoT. His arguments are brought up when discussing
advantages compared to centralized databases.

Johansson’s thesis used blockchain technology, Hyperledger Fabric in partic-
ular, to achieve immutability in the Transport Data Logger system [6]. He also
makes an argument for when to use blockchains, and more specifically, whether
permissionless or permissioned blockchains should be used. This thesis built a
new security related application on top of Hyperledger Fabric, and evaluated the
result.



4 Introduction



Chapter 2
Theoretical Background

This chapter will explain relevant background information needed in order to un-
derstand the thesis. Hashing is central in a blockchain, and also used in the
PoC. Asymmetric encryption is needed to understand how identities are used in
a permissioned blockchain. PE file format is used in the PoC to identify versions.
Different ways to analyse an executable to detect malicious behavior is discussed
in relevance to the PoC, and therefore explained here. The blockchain section goes
through most of the important aspects of a blockchain.

2.1 Hash

A cryptographic hash function is a function that takes in an arbitrary amount
of bits as input, and outputs a bit sequence of fixed length, see Fig. 2.1 for an
example. Meaning, a hash of Shakespeare’s entire work has the same length as
a hash of “Hello, world!”. Bruce Schneier [14] described hash functions as “One-
way functions”, and that they have two important properties. First, it is easy to
calculate the hash of data, but infeasible to reverse the function and calculate the
data given a hash. Secondly, they are collision-free. Essentially, it is impossible to
find two messages resulting in the same hash value. A more formal description of
these properties is given as:

• Preimage resistance: Given y, it should be practically impossible to find
x such that h(x) = y

• Second preimage resistance: Given x, it should be practically impossible
to find x′ such that h(x) = h(x′)

• Collision resistance: It should be practically impossible to find x, x′ such
that h(x) = h(x′)

Furthermore, it is ideal if the change of a single bit transforms the hash into
something completely different. Each bit in the hash should change with the
probability of one-half. This property is called the “avalanche effect”, coined by
Horst Feistel [15].

Hash functions are used in abundance with communication protocols, signa-
tures, password handling, proof-of-work, and integrity verification. It is probably

5



6 Theoretical Background

the most versatile cryptographic primitive, but according to Schneier [16] it is also
the “least-well-understood” primitive.

Hello, world! SHA256
d9014c4624844 
aa5bac314773d 
6b689ad467fa4 
e1d1a50a1b8a9 
9d5a95f72ff5

Figure 2.1: SHA256 digest of “Hello, world!”

2.2 Asymmetrical Encryption

Asymmetrical encryption, also known as public-key cryptography, is a relatively
new way of encrypting information. The alternative, symmetrical encryption, has
been in use for thousands of years. The Romans famously used the “Caesar cipher”
to encrypt sensitive information. In symmetrical encryption, the same key is used
to encrypt and decrypt the message — hence the name.

On the contrary, asymmetrical encryption does not utilize the same key for
encrypting and decrypting data, key pairs are used instead. A key pair consists
of two keys: a public and a private key. The public key is, as the name suggests,
public and can be sent to anyone. The private key however, should never be shown
to anybody apart from the owner.

2.2.1 Encryption and Decryption

Alice wants to send an encrypted message to Bob. Bob sends his public key to
Alice, who then encrypts the message using Bob’s public key. The encrypted
message is sent through an unsecured channel to Bob. Bob uses his private key to
decrypt the message, and retrieves the original plaintext. The process is illustrated
in Fig. 2.2.

2.2.2 Signing and Verifying

Signing solves the problem of “How can I be sure this message originates from
Bob?”. The process is similar to that of encryption, but reversed. Now Bob
“encrypts” the message using his private key, and Alice “decrypts” it using his
public key. As Bob is the only person with access to his private key, he is the
sole person able to generate a valid signature. It is worth mentioning that the
signature is most commonly computed on the hash of a message, not the actual
message itself. The signed hash is sent alongside the message. Alice calculates the
hash of the message, decrypts Bob’s signed hash and if the two are identical she
can be sure the message originates from Bob. The process is illustrated in Fig. 2.3.

A signature can only be trusted if Bob’s key remains a secret. An attacker
with Bob’s private key would have the ability to sign anything in Bob’s name —
making it impossible to differentiate between the two.
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Alice Bob

1

2

3

4

Public key 

Private key

Figure 2.2: Asymmetrical encryption.
1. Bob sends his public key to Alice.
2. Alice encrypts the message with Bob’s key.
3. Alice sends the encrypted message to Bob.
4. Bob decrypts the message with his private key.

Alice Bob

1

4
3

2

Public key 

Private key 

Figure 2.3: Signing.
1. Bob sends his public key to Alice.
2. Bob signs the message with his private key.
3. Bob sends the signed message to Alice.
4. Alice verifies the message with Bob’s public key.

2.2.3 Certificates

How can Alice be sure she received Bob’s public key, and not an attacker’s? Alice
could contact Bob through another communication channel, say a phone call, and
ask if she has got the correct key. But this is infeasible for large scale communica-
tion between multiple parties, and in general when latency is of importance. Also,
it assumes Alice knows Bob from the start. What if Alice has never met Bob, but
would like to communicate securely?

If a third party, trusted by both Alice and Bob, verifies Bob’s identity and signs
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his public key, Alice will be able to trust the validity of the received key. A third
party with the capability to make such decisions is called a Certificate Authority
(CA). This structure, with trusted CAs handing out certificates, is a cornerstone
for secure connections on the web. Transport Layer Security (TLS) uses X.509 1

certificates, signed by CAs. Every major web browser comes with more than 100
root certificates signed by CAs. The CA does not require anyone else to sign its
certificate however, as it is trusted from the beginning. Instead, it signs its own
certificate, as illustrated in Fig. 2.4. A structure with public keys is commonly
called a public-key infrastructure (PKI). TLS uses a hierarchical structure, but
examples of more distributed structures exist as well.

Certificates are similarly used to verify software. A software publisher is able to
sign software with their certificate, and include the entire chain in the PE header.
If signed, the chain is found in the CertificateTable entry in the PE header,
as seen in Fig. A.1 in the Appendix. Operating systems contain additional CA
certificates, and these are used to verify the integrity of software.

Public key

Signature

Public key

Signature

Public key

Signature

Issuer

Issuer

CA

Alice

Bob

Verifies

Verifies

Verifies

Figure 2.4: Certificate chain.

2.3 Portable Executable File Format

PE is the file format designed by Microsoft to be used with executable files, object
code, and dynamic libraries [17]. A comparison could be made to ELF in Linux,
if the reader is familiar with it. It contains information needed by Windows when
loading the program into memory. The operating system is able to retrieve the
location and size of sections such as .data and .text from the PE. Figure A.1
in the Appendix shows the entire layout of the PE format. The location of a
PE header is always found at the address 0x3c. This thesis is only interested
in extracting a few features found in the PE header. Namely, ProductVersion,
FileVersion, InternalName, and FileName. All are found in the ResourceTable.

1X.509 is a public key certificate standard.
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An optional signature of the file can also be found in the Data Directory, in
the CertificateTable entry. This entry is empty if there is no signature and the
size is set to zero. Otherwise, it contains the entire signature chain, and ideally
ends with a CA signature.

2.4 Malware Detection

How are anti-virus programs able to tell malicious software from benign ones?
There is no clear solution to the problem, and it is still an area of research. The
malware industry reacts quickly to implement new circumvention and obfuscation
techniques.

In general, malware detection is divided into three categories: static, dynamic,
and heuristic analysis.

2.4.1 Static analysis

Static analysis refers to the method which does not execute any code. Instead,
the code and/or binary executable is analysed. If the software in question is
proprietary it might not be possible to analyse the code. Anti-virus software
normally uses static analysis in order to determine if a program is benign or not
[18]. A signature is calculated from a software in testing, and if the signature
matches any known malware the software is flagged as malicious.

Static analysis’ strong point is the speed of which an answer can be given
regarding the maliciousness of software.

The downside with static analysis is that more often than not, the software
is proprietary — only giving the analyst access to the binary executable, and
not the code itself. Furthermore, the malware industry is quick to develop new
obfuscation techniques and hide the functionality of malware. Moser et al. con-
cluded that signature detection is not able to detect malware using obfuscation
and transformation techniques [19].

2.4.2 Dynamic analysis

Dynamic analysis refers to the method that executes code and analyses the be-
haviour and functionality. The analysis is carried out inside a sandbox, where the
monitoring program is able to retrieve information about the execution. Exam-
ples of interesting information include: URLs accessed, file usage, and system calls
[20]. The information is gathered into a report which is used to determine if the
software is malicious or not.

The downsides with dynamic analysis is the fact that the program has to
be executed before a decision can be made, slowing down the process severely.
However, given the nature of dynamic analysis, it is able to detect malware even
if they use obfuscation techniques.

To counter this, the malware industry continually develops new techniques to
detect sandbox environments. If a sandbox is detected, the malware behaves as a
harmless program. The sandbox developers are constantly trying to counter the
malware industry’s detection techniques.
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2.4.3 Heuristic analysis

Bazrafshan et al. [18] described heuristic analysis as a method using “data mining
and machine learning to learn the behaviour of an executable file”. The analysis
can be performed either dynamically or statically. A visualization of both versions
is found in Fig. 2.5.

In a paper by De Lille et al. [21] a proposed way to detect malware with
combined static heuristic techniques achieved an accuracy of 97% with a cost of
16.1 seconds. The accuracy was defined as

(TP + TN)/(TP + FN + TN + FP )

where TP is true positive, TN is true negative, FN is false negative, and FP is
false positive.

Heuristic analysis is commonly used by anti-virus program as a supplement to
static signature-based methods. Anti-virus scanners use this to detect malware of
which there are no signatures yet, but the algorithm cannot be too aggressive, lest
it flags benign software.

Dynamic heuristic analysis

Static heuristic analysis

Software Feature extractor Features ML model 

Malicious

Benign

Software Reports

Sandbox

ML model 

Malicious

Benign

Figure 2.5: Heuristic analysis of software with machine learning
classification

2.5 Blockchain

A blockchain is a chain of blocks, each block containing information. Blocks are
chained together in chronological order by a header in each block containing the
hash of the previous block header together with the hash of the data contained in
the current block [11], as can be seen in Fig. 2.6. Each block added to a blockchain
increases the integrity of all previous blocks, since even small changes in the data
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represented in earlier blocks would result in a large change of the resulting hash.
A blockchain is usually used in a peer-to-peer network where each node in the
network keeps a copy of the blockchain and appends it with blocks according to a
set of rules.

It is helpful to divide the blockchain concept into two subgroups, permissionless
and permissioned.

<Block header> 
hash of prev. block header 

nonce 
hash of data

Data

Block 9 Block 10 Block 11

<Block header> 
hash of prev. block header 

nonce 
hash of data

Data

<Block header> 
hash of prev. block header 

nonce 
hash of data

Data

Figure 2.6: Chain of blocks.

2.5.1 Permissionless Blockchain

A permissionless blockchain requires no prior permission for a user to connect to
the blockchain and expand it. Anyone is able to contribute as a verifier of the blocks
to be added and the order in which they are added in the chain. These blockchains
are therefore also referred to as “open” or “public” blockchains. The main advantage
of a permissionless blockchain is the possibility of full decentralization [11].

Bitcoin [11] and Ethereum [22] are two famous examples of permissionless
blockchains, both used for cryptocurrencies — digital currency that uses crypto-
graphic primitives to secure its transactions.

Double-spending

One of the main difficulties with a digital currency is double-spending. Since
the money is represented as a digital file, it is susceptible to falsification and
duplication. A way to circumvent this is through the use of a trusted third party
who keeps track of the money and makes sure a user cannot spend the same money
in multiple transactions. This solution requires all users to fully trust the third
party, therefore Nakamoto [11] suggested a different approach:

1. A client requests a transaction by broadcasting it to all nodes.

2. Each node collects new transactions into a block.

3. A time-consuming task called proof-of-work is performed by each node for
their block.

4. When a node has completed its task, it broadcasts its block to all other
nodes.

5. The other nodes accept the block only after they have verified the task has
been performed, all the transactions in the block are valid and the money
has not already been spent.
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6. The nodes use the hash of the accepted block as the previous hash when
working on creating the next block.

Anyone can then confirm the transaction has been processed by checking the
block in the blockchain. Consensus based on proof-of-work lacks one important
property: Consensus finality [23]. This property guarantees a valid block, ap-
pended to the blockchain at some point in time, will never be removed from the
blockchain again. This is due to an effect called forking, and it arises when the
network disagrees on which block to add to the blockchain. The effect is explained
in further detail in Section 2.5.1.

Proof-of-work

To reach consensus on ordering and validity of events in the blockchain, a system
of proof-of-’X’ is used. Commonly proof-of-work, as is used in Bitcoin [11] and
Ethereum [22], but other variants exist such as proof-of-stake, proof-of-capacity,
proof-of-research, and many others too numerous to mention.

The proof-of-work algorithm as presented by Nakamoto [11], uses inspiration
from HashCash [24], where the main idea is “hard to compute, easy to verify”. The
block is hashed together with a nonce, a number with no significance other than
to change the resulting hash. The goal is to find a nonce such that the hash fulfils
a criterion, for example a number of leading zeros as used in Bitcoin. The work
needed to find such a hash is exponential with the amount of leading zeros and can
therefore easily be modified to keep the problem sufficiently hard. Verifying work
will, on the other hand, only require hashing the block with its suggested nonce,
and verifying that the criteria with leading zeros is fulfilled. Trying to calculate
a hash that fulfils the criterion is referred to as “mining”, and mining nodes are
called “miners”.

One large drawback with the proof-of-work approach is the amount of energy
required by the mining process, especially since energy is consumed to solve a
problem specifically designed to be time-consuming. One estimation is that a
single Bitcoin transaction consumes as much energy as needed to power an average
sized household in United States for almost twenty days [25]. All Bitcoin mining
consumes more energy than all of Ireland, and almost as much as Denmark, at
29.05 TWh per year [26]. Explanations of alternatives to proof-of-work is given in
Table 2.1.
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Consensus protocol Explanation
Proof-of-work Uses computational power to solve a hard task.

Example is hashing given data with a nonce un-
til a criterion on the hash is met. The criterion
can be adjusted to extend the average time be-
fore a solution is found [11].

Proof-of-elapsed-time Uses Intel’s trusted computing platform, SGX,
to randomly choose an amount of time to wait
[27]. SGX can create proof of the device wait-
ing for that amount of time and the proof is
easily verified by other SGX platforms. This
can be seen as simulating proof-of-work, avoid-
ing the unnecessary and energy consuming com-
putations while still being time-consuming.

Proof-of-capacity Also known as proof-of-space. Uses a non-trivial
amount of storage to solve a challenge [28].
Writing data to a disk consumes far less energy
than calculations on a processor would, making
it less energy consuming than proof-of-work.

Proof-of-stake Uses combinations of random selection and
wealth or age of coins to select the creator of
the next block. One example is PeerCoin [29]
which uses time since a coin was last used in
a transaction as the age of a coin. A user can
increase the likelihood of being selected as the
next creator of a block by setting up a trans-
action back to herself, meaning the age of the
coins is reset when the block is created. This
results in low energy consumption compared to
proof-of-work.

Table 2.1: Short explanations of different proof-of-’X’ protocols.

Fork

There is a risk that two nodes working on two different blocks find solutions to the
proof-of-work problem at roughly the same time. This would result in two different
chains of the same length and both being as valid as the other. This is referred
to as a fork — similar to a river that forks into two different paths. Other nodes
may work on any of the two forks and individually consider it the primary chain.
A “longest-chain” rule is used in Bitcoin and many other blockchains, meaning
the first chain to be extended with an extra block will be considered the primary
chain by all others, and those who were working on the other fork will switch to
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the now longer one. There is a risk of several forks being extended with new blocks
at the same time and both staying alive as the “primary”, but one of them will
eventually be longer than the others, meaning other forks, and blocks added to
them, will be abandoned and disappear, illustrated in Fig. 2.7. Due to forks, it
is often recommended to wait until five blocks have been added after the block
with the transaction of interest before considering the transfer as completed [30].
In Bitcoin, the work required to create a new block is adjusted so new blocks are
found on average 10 minutes apart [23]. This results in Bitcoin having a practical
transaction time of about an hour.

There exist examples where a blockchain has deliberately been forked by chang-
ing underlying rules and convincing a large part of the users to comply with the
new rules. This is known as a “hard fork” if the changes makes the two forks in-
compatible with each other, illustrated in Fig. 2.8. One example is the hard fork to
revert the so called “DAO hack”. Decentralized Autonomous Organization (DAO),
was a crowdfunding campaign using a smart contract where donors would vote on
how the money should be spent. A mistake in the smart contract code was abused
and a third of the DAO funds were stolen, with a value at the time of USD 55
million [31]. The hack locked the money inside the Ethereum chain for 28 days and
a hard fork to undo the damages of the hack was suggested and approved by parts
of the community [32]. The divide in the Ethereum community resulted in a split
of Ethereum where Ethereum Classic was created and kept mining on the original
blockchain while Ethereum started mining on the hard fork. Hofmann et al. [33]
argue the hard fork raises concerns about immutability in public blockchains.

1 12

3 4 5

3B 4B

21

3B

3A 4A

4B

Fork A gets extended with a fifth block before Fork B and the rule of "longest-chain" makes it the primary
one. The B fork is abandoned.

Miner A and Miner B find the hash for two different blocks at the same time, creating a fork. 
The two forks are both worked on by different miners and extended with a fourth block.

Figure 2.7: Blockchain fork.
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Figure 2.8: Hard fork in a blockchain. In the case of the DAO hard
fork in Ethereum, the B chain with miners staying with the old
rules would be Ethereum Classic and the A chain following the
updated rules would be Ethereum.

2.5.2 Permissioned Blockchain

A permissioned blockchain is operated by identifiable and verifiable entities [12].
These entities are responsible for validating and ordering the transactions. Proof-
of-work is not always used in permissioned blockchains, instead consensus algo-
rithms are often used. Different consensus algorithms exist with individual trade-
offs between throughput, scalability, and tolerance of hostile environments.

Byzantine nodes

The name Byzantine node comes from “The Byzantine Generals’ Problem” [34], a
problem described by Lamport et al. as early as 1982. The problem is as follows:
Imagine several divisions of the Byzantine army are camped outside of an enemy
city, each division commanded by its own general. The generals can communicate
with one another only by messengers. It would be a disaster if some generals
retreat while others attack. In order to win, they must decide upon a common
plan of action. However, some generals may be treacherous, trying to prevent loyal
generals from reaching an agreement.

The generals must have a predefined algorithm guaranteeing all loyal generals
decide upon the same plan of action, while hindering a few traitors to decide on a
bad plan.

A simple algorithm is to go for the option most generals have voted for. In a
small example with three generals, one general (A) might vote for retreat and one
(B) for attack. The last general, if traitorous, can then send A a vote for retreat
and B a vote for attack. A attacks, while B retreats, leading to a loss for the
generals. An example is illustrated in Fig. 2.9. Introducing one more loyal general
to the example, and adding a rule of action in case of a draw (for example everyone
retreats if it is a draw), would solve the problem in this example. Algorithms and
protocols that are able to function with Byzantine nodes have a property called
Byzantine Fault Tolerance (BFT).

The Byzantine Generals’ Problem, though explained in a historical setting, is
directly relatable to computer systems. It is reasonable to think faulty compo-
nents might deviate from a protocol and unintentionally behave as a traitorous
general, often referred to as “Byzantine behaviour”. A Byzantine node is a node
with Byzantine behaviour, either because it is malfunctioning or controlled by a
malicious entity.
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Attack! Withdraw!

(Attack) (Withdraw)

Figure 2.9: Byzantine Generals’ Problem with three generals. Mid-
dle one is traitorous and sends different messages to the other
two.

Practical Byzantine Fault Tolerance

A common and well-researched consensus algorithm is Practical Byzantine Fault
Tolerance (PBFT), presented by Castro and Liskov in 1999 [35]. The algorithm
offers resiliency under the assumption that n = 3f+1 , where n is the total amount
of nodes and f is the amount of Byzantine nodes, which is proven to be optimal.
A simple explanation of the algorithm in a blockchain context:

1. A client sends a request to add data to the current primary node.

2. The primary node forwards the request to the other nodes.

3. All nodes try to validate and append the data to the blockchain, and send
the result back to the client.

4. The client waits for replies until it has received f + 1 replies confirming or
denying the request.

Any node can, and will, be selected as primary at different times. The optimal
resilience of n = 3f +1 can be verified with a worst-case scenario: f nodes do not
reply. This might be because they are offline, or their response is for some reason
delayed. The client will be left with 2f + 1 replies to figure out if the request was
accepted or not. Since f is the maximum amount of Byzantine nodes, there is still
a majority of accurate replies in a situation where the f nodes that have yet to
respond are not faulty but just slow. This is illustrated in Fig. 2.10.

2.5.3 Hyperledger

Hyperledger is an umbrella project with different open source blockchain projects.
It was started by the Linux Foundation in 2015 [36], and is supported by many
large companies both in the technology industry and financial sector [37]. Some of
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Figure 2.10: Resilience in PBFT.

their blockchain-based distributed ledger projects include Hyperledger Sawtooth,
Hyperledger Burrow, and Hyperledger Fabric. Tools made for quicker and easier
deployment, and creation of smart contracts have also been released.

Hyperledger Fabric

Hyperledger Fabric [12], henceforth referred to as Fabric, is one of the more ma-
ture options when it comes to permissioned blockchain projects. It is made to
be adaptable in a way where current and future standards should be easy to use
with Fabric. The project uses member lists, where the default is a system with
X.509 certificates, but this can be changed to work with other standards and other
methods of proving an identity. The system does not use consensus based on proof-
of-’X’, instead several consensus algorithms are implemented, for example Kafka2

and PBFT. The consensus layer is modular, meaning that if faster algorithms are
discovered in the future they can be implemented into Fabric.

Some key aspects about Fabric:

Assets: An asset in Fabric is represented as a key-value pair, similar to maps
and dictionaries in many programming languages [38]. All mappings of a key
is stored on the blockchain but the most recent value is the one that is retriev-
able. The value is a binary string, meaning that anything that can be digitally
represented can be stored.

An example of an asset is a farm animal. The key can be a unique identifica-
tion number or name of that farm animal and the binary string can be relevant

2A crash tolerant consensus algorithm. It is not BFT [13].
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information such as weight, cost, and age.

Membership services: All members of the system need to be identifiable
and approved to partake in the network. PKI is used to create certificates that can
be tied to organizations, client applications, and end users. The identities are pro-
vided by the Membership Service Provider (MSP) in Fabric. The approach allows
configuration of different “roles” with different access and different responsibility in
a transaction [38]. This allows scenarios where transactions above a certain value
will need to be approved by the company management before they are accepted
in the blockchain. The modularity of Fabric makes it possible to synchronize the
membership services to structures like Active Directories that might already exist
within a company.

Chaincode: Chaincode is the term used in Fabric for smart contracts, see
Section 2.5.4, and is a piece of code that is stored in the blockchain and run on
nodes in the network. The code can access and change assets [38]. The Hyperledger
white paper [12] defines a smart contract in the following way:

“A smart contract is a collection of business rules which are deployed on a
blockchain, and shared and validated collectively by a group of stakeholders. A
smart contract can automate business processes trustfully by allowing all stake-
holders to process and validate contractual rules as a group.”.

Consensus: Consensus in Fabric incorporates many parts. A transaction
goes through several steps before it is finally added to the blockchain [39], see
Fig. 2.11 for an illustration of the process.

1. Farmer A wants to sell one of his farm animals to a customer B. One of
them initiates the transaction through an application. The transaction is
formed in a way where endorsement from both A and B is required for the
transaction to be valid.

2. The transaction is sent to the two nodes representing A and B. They both
verify that the transaction proposal is valid and that the other party is eligi-
ble to make the changes required to the asset. The values in the transaction
are used in the invoked chaincode and executed against the blockchain.

3. As a result, the transaction and the endorser’s signature are sent back to
the initializing application, which collects the responses from all endorsers,
packages them into an update request and broadcasts it to the orderers.

4. The orderers order all requested transactions chronologically and collect
them into a block that can be added to the blockchain. The block is then
sent to all nodes in the network.

5. Each node validates all transactions in the block and that the endorsement
policy was upheld (both A and B endorsed the transaction). If the block
is valid, the nodes append it to their blockchain and notify the application
which initiated the transaction that the transaction has been immutably
appended to the chain.
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The endorsement policy used in the chaincode invoked in step two can be made
more advanced. A medical journal for the farm animal may exist and a third
party, for example a veterinarian, may be required to also sign the transaction.
The customer may work for a company and all purchases made by him could be
required to also be signed by superiors.

In step four, an algorithm for consensus is used by the orderers. If PBFT is
used, the block is only approved if more than one third of the total amount of
orderers have agreed on the order.

2.5.4 Smart contracts

A contract, like a contract for renting an apartment, is written to be legally en-
forceable. Judges and lawyers are used to interpret the contract to ensure both
parties fulfil their contractual obligations. In a smart contract, that responsibility
is instead moved to the code and to the masses. Szabo defined smart contracts
in 1997 [40]. They are often constructed as “if X, then Y ”, where X are require-
ments to be fulfilled by a buyer before the service Y is provided. With the rental
agreement as an example, a requirement to fulfil by the tenant is to transfer rent
to the landlord each month. More complex logic such as “if there are insufficient
funds on a tenant’s account one month, a fee is added to the total” can also be
used.

The code is readable by everyone and the distributed nature of blockchains
guarantees that the execution is performed as coded. This is achieved by having
the code being run by all nodes. If execution of the code results in a transfer of
money or a digital asset that exist on the blockchain, all nodes will come to this
conclusion when running the code and the asset will be transferred.
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Transaction

A transaction between farmer A and customer B is initiated through
an application. The transaction is sent to nodes representing A and
B in the network.

Both node A and node B execute the transaction against their local copy of
the blockchain and endorse the transaction with their signatures. The
responses are sent back to the application.

The nodes verify the transactions in the block and send notifications
back to the application confirming the transaction has been immutably
added to the blockchain. Assets can now safely be exchanged.  

The application collects the responses and broadcasts them to the
orderers. The orderers order transactions into a block that is then sent to
all nodes.

A B
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Application

Application

Application

Application

= Node
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= Node
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Figure 2.11: The transaction flow in Fabric v1.0



Chapter 3
A security related PoC

A security related PoC benefiting from the blockchain technology was designed
and implemented to better understand potential limitations with the technology.
The main idea behind the PoC can be summarized as follows: a collection of
users share information of programs they run in an attempt to detect, and not
execute, programs not trusted by the collaboration. A first assumption is that the
participants do not fully trust each other, but believe a majority of the participants
act in a “good” way. A centralized database would give full power to a third party
to change or remove any data it pleases. A blockchain on the other hand would
not require a trusted third party, and no data can be removed or changed as long
as not a majority decides to do so.

The information the PoC gathers from executable files include: hash of the
executable, name, version, and the certificate if it is signed. A positive or negative
vote is cast by the user, currently by deciding if she will run the executable but
other options are discussed in Section 4.1. This information from all participants
is stored on the blockchain. The next time a user wants to execute an executable,
a piece of chaincode is run on the blockchain and the total amount of points for
that exact executable, and any other versions of the same program, are retrieved.
The response includes information about other executables with the same name
that are signed (or signed with a different certificate).

The PoC can be helpful in the following scenarios, all considering a collabora-
tion of fifty users:

• An executable has 40 points. Running this executable does not deviate from
the behaviour of the others.

• An executable has zero points. If the executable is something one could
assume more people would run, for example Skype.exe, this might indicate
a spoofed version from an unreliable source.

• An executable has two points. A previous version has 40 points.

• An unsigned executable has one point. Information of a signed executable
with the same name exists and has 40 points. This might indicate that the
executable is spoofed.
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Chapter 4
Motivation of the Design

This chapter aims to explain and motivate two major choices for the PoC. Several
ways for a participant, or entity, to form an opinion on an executable were ex-
plored and limitations discussed in the first part of this chapter. The second part
motivates the choice of underlying blockchain structure.

4.1 How can an entity form an opinion?

The following sections will discuss various ways for a computer to form an opinion
regarding a piece of software. The opinion is what will be shared on the blockchain,
and allow others to make decisions based on the shared opinions.

4.1.1 Possession

A simple way to trust software is to simply base it on whether the computer has the
program installed. If the program is found on the computer, it will send an update
to the network. This does not require any malware detection — and results in the
computer only seeing if a program is used by others on the network. Meaning, if
a malware has spread to enough computers it will be deemed as trustworthy by
the network.

It would provide protection against spoofing/phishing attacks. Say a user re-
ceives a phishing email, containing a Word document. The document then executes
a macro to download a malware named “Skype” and tries to infect the computer.
The victim will notice, after querying the distributed ledger, that other computers
have reported entirely different hash and/or certificate. The system could then
react and stop the execution of the program.

4.1.2 Previously seen software

This approach builds upon the “Possession” method. Instead of simply trusting
software because it is installed on the computer, the entity will try to match
software with previously seen ones. The comparison could be done in any amount
of ways. One option is to use the PE header to find previous versions of the
software. The system is then able to verify that the previous versions are signed
with the same private key. Software with no known previous versions, or known

23



24 Motivation of the Design

ones with a differing certificate, are considered as potential threats and the user
receives a warning.

This approach tries to minimize the need of input from the user, and only
requires it when no further steps can be taken automatically. The difficult part is
how the entities are to reach the conclusion that a piece of software is malicious,
after having upvoted it in the past. There is also a reliance on the user having
the ability to determine the maliciousness of software based on the data that is
presented by the system. Examples of data could be how other entities have voted,
and information about the certificate.

4.1.3 Anti-virus software

The computer could trust the anti-virus software and view the program in question
as safe if no warning is received. No warning is interpreted as the software is safe
to run. A warning results in a negative opinion.

For this approach to work, there would have to be multiple variants of anti-
virus software on the network. Otherwise, it turns into a slow version of said
anti-virus software. However, if multiple variants are used the system would allow
computers to make decisions based on the collective opinion of several anti-virus
software providers, mentioned in Section 4.1.5.

As mentioned briefly in Section 2.4.1, most anti-virus programs use signature
checking to determine if a program is malicious or not. This allows malware
using obfuscation techniques to circumvent the anti-virus program. Consequently,
malware would be able to gain upvotes from computers on the network, and achieve
trustworthiness.

4.1.4 Sandbox and machine learning

A computer could upload a new program to a sandbox environment, where it
would be monitored for suspicious behaviour. Afterwards, a machine learning
model would classify the reports generated by the sandbox, and determine if the
program is malware. This solution is more akin to the dynamic analysis method
mentioned in Section 2.4.2.

This would require more time than simply using an anti-virus software, which
might lead to more time for the malware to execute its code.

4.1.5 User’s choice

If the choice is left to the user, as opposed to something the system enforces on
the user, a more diverse network could emerge. Some users on the network might
choose to use static analysis on their computer, while others use dynamic/heuris-
tic methods. The resulting network would be similar to a distributed version of
VirusTotal. Each computer on the network contributes with the result from one
malware detection method.

VirusTotal is Google’s online anti-virus service. Visitors are able to upload
executable files, which VirusTotal then scans through with over 70 anti-virus pro-
grams. The result page displays what each of the anti-virus programs determined,
see Fig. 4.1.
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Entities without anti-virus or sandbox environments could still contribute to
the network via the possession-based method that was proposed earlier in Sec-
tion 4.1.1.

Figure 4.1: Result page from VirusTotal

4.2 Choice of blockchain structure

Fabric v1.1 has been chosen as underlying blockchain for the PoC, since it supports
smart contracts, identifiable members, and BFT consensus without the need of
resource heavy proof-of-work. Fabric has shown to scale better than many of its
competitors [7, 41], and with its recent stable release, and some supposed real-
world applications already, it gives the impression of being mature and stable.
The following sections aim to further explain the decision to use Fabric v1.1 for
the PoC.

4.2.1 Support for smart contracts

The implementation will assume an environment with limited trust for individual
entities, and the data submitted should be on a “one-entity-one-submission” basis.
Scenarios where an entity would like to update its submission can be imagined,
for example if new information has surfaced or if a certificate has been updated
with a new signature. To allow an entity to update its vote, while still keeping
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the old vote stored on the blockchain, the application would need to keep track of,
and only count, the most recent vote. This is easily managed by a smart contract,
where a “state” inside of the smart contract and future changes to that state will
be tracked by the mechanics which execute the smart contract. Another advantage
with smart contracts is that the code will be easily viewable and verifiable by all
participants. This stays true to the spirit of the project, where trust for third
parties should be kept to a minimum.

There exist both permissionless and permissioned blockchain projects with
support for smart contracts. A permissioned blockchain with identifiable mem-
bers can easily be utilized by the PoC, where the goal is one-member-one-vote.
Creating something similar in a permissionless setting, where one user should not
be able to connect a thousand different devices and upvote malicious software, is
complicated. A system with identities and the ability to somehow reward good
behaviour and punish bad would need to be implemented. To cite Johansson on
the topic “This would in effect just be implementing a heavy permissioned layer
on top of the permissionless blockchain system. Instead, linking blockchain net-
work identities to physical entities can be made with a permissioned system that
is purpose-built for doing just that.” [6]. As Johansson also brings up, using a per-
missionless blockchain comes with costs that are harder to predict [6], considering
the transaction fees in permissionless blockchains. Since there is no monetary in-
terest for users of the PoC, spending money to submit and update data might not
be enticing.

4.2.2 Scalability

Scalability is another factor of interest. Various publications point to an advantage
of permissioned blockchains over permissionless ones based on proof-of-’X’, when
looking at throughput and transaction speed. A comparison by Dinh et al. [41]
between Fabric, Parity, and Ethereum states that Fabric has lower latency per
transaction and higher throughput across all tests in the blockchain benchmark
framework BLOCKBENCH. Pongnumkul et al. performed tests on Ethereum and
Fabric v0.6 with the consensus layer disabled, in order to test the execution layer
[7]. They concluded that “Hyperledger Fabric consistently performs better than
Ethereum both in [terms] of throughput and latency”. In some of their tests,
the execution time of a smart contract in Fabric was a tenth of Ethereum’s time,
something they noted shows a large difference in data access and management for
the two platforms.

These advantages are achievable only when few nodes are used in Fabric, more
nodes results in less difference between the two. In Fabric v0.6, every node is part
of the consensus algorithm. In versions released after v1.0, only nodes assigned to
be an orderer is part of the consensus. An implementation of the design mentioned
in Chapter 3 will require that a user has trust for a majority of orderers. This can
be achieved either by every member being an orderer, or that a small selection of
orderers exist allowing users to trust a majority of them.

Dinh et al. [41] had problems with Fabric v0.6, where it stopped working
when used with more than 16 nodes in some of their tests. It would be a severe
limitation to the PoC if a maximum of 16 members is possible. The report,
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however, attributes this to the queue being shared by client requests and consensus
messages, and the experiment used clients with a fixed request rate of 320 requests
per second per client. The PoC would not need this amount of transactions, at
least not after an initialization phase. The frequency of requests per client would
probably be in the single digit per day, compared to 320 requests/sec · 3,600
sec/hr · 24 h/day = 27,648,000 requests/day. The solution could potentially scale
to nodes in at least the hundreds, even considering PBFT’s complexity of O(n2)
[6].

Since Ethereum is open source [42], it is possible to use it in a private setting
where only permissioned nodes can connect. The blockchain would still use proof-
of-work for consensus, which raises some extra security issues as it would not
require a large investment to obtain 51% of the computing power in a small,
private blockchain network. The identity management would also have to be done
more centralized if a private fork of Ethereum was chosen. The authors believe the
application would be interesting and helpful in a permissionless blockchain, but
would require a web of trust to function, see Section 9.1. Due to the application
being used in a permissioned setting, Fabric will be better suited, since that is
what it is designed for.

4.2.3 Other contenders

There is another interesting project under the Hyperledger umbrella with a per-
missioned structure: Hyperledger Sawtooth. Sawtooth recently got its first stable
release, and promises high scalability and low execution time of chaincode [43].
The system currently only offers proof-of-elapsed-time, using Intel SGX, as the
consensus algorithm. This locks the application to only support one CPU vendor,
and as Johansson [6] also stated, Fabric seems like the more mature project of the
two at the time of writing.

4.2.4 Differences between Fabric v1.1 and v0.6

In September 2016, Fabric v0.6.0-preview was released on GitHub. In July 2017,
the organization presented its first stable release, v1.0.0. This version implemented
some major changes, and this section aims to explain some differences between the
preview version and their most recent release, v1.1.

New architecture and the removal of PBFT

The underlying architecture was changed to increase throughput and scalability
in Fabric v1.0 [44]. In v0.6, only nodes and clients exist. A client is an application
using their SDK or own implementation to create transactions. Only one type
of node exists and every node can be considered a “full-node”. All nodes execute
chaincode and partake in establishing consensus, and a native implementation of
PBFT is used for BFT consensus. In v1.0, Fabric moves to a new approach with an
“execute-order-validate” architecture. Nodes are separated into peers and orderers,
and only a subset of peers (called endorsers) needs to execute a specific chaincode.
The orderers are responsible for the ordering of transactions, and the consensus,
while the remaining peers only validate the results presented by the endorsers
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after they have executed the chaincode [45]. The changes introduce support of
non-deterministic smart contracts and parallel execution of smart contracts. Also,
every node is no longer required to execute every smart contract and nodes can
even have their own policies for how resource heavy a smart contract is allowed to
be before it is dropped [45]. The changes also allows more flexibility for the trust
model, where trust assumptions for a smart contract may be different from that
of the ordering of transactions.

With the changes, they removed support for PBFT, and in effect only offer al-
gorithms for consensus that are crash tolerant and not BFT. Adding Simple-PBFT
is part of their development plan [44, 45] and a yet-to-be-endorsed implementation
of BFT-SMaRt exists [46], so the lack of BFT consensus is only temporary.



Chapter 5
Implementation

The following section will explain the design and implementation of the PoC in
detail. The client, the chaincode, and the blockchain network are all thoroughly
explained and illustrated.

5.1 Extracting information from executables

The PE header was used to extract information about an executable. Some fields
in the PE header are optional, but most legitimate programs will contain the
information used by the PoC.

5.1.1 Name and version

A Java library called “PE/COFF 4J” [47] was used to extract the name and version
from the resource tables found in the PE header.

5.1.2 Signature and certificate

As previously mentioned in Section 2.2.2, signatures are used to verify the integrity
and origins of digital files. Software from major developers are often signed, al-
though it is optional. The entire certificate chain can be found in the entry called
CertificateTable, found in the Optional Header — see Fig. A.1 in Appendix A.
Locating this entry is done by reading the values at offset 0x98/0xa8 (32/64 bit)
from the start of the PE header. The size of CertificateTable is found after the
offset, at 0x9c/0xac. After reading these two values, the PoC is able to retrieve
the entire certificate chain and generate a fingerprint of it by hashing it.

5.2 Abstract view of the logic

The main flow of logic in the PoC is somewhat complex. A flowchart was drawn to
help visualize it. Fig. 5.1 illustrates the logic when a new program is encountered
on an entity. If the program is unknown to the network, it will try to match the
certificate with previously known versions of said program. A problem is when
developers renew their certificate, as they do on a regular basis, the new certificate
will not match with the previous one — making it hard to compare them. The PoC
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queries the user for the next step at this point. A solution closer to production
would most likely have to find a better way to determine if a program is malicious
or not.

New program

Known 
program?

Query 
blockchain  

Previous 
versions? 

Yes

Sufficient 
votes?

Certificate
matches? 

Yes

Yes

Inform user

Program is
executed?

Execute program Yes

Send positive
opinion

No

Send negative
opinion

No

No

No

No

Figure 5.1: Flowchart of the system

5.3 Fabric network

Each participant in the network will run one peer and one orderer on their com-
puter. Each peer is connected to all other peers and each orderer is connected to
every other orderer. An illustration is found in Fig. 5.2. The orderers are set up
to use a community developed BFT-SMaRt module [46]. Fabric uses Docker for
execution of chaincode, and all participants will have a Docker container running
the chaincode.

Fabric is configured to use X.509 certificates for identification and signing of
transmissions. The endorsement policy used requires n

3 + 1, where n is the total
amount of participants in the network, to endorse the chaincode execution for it
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to be considered valid and added by the peers to the ledger. The policy is chosen
to keep the same BFT properties as with BFT-SMaRt.

Peer

Orderer

Entity 1

Peer

Orderer

Entity 3

Peer

Orderer

Entity 2 

Peer

Orderer

Entity 4

Peer-channel

Orderer-channel

Figure 5.2: PoC network with four participants. The PoC can be
scaled for more participants.

5.4 Chaincode

Fabric uses a state database, and data is stored as a [key]:[value] mapping. The
key is a string and the value is an array of bytes, which makes it possible to store
anything and map it to a key. The chaincode in the PoC defines a structure in
JSON format which makes it possible to map the Vote structure seen in Fig. 5.3
to an array of bytes. The key used is the Base64 representation of the sender’s
certificate hashed with the hash of the program. Since the hash is unique for each
program, and the certificate cannot be forged, any new votes from the same user
on the same program would just replace the old one. The old value would be kept
in previous block of the blockchain, but only the most recent value would be used
by the chaincode. This fulfils the requirement of “one user — one vote” as well as
making sure old votes are kept even if they are updated. An illustration of the
mapping can be seen in Fig. 5.4.

The chaincode provides three functions: createVote(string[] args),
queryOwn(string[] args), and query(string[] args). queryOwn(string[]
args) takes one argument which is the hash of the program. It simply returns the
user’s own vote on a particular program, in the form of a byte array.

query(string[] args) requires four strings:

• Hash — the SHA256 hash of the programs executable.

• PEName — the name of the program, according to the PE header.



32 Implementation

[Go] chaincode 

Vote 
<<struct>>

+ Id: string

+ Hash: string

+ PEName: string

+ Version: string

+ Cert: string

+ Owner: string

+ Point: int

VoteCC
+ createVote(string[ ] args): sc.Response

+ query(string[ ] args): sc.Response

+ queryOwn(string[ ] args): sc.Response

Figure 5.3: UML of the VoteCC.go chaincode and the JSON struc-
ture defined by it.
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Value
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Key

Key

Key

Key

e6fb..

Vote 
<<struct>>

+ Id: string
+ Hash: string
+ PEName: string
+ Version: string
+ Cert: string
+ Owner: string
+ Point: int

10100110001101..

Hash-
function

Figure 5.4: The key-value mapping used by the chaincode. The
key is chosen as the SHA256 hash of the executable and the
Base64 representation of the certificate. The value is the byte
array corresponding to the JSON structure “Vote”.

• Version — the version of the program, according to the PE header.

• Cert — the SHA256 hash of the certificate used to sign the program. The
“certificate fingerprint”.

It responds with a JSON structure in the form of a byte array which the client
parses. Three different types of information is retrieved from the blockchain:

• Total points, and from how many users, on the hash.

• Total points, and from how many users, on hashes with the same name and
same certificate, but with different version numbers.

• Total points, and from how many users, on hashes with the same name but
different certificates.

createVote(string[] args) requires an additional two strings, namely

• Owner — the name of the voter.

• Point — the points given to the program, p ∈ Z,−1 ≤ p ≤ 1.

5.5 Client

The client consists mainly of a Java background process. The process uses Win-
dows’ process monitor to detect started processes, and extracts the information
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necessary for querying the chaincode. The possibility to manually give the path
to an executable exists as well, and also the ability to scan a file through the Win-
dows Context menu. Fig. 5.5 illustrates the structure of the package that detects
started processes and extracts necessary information.

Even though the target platform was Windows, some features are only present
on the Linux version. For instance, a significant amount of time was spent on
getting the BFT-SMaRt fork to work on first Windows, and later Linux. The
Windows version using BFT-SMaRt never got to a functional state, and instead
uses the native implementation of Kafka. The Linux version using BFT-SMaRt is
a severe kludge solution. Nevertheless, it was functional enough for testing.

ProcessRetrieverThread is responsible for finding newly started programs.
It keeps track of when the latest search was performed. Programs started after
the previous search are considered as unseen. These programs are put into a
List in the SystemProcesses class, and this is where the main program retrieves
information from with the method getProc().

FileRetrieverThread extends the same abstract class as
ProcessRetrieverThread. This class is used when running the PoC on a Linux
system. The solution for finding running processes was not portable, and as
the Linux version of the PoC was only to be used for testing BFT-SMaRt,
FileRetrieverThread was created. It simple listens for changes made to a spec-
ified directory, and considers a change to be a program starting. .exe files are
placed in said directory to simulate them starting.

The client follows the logic described in Section 5.2. If the hash of the ex-
ecutable has points equal to n

3 + 1, where n is the total amount of members in
the network, the program is considered trustworthy. Likewise, it is considered
favourably if another version of the executable has reached the threshold. If the
threshold is not reached, the client has no opinion of the software, again to keep
to the BFT properties of the rest of the service.

During development and testing a GUI was used to visualize what would hap-
pen according to the flowchart, illustrated in Fig. 5.1. The GUI is shown in
Fig. 5.6-5.9. “Approved program!” means the GUI would not have shown itself
to the user, and the program would be allowed to run. Conversely, “Program not
approved” would require user input before deciding to run the program or not. If
the user were to press “No”, the PoC would terminate the program in question,
and enter a negative vote into the blockchain.

The GUI contains technical information that might not be suitable for users
with little technical knowledge. This would be streamlined in a consumer version
so as not to confuse the users.
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Figure 5.5: UML of the process Java package.

Figure 5.6: Hash matches with
an approved program Figure 5.7: No information avail-

able
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Figure 5.8: Previously seen ver-
sion available Figure 5.9: Signed version avail-

able
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Testing

6.1 Versions used

• Docker 1.13.1

• jcs47/hyperledger-bftsmart 7f459d01

• jcs47/fabric 323402c7

• mcfunley/juds 6621191c

• Ubuntu 17.10

6.2 Traffic between orderers

Ordering in permissioned blockchains is often a bottleneck and greatly impairs scal-
ing. The PoC uses BFT-SMaRt for ordering events. The BFT-SMaRt algorithm
is similar in theory to PBFT and should require the same amount of packages to
reach consensus, O(n2). The implementation, and especially the wrapper created
to function with Fabric, may however give other results. The following test aims
to link the PoC to the underlying theory of the components used to better discuss
the scalability of the design.

6.2.1 Method

A network containing n number of orderers with different port numbers on local-
host and a fixed number of peers was started. The PoC was used to send a vote
on an executable (Firefox Installer). The traffic was captured using Wireshark
and packages between the very first package that contained the string “createVote”
(sent from a peer to an orderer), to the last package containing the same string
were counted.

Amount of orderers, n, was chosen in intervals between four and 40.

6.2.2 Results

The result of the test is found in Table 6.1. The result is plotted in Fig. 6.1.
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Orderers Total packets
4 207
10 1,055
16 3,439
22 5,080
28 7,636
34 10,876
37 13,862
40 14,325

Table 6.1: Traffic between orderers for certain amount of orderers.
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Figure 6.1: Total packets between all orderers based on amount of
orderers, when the consensus algorithm agrees on the ordering
of a new block. n2 · c, c = 10 for reference.

6.2.3 Evaluation

Plotting the result against a n2 · c reference, see Fig. 6.1, shows that the network
traffic required by the PoC indeed results in O(n2) packets. The only outlier is at
40 orderers, but this is probably caused by the setup used for the PoC.

That the network traffic required by the PoC scales similarly to the BFT-
algorithms often used in permissioned blockchains makes it possible to draw con-
clusions about the PoC’s scalability from research papers addressing the scaling
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Versions Response time [ms]
0 53.7
10 56.1
50 64.1
100 78.4
200 104
500 184
1,000 316
1,500 420
2,000 548
3,000 770

Table 6.2: Response time against number of versions per program

of BFT consensus algorithms and especially other research on Fabric’s scalability.

6.3 Response time

One of the questions in Section 1.2 is “What can be said about scalability of the
design, both in terms of users and software? Is it worth it compared to a central
alternative?”. In order to answer this, the response time of the chaincode was
tested with an increasing number of versions per program. The chaincode in the
PoC iterates through all versions of a particular program upon a query, and is
identified as a potential bottleneck of the implementation.

6.3.1 Method

Programs were entered into the blockchain, with values such that 0 ≤ x ≤
2999, x ∈ Z versions existed for any given program. The programs had the
following appearance: Hash: h{0-2999}, Name: n, Version: v{0-2999},
Certificate: c, Owner: o{0-2999}, Points: 1.

The response time was measured with an increasing number of versions per
program. Each query was performed 100 times and the resulting time is the best
response time from those queries.
#!/ bin /bash
python −m t ime i t −n 100 −r 3 \\
"__import__( ’ os ’ ) . system ( ’ . / bu i ld /bin / peer chaincode query \\
−C mychannel −n vote −v 2 .6 −c \ ’{\ "Args\" : \\
[ \ "queryOnEverything\" , \"h1\" , \"n\" , \"v1\" , \"c\" ] } \ ’ ’ ) "

6.3.2 Results

The final result is illustrated in Fig. 6.2, or Table 6.2 for more detailed information.
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Figure 6.2: Response time against number of versions per program

6.3.3 Evaluation

A clear linear pattern can be seen in Fig. 6.2, and even though the test went up to
3,000 versions per program, the best response times never went above one second.

Calculating the linear equation for the graph:

k =
770− 0

3000− 0
≈ 1

4
m = 53.7

⇒ y =
x

4
+ 53.7

Nielsen wrote that a one-second delay allows users to “keep their flow of
thought” [48]. Assuming one second is the maximal delay acceptable by users
for applications such as the PoC:

x

4
+ 53.7 = 1000⇒ x = 3785.2

It is able to handle up to 3,785 versions of a program before the response time
becomes too slow.

6.4 Storage

In order to figure out how many programs/votes the PoC is able to handle. the
following test was performed. Multiple programs were entered into the blockchain
and a script measured how the size increased. The query response time was also
measured.
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6.4.1 Method

A setup of the PoC with six peers and four orderers utilizing BFT-SMaRt was
started. The following script inserted 4,500 votes, and noted the blockchain size
after each insert. The endorsement policy specified that every peer had to endorse
the transaction.
#!/ bin /bash

f o r i in ‘ seq 1 4500 ‘ ;
do

( cd "$GOPATH"/ s r c / github . com/ hyper l edger / f a b r i c / ;
. / bu i ld /bin / peercha incode invoke −C mychannel −n vote −v 1 .1 −c \\
"{\"Args\" : [ \ " createVote \" , \"\" , \"h1${ i }\" , \"n1${ i }\" , \"v${ i }\" , \\
\"c${ i }\" , \"o${ i }\" , \"1\" ] } "

)
s l e ep 2
echo " $ i $ (du −b ~/tmp | grep mychannel | awk ’{ p r in t $1 ; } ’ ) " >> disk . txt

done

6.4.2 Results

The resulting graph is found in Figure 6.3.
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Figure 6.3: Disk usage against number of programs

6.4.3 Evaluation

The response time was not affected by the increasing program number, as was
expected. It remained constant at roughly 55 ms for a query.

Each insert, however, resulted in an increase of 8-12 kB, the average being
10.6 kB, magnitudes larger than the actual data that is being inserted. A brief
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investigation into the matter revealed that Fabric stores each participating en-
dorser’s certificate along with their signatures in the blockchain. In this test, the
same seven certificates (700-800 bytes in size each) from the endorsement phase
was stored together with the signatures (less than 100 bytes each), for every vote.
This is not optimal for the PoC where each update is of a small nature. It could be
circumvented by collecting votes into a batch and sending it to be endorsed after a
certain time frame — increasing the ratio of votes per certificate in the blockchain.
Or by optimizing Fabric itself, storing the certificates once in the blockchain and
referring to them when they have been used to endorse a transaction, proposed
in [49]. This would keep the integrity of each transaction, while minimizing the
size. A third solution, also proposed in [49], is to utilize gzip1 and compress the
certificates. The issue reporter was able to reduce the size of certificates from 700
bytes to 400 bytes, and larger blocks to a third of their size.

1gzip is a free compression format and application.



Chapter 7
Comparing blockchains to centralized

databases

With blockchains explained in Section 2.5, how do they compare to centralized
databases? What advantages and disadvantages come with the usage of blockchains?
This chapter provides a comparison between centralized databases and blockchains
with focus on aspects such as performance, properties, cost, smart contracts, and
security. The performance of one public blockchain, the pioneering Bitcoin [11]
that first introduced blockchains to the masses, and one permissioned blockchain
that utilizes BFT, Fabric [12] is evaluated.

7.1 Properties

Blockchains are, in their basic form, databases. They, however, differ from tradi-
tional databases fundamentally and have special properties. The properties differ
from one blockchain to another, but a common thread is consensus, integrity, and
robustness.

Below are properties inherent to Fabric’s design.

• Consensus

• Integrity

• Immutability

• BFT

• Accountability & transparency

• Crash tolerance & data loss prevention

• Robustness

• Smart contracts

• No need for a central unit

The main advantage of blockchains, and the reason the technology was first
introduced, is the fact that there is often no need for a central unit, no trusted
third party. The database is distributed over every entity in the network, and
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the entities collectively manage it — there is no single point of failure in the
system, and the replication offers data loss prevention. Kshetri [50] argues that
the decentralization will play a huge role in the upcoming IoT boom. He reasons
that by using smart contracts and similar techniques, devices can communicate
more securely and without risk of a third party manipulating data. The trusted
third party would be removed as a single point of failure, something he argues
will be even more important with the exponential growth of network and server
capacity that is expected to come with the IoT boom. Instead of communicating
through centralized server farms, blockchains would be utilized.

Integrity comes naturally with the core concepts of a blockchain [4]. As was
explained in Section 2.5, every new block with data contains the hash of the
previous block, and small changes in any of the previous blocks would be noticeable
in all blocks ahead of the modified one. The “real” version of a blockchain is not
decided by a single third party whom everyone else must blindly trust, but instead
the version that a majority of members uses is considered the real one. This also
gives high immutability, since well-behaving members will follow and uphold an
agreed upon protocol that would not allow removal or changes of blocks in the
blockchain. Integrity in a database is not something that comes naturally with
the design, but rather something that can be added on top.

7.2 Implementing in smart contracts

Fabric has the ability to run code “on the network” with smart contracts, or chain-
code as they are called in Fabric. Implementing code in a smart contract comes
with both advantages and disadvantages.

7.2.1 Advantages

Smart contracts allow entities on the network to verify the correctness of transac-
tions, and that the agreement between relevant parties are fulfilled.

The core concepts behind smart contracts give a number of advantages:

• Autonomy — An agreement can be made without the need of third parties
or lawyers. Potentially saving time and lowering costs.

• Decentralization — Gives several benefits; backups, trust, guaranteed out-
comes, and transparency.

• Auto-sufficiency — Once the smart contract is available on a blockchain,
the creator does not have to partake in the process anymore. The contract
can be used and finish transactions by itself.

Smart contracts are entirely independent from the will of the parties once
installed on the blockchain [51]. Contrary to traditional contracts, where parties
are bound to the contract by legal obligations, smart contracts bind parties to the
terms by locking assets until the terms have been met. In traditional contracts,
a party could deem it to be more profitable to break the contract and agreement.
Smart contracts leave fewer options to act in this way. This property also hinders
a party from being able to reverse a transaction, known as chargeback fraud [51].
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Sklaroff argues smart contracts may reduce the need of litigation, because of
the immediate and irrevocable nature of smart contracts [52].

It could potentially lower costs of managing contracts, due to the reduced need
of lawyers and accountants [53]. In fact, Cuccuru argues smart contracts remove
the need of designing penalty clauses [51].

In a program where the main goal is to limit the need to trust a third party,
having the code run inside the blockchain with the execution being the same
for everyone might be beneficial. The code would then also be clearly visible,
transparent for everyone to see, instead of hidden in binaries of an executable.

7.2.2 Disadvantages

Even though smart contracts hinder malicious users from cheating other parties
involved in a transaction, it is still possible to exploit bugs present in the smart
contract. One example is the DAO hack [31, 32, 33, 54].

There is no way to modify or terminate smart contracts [55]. Once a smart
contract has been entered into a blockchain, there is no way to remove it or termi-
nate its execution. Comparatively, legal contracts in real-life have ways for parties
to nullify and revoke terms. Sklaroff listed properties that are available in legal
contracts, but impossible to attain in today’s smart contracts [52]. One difference
of interest is the varying amount of interpretability in human languages compared
to programming languages [51, 52]. Marino et al. [55] proposed ways to implement
standards from real-life legal contracts in Ethereum’s smart contracts.

Because smart contracts are implemented in programming languages they add
another issue: most people do not possess the technical knowledge required to
understand code, including lawyers. Smart contracts could be hidden behind a
user interface, but according to Cuccuru, this only covers up the technicalities
[51]. It does not eliminate the “semantic barriers”.

Traditional contracts are often covered by a non-disclosure agreement, for-
bidding the parties from disclosing information to the outside world [56]. Smart
contracts on the other hand are, for the most part, public. Fabric solves this issue
by the concept of channels. Their documentation describes a channel as: “a private
’subnet’ of communication between two or more specific network members, for the
purpose of conducting private and confidential transactions” [57]. Every member
in a channel has an identity provided by the membership service provider.

Multiple parties have to run the code during the endorsing phase, and every
endorser has to sign its result from the execution of the chaincode. The signatures
are collected by the proposing entity and sent to the orderers, who put the state
change into the blockchain and broadcast the new state to every entity on the
network, requiring involvement of several parties and adding extra steps to the code
execution. Furthermore, smart contracts are executed in virtual environments,
Docker containers in Fabric and Ethereum Virtual Machines in Etherum, making
it yet more computationally expensive.

Alharby and Moorsel came to the conclusion, in their mapping of research
relevant to smart contracts from a technical perspective, that insufficient research
regarding performance and scaling has been done [58]. Another area with lacking
research is actual applications of smart contracts. To quote them:
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“Although the concept of smart contract has gained a lot of attention,
there are only a few applications developed by the literature.”

Every area they identified with insufficient research is presented below.

• Performance and scaling

• Smart contracts outside of Ethereum

• Applications

• Criminal activities

• High quality peer-reviewed research

Most smart contract implementations execute contracts sequentially, regard-
less of whether the contracts use the same values or not. The same limitation is
not found in Fabric, where peer A does not necessarily run the same contract at
the same time as peer B [45]. Another difference is the use of endorsement policies
in Fabric, where each smart contract is able to specify its own rule set for how
many endorsers are required. As a result, not every peer has to execute every
smart contract. All peers have to verify that the endorsement policy is upheld,
and to maintain efficiency, there is an upper limit to the number of supported
endorsement policies and their complexity [45].

Performance of smart contracts varies wildly between blockchains and is some-
thing that should be considered. As mentioned in Section 4.2.2, Pongnumkul et al.
[7] performed tests on the time needed to execute smart contracts. In one of their
tests, the execution time of the same smart contract in Fabric was only a tenth of
Ethereum’s. Pongnumkul et al. came to the conclusion that the difference likely
comes from great differences in data access and management between Ethereum
and Fabric.

7.3 Performance

Blockchains are inherently less efficient than their centralized alternatives. Scherer
[9] wrote a short comparison between blockchains and centralized databases. In it
he mentions three additional burdens that every node in the network has to bear,
compared to a centralized database.

Signature verification. Before putting a transaction in the blockchain, multiple
signatures are collected from different entities on the network. Asymmetric
signatures are computationally expensive operations. Fabric uses Elliptic
Curve Digital Signature Algorithm (ECDSA) as a default and, while it is a
fast asymmetric algorithm, it still requires a considerable amount of compu-
tations. Running the following command on a computer with an Intel Core
i7-4970:
$ openssl speed ecdsap256
Shows that the computer is able to perform 23,314 signs/s. Verifying is
roughly half as fast at 10,137 verifies/s.
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Consensus mechanism. The complexity for BFT is O(n2), where n is the num-
ber of nodes in the network. Croman et al. reported queue-congestion so
bad that the network froze fully when adding more than 16 nodes during
their scalability tests [1]. A centralized database has no need to achieve
consensus with any other entity, as it is the sole authority when it comes to
data.

Redundancy. Blockchains require multiple entities to process every single trans-
action. Once again, this is not needed in a centralized database. Sending
packages over a network is time expensive in a computing context. This
becomes a bottleneck for large networks. Bitcoin restricts their blocks to
1 MB, since larger blocks would result in higher latency when propagating
out new blocks to the network.

7.3.1 Bitcoin

Bitcoin was the very first cryptocurrency to use blockchain technology. It is today
by far the largest in market capitalization at a total value of over USD 150 billion
[59] and, according to a review from 2016 by Yli-Huumo et al. [4], over 80% of
their 41 extracted scientific papers related to blockchains had a primary focus on
Bitcoin. Bitcoin is therefore included in this comparison, as a representative of
public blockchains and to give contrast to the performance values of both databases
and permissioned blockchains.

Bitcoin’s performance issues are notoriously bad and, as mentioned in Sec-
tion 2.5.1, a single Bitcoin transaction currently consumes as much energy as a
household in USA does in 20 days [25]. Visa is a global payments technology
company [60] with a centralized solution consisting of two data centers in North
America [61] to handle most of the transactions through their payment system.
A comparison on Digiconomist’s web page [25] of the energy consumption of one
Bitcoin transaction versus 100,000 Visa transactions can be seen in Fig. 7.1. Digi-
conomist’s comparison shows an enormous difference between the two. Domingo,
former CEO of a blockchain startup, argued in [62] that the comparison to Visa/-
MasterCard is not a fair one, as Bitcoin is an entire transaction system in addition
to a currency — Visa/MasterCard is a single piece of a transaction system. He
argued that the comparison would have to include the power usage of every single
bank in the world. Domingo estimated that this power usage exceeds Bitcoin’s,
100 TWh versus 28.67 TWh. While this might be true, it does not consider the
services banks facilitate beyond transactions.

Furthermore, there is the problem of transaction speed. Largely due to the
risk of forks, mentioned in Section 2.5.1. Bitcoin is a payment system, but it is
recommended to wait for total of six blocks before considering the transaction as
completed. A transaction time of about an hour is not suitable for mainstream
usage. Moreover, Bitcoin is estimated to be limited to < 10 tx/s [1]. Visa is
capable of handling over 65,000 transactions per second according to their website
[60].

Recent work has presented solutions to Bitcoins scalability issues, one example
being Poon and Dryja’s work on using micropayment channels on top of the Bitcoin
blockchain [10], where an unlimited amount of transactions can be carried out
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Figure 7.1: Comparing the energy consumption of one Bitcoin trans-
action to 100,000 Visa transactions.

without much effect on the blockchain. Poon and Dryja stated that the solution,
named “Lightning Network”, would offer a way for Bitcoin to scale to billions
without risk of centralization.

7.3.2 BFT in Bitcoin

Croman et al. [1] proposed various other ways to improve the scaling of Bitcoin.
One of those were the usage of consensus algorithms, such as the BFT replication
protocol. They measured how BFT scales with number of nodes and the size of
each batch, and the results is shown in Table 7.1. This comparison is also of
relevance to the PoC developed for this thesis, since Fabric is going to use PBFT
in the future. Croman et al. noted that “Scaling to hundreds of nodes, however,
would greatly degrade the performance of the system”, and this can be seen in
Table 7.1 as well. Every increase in the number of nodes greatly decreases the
number of transactions that the system is able to handle. From 113,000 tx/s at
four nodes to 2,400 tx/s at 64 nodes.

7.3.3 Hyperledger Fabric

Fabric is included in this comparison as it is the blockchain used in the developed
PoC and its scalability is therefore of great interest. It was also argued in Sec-
tion 4.2 that Fabric is both mature and scales well compared to other options.
Fabric utilizes BFT algorithms for its consensus, something that is common for
permissioned blockchains. It is therefore a good representative for permissioned
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# of Nodes Batch size Latency Throughput
(s) (k tx/s)

4 32,768 0.29 113
8 8,192 0.58 14.0
8 32,768 1.48 22.2
16 8,192 0.69 11.9
16 16,384 1.04 15.8
32 2,048 0.48 4.3
32 8,192 0.93 8.8
64 2,048 0.82 2.4
64 8,192 1.79 4.5

Table 7.1: Results from Croman et al [1].

Orderers Throughput, tx/s
4 ∼4,000
7 ∼3,000
10 ∼2,000

Table 7.2: Throughput of BFT-SMaRt with an increasing amount of
orderers. Configured to use transactions of a total size of 4,000
bytes, 10 transactions per block, and the amount of receiving
peers is the same as the amount of orderers.

blockchains.
IBM’s working paper on Fabric states that they were able to achieve more

than 3,500 tx/s [63]. Their tests were performed using three orderers with Kafka,
and five endorsing peers. A recent study by Vukolić et al. used the modularity
of Fabric to add support for BFT-SMaRt and measured the throughput [64]. The
study only tested throughput with up to 10 orderers, but a clear decline could be
observed, see Table 7.2. The sample size might be too small to draw conclusions,
but the throughput would quickly become insufficient for most use cases if the
trend were to continue.

Dinh et al. [41] compared various blockchains, including Fabric v0.6, with
a centralized in-memory database, called H-Store. They used two benchmarking
tools, “Yahoo! Cloud System Benchmark” (YCSB) and “SmallBank”. YCSB con-
tains simple transactions, while SmallBank benchmarks more complex ones. The
results are illustrated in Fig. 7.2. Dinh et al. concluded the gap in throughput re-
mains too vast for blockchains to be truly disruptive as an alternative for systems
currently reliant on databases. They also stated that blockchains have a great deal
to learn from traditional databases about high-performance data processing.

Using BFT means you have to put trust in two-thirds of the orderer nodes.
This is a somewhat stricter assumption than Bitcoin, where there is no need to
trust any particular entity. The Bitcoin network is functional as long as over 50%
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Figure 7.2: Comparison between H-Store and Fabric. Fabric is using
8 servers and 8 concurrent clients.

of the network complies with the rules [65].

7.3.4 Latency

The latency of a transaction is the difference in time from when the transaction
was first deployed on the blockchain and the time the transaction is immutably
appended to the blockchain.

In Dinh et al.’s tests [41], latency was measured. Fabric v0.6 had a latency of
around 50 seconds with eight orderers during peak throughput in their test using
Smallbank. This can be compared with Ethereum’s 114 seconds and Parity’s1 7
seconds with similar setups.

Vukolić et al. added support for two different BFT implementations to Fabric
v1.1, WHEAT [67] and BFT-SMaRt. The latency of the two was measured, and
BFT-SMaRt had almost twice the latency in all of their tests [64]. The tests were
performed with four orderers placed across the world and BFT-SMaRt had close
to 600 ms of latency. This result is similar to Dinh et al.’s tests [41] with four
orderers and four clients, where the measured latency was 900 ms.

Dinh et al. measured how latency was affected by an increasing number of
nodes in Fabric [8]. They measured eight to 32 nodes, with eight clients sending
requests. The resulting latencies landed between 20 and 60 seconds respectively.
The increase in nodes seems to result in a linear increase in latency, see Fig. 7.3.
In another test they had a fixed amount of nodes and clients, and instead varied

1Parity is an Ethereum derivative that uses consensus based on round-robin [66].
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the transaction rate. They found a large increase in latency when nearing 200
tx/s, going from just a few seconds up to the aforementioned 20 s. After this
initial increase, the latency is somewhat stable at roughly 20 s. These tests were
performed on Fabric v0.6.
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Figure 7.3: Latency in Fabric v0.6 with 8 clients and an increasing
number of nodes.

In contrast, End Point compared various NoSQL databases using the YSCB
benchmark tool [68]. Their tests were performed on databases in cluster sizes
ranging from one to 32. A test with read-modify-write operations with one node
gave the best result for Cassandra with 8,579 tx/s, and the worst for HBase with
325 tx/s. At 32 nodes the results had gone up to 201,440 tx/s for Cassandra, and
the worst result for MongoDB with 2,264 tx/s.

They measured latency as well, with an increasing amount of database nodes.
Again, best and worst at one node was 29,895 µs for Cassandra, and 229,391 µs
for HBase. Finally, at 32 nodes the results were 40,358 µs for Cassandra, and
2,606,085 µs for MongoDB.

7.4 Cost

Apart from being a database on which values are stored, blockchains have pro-
tocols to achieve consensus and distribution over a network. These layers add
complexity. Consequently, the costs that come with blockchains most likely reflect
this. From the experience on this thesis, it took multiple days before the authors
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were comfortable enough to start working on the PoC. After that, the develop-
ment itself was slow. This might be attributed to Fabric’s complexity, even when
comparing it to other blockchain designs. Fabric is intended to be adaptable to
suit large number of use cases with its modular architecture [13], and the flexibility
comes with a noticeably more complex setup. Fabric also has multiple types of
nodes that come in the shape of clients, peers, anchor peers, endorsing peers, and
orderers. When using Kafka there are also Kafka brokers, and “ZooKeepers”. The
chaincode in Fabric is executed in Docker containers, adding yet another layer of
complexity to the design.

Steve McConell argues, in a chapter named “Effects of Project Size on Errors”
in his book Code Complete [69], that larger projects have a higher frequency of
errors per thousand lines of code than smaller ones, and this probably holds true
when developing on a complex foundation such as a blockchain. The development
time is therefore longer, and maintenance becomes more expensive.

A blockchain is stored on all entities, compared to a central database where
the database is only stored on the third party. The blockchain in Ethereum is over
300 GB and growing [70]. Yli-Huumo et al. estimated that the blockchain used
in Bitcoin could grow 214 PB per year if it ever were to reach the same level of
throughput as Visa [4]. Even if a private blockchain is used, considerations still
have to be made about what type of data to store in the blockchain, since all data
will have to be transferred and stored on all other nodes as well. If high transaction
speed is required, slow HDDs might not be an option and quicker SSDs might be
required, on all participants.

7.5 Security

The centralized database model is mature, especially relational databases. They
have been in use since the 70’s. Blockchains on the other hand were first thought
of in 1991 by Haber and Stornetta [71]. There was little interest until Nakamoto’s
paper put them to use in a cryptocurrency in 2008 [11]. Much of the research
performed on blockchains are related to the security of the technology [4].

Surveys by Li et al. [72] and Conti et al. [73] listed some attacks on Bitcoin
that were identified at the time of writing in 2017, a summary is found in Table 7.3.

Of course, individual database projects might be less mature than individual
blockchain projects, but relational databases have been in use for decades longer
than blockchains. A review of research papers on blockchain by Yli-Huumo et
al. concluded that a large part, 14 out of 41 reviewed papers, were related to
challenges and limitations in blockchain and Bitcoin security [4].

Another aspect worth considering is who sees the data. In a database, only
the third party has to see and verify the data other than the two parties involved
in a transaction. In a blockchain however, all other participants see some data and
are supposed to be able to verify the correctness of the transaction. Privacy in a
public blockchain is a concern, and it is not always wanted that all parties in a
permissioned blockchain should see all data in cleartext. The same review by Yli-
Huumo et al. found that 10 out of 41 reviewed papers related to blockchains were
about privacy issues and countermeasures to increase anonymity [4]. Ways around
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Security flaw Description
51% attack A miner possessing > 50% of the total mining

power is able to manipulate the chain however
it pleases.

Double-spending Spending the same coin twice.
Selfish mining attack A miner working on a private fork, only disclos-

ing blocks when the public fork is about to catch
up. This leads to an increased revenue for the
selfish miner, and wasted work by nodes mining
on the public fork.

BGP hijacking attack Rerouting traffic going to miners. This can be
done to split the mining network, or to delay
information going to a certain miner.

Liveness attack Delaying the confirmation time of a transaction
for as long as possible.

Balance attack Delay network communication between groups
with equal mining power. The attack results in
the ability to rewrite blocks with a high proba-
bility.

Sybil attack Generating numerous identities and using them
to gain influence.

Table 7.3: Security flaws in Bitcoin.
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this exist using encryption, but it is still something that has to be considered during
development.

7.6 Blockchains & General Data Protection Regulation

In 2016, the Council of European Union passedGeneral Data Protection Regulation
(GDPR) [74]. GDPR is designed to give EU citizens more control over personal
data collected by companies. Any company storing personal data from EU citizens
has to comply with GDPR, no matter the location of their headquarters. Among
the key changes is the “Data subject right” commonly called Right to be Forgotten
[75]. An EU citizen is able to demand that the company removes all relevant
personal data to that particular citizen. This is a problem for blockchains, which
do not possess the ability to remove data. GDPR was designed with the model of
centralized entities controlling the data in mind, but blockchains are often entirely
decentralized with no single entity able to modify previously inserted data. It is
still not clear how blockchains will be regulated by GDPR.

Berberich and Steiner wrote an article in which they discussed the difficulties
of having blockchains comply with GDPR [76]. Simply encrypting the data does
not take it outside the scope of GDPR, and is in fact even required if the data
warrants it. The data would have to be entirely anonymous to not be covered by
GDPR. They noted that the wording of GDPR might take blockchains’ nature of
persistence into account, as previous data in the blockchain is required to process
new blocks.

7.7 Distributed database

A distributed database is an alternative to a single, centralized, database. An
illustration of the underlying concepts of centralized/distributed databases and
blockchains can be seen in Fig. 7.4. Blockchains are a form of distributed databases,
which means that motivating the choice of one over the other basically comes down
to the properties they possess. A need for smart contracts, for instance, makes the
choice trivial. Distributed databases might be able to achieve crash tolerance, but
BFT is commonly not seen in database systems outside of blockchains. There are
proposed protocols for middleware which would allow database systems to share
snapshots2 with BFT [77].

Distributed databases are able to handle more transactions per second than
centralized solutions [68, 78, 79]. Distributed are more complex however, and as
argued in Section 7.4, this leads to higher development and maintenance costs.
Consequently, distributed databases are used when centralized solutions are not
able to cope with the amount of transactions per second required, or when the
data needs to be accessible even if one database becomes unreachable.

2Snapshot refers to the state of a system at a particular point in time
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Figure 7.4: Core concepts of databases and blockchains.

7.8 Summarizing table

A table summarizing some differentiating properties between blockchain and databases
is shown in Table 7.4.

The table is meant to be used as a guidance when considering blockchains for
a project. The columns reflect the sections presented throughout Chapter 7 and
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the references to literature exist in these sections.
Croman et al.’s work on the scalability of BFT consensus, first cited in Sec-

tion 7.3.2, resulted in 113,000 tx/s at four nodes [1]. This number was expected
to be closer to the numbers from [8, 41, 64] for BFT consensus in Fabric. There
might be differences in the implementations that justify some discrepancy, but
most of the difference can probably be explained by differing test setups. Croman
et al.’s tests used a very large batch size. Looking at their result in Table 7.1,
changing the batch size from 32,768 to 8,192 at eight nodes lowers the throughput
from 22,200 tx/s to 14,000 tx/s. 8,192 is still a very large batch size, and Vukolić
et al. performed tests with varying batch sizes in Fabric [64]. Tests with batch
sizes of 10 and 100 were performed, still much smaller than Croman et al.’s 8,192.
With a batch size of 100 and a transaction size as small as 20 bytes, Vukolić et
al. were able to reach around 90,000 tx/s with seven nodes. Vukolić et al. state
that a more realistic size of a transaction would be around 1,000 bytes, and the
transaction packets from the PoC developed in conjunction with this thesis are
about 6,000 bytes in size when used with four orderers. Vukolić et al.’s result with
a size of 4,000 bytes per transaction shows a more humble throughput of around
4,000 tx/s for four nodes. Croman et al.’s result, even though interesting, has
therefore been excluded from the table. Instead [8, 41, 64] have been used.

The value of 4,000 tx/s at four nodes comes from Vukolić et al.’s test [64] with
an implementation of BFT-SMaRt in Fabric v1.1. The upper value at eight nodes
is based on Vukolić et al.’s test of seven nodes, which reached a throughput of
3,000 tx/s. The lower value is the result from Dinh et al.’s test with eight nodes in
Fabric v0.6 (PBFT instead of BFT-SMaRt). The upper-bound given at 16 nodes
is based on the result from Dinh et al.’s test with 16 nodes, which reached 1,000
tx/s. This can likely be seen as an upper bound after looking at the potential
trend in Vukolić et al.’s test, where the throughput was already down to 1,000
tx/s at 10 nodes. Adding six nodes in Vukolić et al.’s test dropped the throughput
to one-third. If the same were to happen between 10 and 16 nodes, the resulting
throughput would be as low as ∼ 300 tx/s. Similarly, Dinh et al.’s result at 32
nodes of 1,000 tx/s is used as an upper bound for 32 nodes in the table.

For traditional databases, the values from End Point’s benchmark was used
[68], as they tested cluster sizes from one to 32 nodes with consistent setups.

There is lacking research on the performance of Fabric and BFT-consensus
at higher number of nodes. The tests performed with lower amount of nodes
[1, 8, 41, 64], as well as the theory behind BFT where more nodes require more
participants to be involved and more messages to be sent before consensus is
reached, see Section 2.5.2, indicates that the throughput would at least continue
to decrease with more nodes. The values at 100 and 1,000 nodes for both the
throughput and latency are estimates based on the trends visible from the smaller
tests, most notably the test in [8]. The drop in throughput is roughly 50 tx/s
for every four added nodes. At 1,000 nodes the throughput would be close to 0,
if such a network is even possible at all. The authors were not able to find any
network running more than 64 BFT consensus participants.

An alternate table made by Bano et al. [80] contains more blockchains projects
and their respective properties, but has no information about how the number of
nodes affects performance.
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7.9 When to use blockchain

Previous work has created decision trees to be used in the decision process. The
authors build upon Johanssons’ [6], Peck’s [81], and Maull et al.’s [82] work to
create a new decision tree. The decision tree builds upon Johansson’s as a basis
and includes questions from Maull et al.’s. Finally, the resulting tree was cross-
checked with Peck’s.

The comparison provided throughout Chapter 7 and the summarizing table
created, see Table 7.4, puts much focus on Bitcoin and Fabric. Other options to
both Bitcoin and Fabric exist. Ethereum is the blockchain used for the second
largest cryptocurrency by market capitalization [59], and is a public blockchain
that, according to [83], is soft capped at a throughput of 10 tx/s, similar to Bitcoins
7 tx/s. Sawtooth was mentioned in Section 4.2 as an alternative to Fabric, and
supports PoET “designed to be a production-grade protocol capable of supporting
large network populations that include Byzantine actors” [84]. The numbers in the
decision tree are specific to Fabric and Bitcoin but the decision tree should still
prove to be useful even if similar projects to Bitcoin and Fabric where considered
instead.

Fabric has been able to achieve at the very least 4,000 tx/s, with subsecond
latency. It is able to keep up with transactions at a low number of nodes. But as the
number of nodes increases throughput is dramatically decreased [63]. No research
on Fabric using more than 32 orderers have been found. With an increasing amount
of nodes come an increasing transaction latency. The delay reaches 1 minute soon
after 32 orderers. Applications using Fabric should function even if the latency
were to go above 1 minute.

There is no point in utilizing a blockchain if the application does not require
shared write access in the database. A traditional database is able to provide the
necessary functionality for such an application

Blockchains remove the need for trusted third parties. There is thus no place
for blockchains in a third party requiring system. Even if no third party is required,
it is more convenient to utilize one if it is possible to trust it with the data.

Bitcoin’s maximal throughput is 7 tx/s, with a latency of 60 minutes before a
transaction is considered to be in the blockchain. An application with performance
requirements above this should remove Bitcoin from its considerations.

The authors make the same argument as Johansson: if there is a direct link
between participation and real-world entities then permissioned blockchains are
the most suitable. Use permissionless for anything else. This thesis’ decision tree
has “Bitcoin” and “Fabric” as examples for “permissionless” and “permissioned” due
to the focus that has been placed on these two in Chapter 7. The decision tree
can be seen in Fig. 7.5.

An important question to ask before choosing a blockchain structure over a
traditional database is whether the integrity and BFT properties are essential.
If these properties are not of great importance, then these advantages should be
weighted against the added complexity of the system, the longer transaction times,
lower throughput and the added costs.

Costs are not taken into consideration in the tree, but the cost criterion is
more complex than is suitable for this tree. The authors suggest calculating a
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development cost forecast, for both blockchains and traditional databases. The
forecast should include the increased development difficulties and maintenance
costs, as well as the cost of storage. This is then used as the basis for the final
decision if the project should include blockchains or not.

Shared write access?

Need trusted third party?

More than 7 tx/s?

Permissionless 
e.g. Bitcoin

1 hour delay acceptable?

Identities linked to real 
world participation?

Traditional database

Permissioned 
e.g. Fabric

Trust third party with 
information?

No

No

No

NoYes

Yes

Yes

Yes

Yes

YesNo

No

More than 4000 tx/s?

1 minute delay acceptable?

Yes

Yes

No

No

Figure 7.5: Decision tree for blockchain usage.
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Chapter 8
Discussion

8.1 What can be said about scalability of the design, both in
terms of users and software? Is it worth it compared to a
central alternative?

The question is divided into three parts. First, throughput and latency is dis-
cussed. Then, amount of programs and storage requirements, and lastly, if it
would be worth it compared to a central alternative.

8.1.1 Network traffic

The PoC will require three phases of approval before a new vote is stored:

• Endorsement. The client will broadcast the transaction proposal to all peers
and wait for a response from n

3 +1 of them. These peers will have to execute
the chaincode. This will require sending O(n) packets out from the client
and O(n) packets back to the client.

• The orderers will agree on the ordering of events. Theory and the test from
Section 6.2 shows that with BFT-SMaRt this will require O(n2) packets.

• The orderers will broadcast the new block to all peers and the client will wait
for confirmation from n

3 + 1 that the block has been immutably appended
to the blockchain. This will also require sending O(n) packets out from the
client and O(n) packets back.

With big O notation, this would result in 2O(n) + O(n2) + 2O(n) = O(n2)
amount of packets. Even with the somewhat clashing design choices of Fabric
separating endorsers and orderers, and the strict trust assumption of the PoC, the
complexity is still decided by the BFT algorithm. The network traffic is a potential
bottleneck of the design and one of the biggest differences compared to if the design
had utilized a centralized database instead. Seeing that the implementation is as
good as it can be with BFT consensus makes it easier to argue about its scalability.

Tests with Fabric utilizing BFT algorithms for the ordering seems to rarely be
performed with more nodes than the lower double digits. One study by Dinh et
al. [8] used Fabric v0.6 with PBFT to perform tests with up to 16 orderers, and
then had difficulties with the network freezing fully. This is interesting since the
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test performed in Section 7.3.3 also froze several times when using 40 nodes. This
is also the reason why tests were not performed with more than 40 orderers. Dinh
et al. concluded that their freezing was caused by queue-congestion. A cause for
the test in Section 6.2 freezing was searched for, but nothing conclusive was found.

Another study [23] from 2016 states the area is not well explored and that
tests have only been performed with fewer than 20 orderers. In Section 7.3.3, the
result from Vukolić et al.’s report [64] on the scaling of Fabric v1.1 with BFT
was discussed and it was observed that in the interval four to 10 total orderers,
every three more orderers added resulted in a drop of 1,000 tx/s. If these tests were
performed with more orderers, the transaction speed would most likely decrease to
triple or maybe even double digits. This is worrisome, since for most applications,
more users would result in a need of more transactions. This holds true for the
PoC as well, but luckily only a handful of transactions should be required by every
user each day. If each user votes 10 times per day, which seems overly high after an
initialization phase, 1,000 users would result in 1,000·10

24·3,600 ≈ 0.1 tx/ s. On the other
hand, the same amount of users would result in approximately 1, 0002 = 1, 000, 000
packets being sent per placed vote. It seems likely the bottleneck will not be
the reduced transaction speed, but rather the huge amount of packets being sent
and the large amount of connections (thousands) being opened. Furthermore,
with each signature comes a certificate as well which results in a packet size of
1,000 bytes per signature. Just the packets with all endorsements sent from the
client to the orderers would be (n3 +1) ·1, 000 bytes in size (334 kB at 1,000 users).

The latency at 1,000 users would most likely be much larger than the numbers
of 20 - 60 seconds mentioned in Section 7.3.4, and a high latency would make the
program less effective. The result from Dinh et al. [8] mentioned in Section 7.3.4
indicates a linear increase in latency between eight and 32 users, and if that trend
were to continue up to 1,000 users, the delay would be about 1,200 seconds or
20 minutes. 20 minutes of delay is a long time, and the faster the ledger can be
updated the better decisions can be made for other users, but 20 minutes could
prove to be acceptable. It might also be unfair to assume the delay will scale this
way since Dinh et al.’s tests also had a high amount of transactions per second
(about 1,000 tx/s). The lower amount of transactions in the PoC might result in
a lower delay as well, since there is a lower risk of congestion. In Dinh et al.’s
results for example, there was a large increase in latency when nearing 200 tx/s,
going from just a few seconds up to 20 seconds [8].

Overall, looking at the network traffic, a thousand users seems to be the abso-
lute ceiling for the PoC as long as the trust assumption is not changed. It would
not be too surprising if the network were to have problems already at 100 users,
considering the lack of research with so many orderers, what research with fewer
orderers, and what the authors’ experience seems to indicate. As, for example,
Croman et al. noted in their research [1] on BFT in Bitcoin; “Scaling to hundreds
of nodes, however, would greatly degrade the performance of the system”. 100
users would also result in a lower latency of around 140 seconds, again looking at
the trend from Dinh et al.’s tests [8].

If a trusted third party was to be introduced to manage the data instead of
using a blockchain, the scaling would be logarithmically better. Using the numbers
for H-Store mentioned in Section 7.3.3 of 21,596 tx/s and the estimated low amount
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of 10 tx/day from each user would mean the H-Store database would be capable
of handling 186,589,440 users, see Equation 8.1 and 8.2.

10 tx/day/user

24 h/day · 3, 600 s/h
= 1.2 · 10−4 tx/s/user (8.1)

21, 596 tx/s

1.2 · 10−4 tx/s/user
= 185, 589, 440 users (8.2)

However, when querying an executable using the implemented PoC with Fabric,
only the local peer is queried (since a query does not result in any changes to the
blockchain). If a central database were used, all queries would also have to be
considered when counting transactions per user. If each executable is queried each
time it is started, a better estimate would probably be around one new query (or
vote) every 10 minutes. This would be around 150 tx/day per user and, using 150
tx/day instead of 10 tx/day in Equation 8.1 and 8.2, would mean that H-store
still would be able to handle around 12,439,296 users. If sharding was used, this
number would increase.

A solution utilizing a centralized database would also result in sub-second
latency, as mentioned in Section 7.3.4.

8.1.2 Amount of programs

Since Fabric uses a database for retrieval of states, a query of a program is not
slowed down by the total amount of programs in the blockchain, which was con-
firmed by the test in Section 6.4. However, the smart contract developed iterates
through all versions of a program during a query. Amount of versions was therefore
identified as a limiting factor when looking at the scalability. For a query, only
the local copy of the blockchain is used, since a query does not create any changes
to the blockchain. The test in Section 6.3 showed that the response time of the
PoC scales linearly with the number of versions of a program. The response time
seems to stay under 1 second for up to almost 4,000 versions of a single program.
It seems very unlikely that this will ever be a bottleneck.

Disk usage was however identified as a problem. The data of each vote contains
several SHA256 hashes and strings, which would be around a couple of hundred
bytes in total for each vote. This would not be a problem, though unfortunately,
as mentioned in Section 6.4, in addition to the data, the signatures and certificates
of all endorsers are also saved on the blockchain. The certificates and signatures
are stored so that the transaction can be verified at a later date, as well as making
it possible for the blockchain to be recreated by nodes that join the network later
or for other reasons need to recreate the blockchain and the stateDB. This offers
strong integrity and allows the blockchain to be replicated in a trusted way, but
comes with the very obvious cost of requiring additional disk space.

As mentioned in Section 8.1.1, each certificate together with corresponding
signature is around 1,000 bytes in size. With 1,000 users, a vote would need
1000
3 + 1 = 334 endorsers. This would mean 334 kB of storage for each vote.

Increasing users would result in a O(n2) increase in storage need. Using the
same assumption as in Section 8.1.1, 10 votes per day for each user would result
in 10 · 334 kB · 1000 = 3, 340, 000 kB or 3,34 GB increase in blockchain size per
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Users Endorsers MB/day GB/year
4 2 0.08 0.03
6 3 0.18 0.07
10 4 0.4 0.15
20 8 1.6 0.58
30 11 3.3 1.20
40 14 5.6 2.04
50 18 9 3.29
75 26 19.5 7.12
100 34 34 12.4
1,000 334 3,340 1,220

Table 8.1: Increase of the blockchain size with an increasing amount
of users. The size is calculated as endorsers · size of each
certificate together with the signature (1 kB) · 10 votes per day
per user · users.

day. Looking at Table 8.1, 100 users is more reasonable at 34 MB per day. This
would still result in a yearly increase of the blockchain size of 12 GB. Fabric’s web
page mentions pruning1 as a post-v1 feature [85], but it is not currently available.
Pruning the blockchain would result in old transactions being removed, and even
if the state-changes are kept from these transactions, it would not be possible to
verify the changes again in the future. Even if this information loss is deemed
acceptable for most users, the option to prune is still missing in Fabric v1.1. It
would be hard to motivate more than 100 users with the current disk requirements
this would result in.

A centralized database would not need an endorsement phase and the certifi-
cates would not be stored. Each vote would instead only be a couple of hundred
bytes in size. 12 million users, as suggested in Section 8.1.1, would result in around
0.2 kB

vote · 10
votes
day · 12, 000, 000 users = 24GB/day. This is a very large number, but

it would probably be possible to shrink it down using smart models in a relational
database, and the data would only be stored on the trusted third party. The
trusted third party would pose as a single point of failure, but each user would
not be required to use several gigabytes of their own storage.

8.1.3 Is it worth it compared to a central alternative?

The question “Is it worth it compared to a central alternative?” is a bit subjective in
nature. The developed PoC seems usable even with the aforementioned scalability
problems. One hundred users and a delay of a couple of minutes is acceptable,
and benefits of higher integrity, immutability and transparent/verifiable voting
though smart contracts are great advantages that might outweigh the drawback

1The data in old blocks are removed to reduce the size of the blockchain. The block
header, and therefore also the hash of the data, is kept, meaning that it is possible to
show that the removed data was once part of the block.
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of the required disk space. The program would work well as long as the users have
somewhat similar systems, since whitelisting happens only when 34% of the users
have voted positively on an executable. If, however, trust for a third party would
already exist, the other benefits of the blockchain structure might not compensate
for the added scalability of a centralized, or distributed, database where data from
millions of users could be used instead.

It should be noted that Fabric’s design changes mentioned in Section 4.2.4 have
the potential to greatly increase Fabric’s scalability in some use cases. The idea is
that when for example five organizations have a collaboration and common stake in
transactions, they can use one orderer each, with the assumption that members in
the organization have full trust in the organization’s own orderer. Each of the five
organizations can have hundreds of participants, each participant with their own
peer, but only five orderers are used for the decision of the order of transactions
(and the slow BFT algorithm). The trust assumption for many scenarios however,
including the PoC in this thesis, requires one orderer per participant.

The design mentioned in Chapter 3 results in both advantages and disadvan-
tages when it comes to scalability compared to worst-case scenarios. The trust
assumption, where no one fully trusts anyone and a user has no clear connection
to other users, requires one orderer and one peer for every user. It also requires a
third of the members to endorse a transaction. On the other hand, the applica-
tion requires a very low amount of transactions and can accept high delays before
blocks are appended. If designers of another application were to choose between
a blockchain and a database, they would have to decide on how many users they
would like to support, both considering the unexplored nature of high numbers of
orderers in Fabric and the O(n2) scaling of the BFT algorithm it relies on, but
also when looking at throughput and latency. As a reminder, in Section 4.2 it
was argued that Fabric had many advantages over other permissioned blockchains
when looking at scalability and maturity. A reasonable conclusion is that other
blockchain projects relying on BFT algorithms would scale just as poorly. In Sec-
tion 7.3, the performance of Bitcoin, a well-known public blockchain, was discussed
and using Bitcoin would result in even higher delays and lower throughput than
with Fabric. The literature study performed to answer this question resulted in
a table, Table 7.4, and a decision tree, Fig. 7.5 that hopefully will prove helpful
when deciding between blockchains and traditional databases.

8.2 What considerations and limitations are there for applying
the design in a permissioned blockchain?

A permissioned blockchain was chosen because of the nature of the PoC. A user
should not be able to vote multiple times on the same program, masking as different
users. By having a permissioned blockchain and identities tied to every participant,
the PoC is able to hinder such attacks.

The considerations and limitations of permissioned blockchains are based on
the results found in Chapter 6, the comparison in Chapter 7, and the experience
from designing and programming a PoC on top of Fabric.
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8.2.1 Identities

Every entity on the network has an identity in the form of a certificate provided by
the MSP. The private keys must be kept safe, lest an attacker is able to pose as a
valid user on the network and execute malicious transactions. This consideration
is not particularly unique to permissioned blockchains, but holds true for any
protocol with private/secret keys, for instance TLS and SSH.

8.2.2 Trust

In a network with n users n = 3f + 1, f + 1 “well-behaving” orderers have to be
online in the network at any given time. If the number of unreachable orderers
ever were to reach f +1, the network would become unusable. The role of orderer
should therefore only be assigned to servers running around the clock. The design
choice in the PoC of making every participant an orderer might not be sustainable
in real-life, if there is a high risk that many of them turn off their machines when
not using them.

Compare this to Bitcoin were the network is functional as long as > 50% of the
mining power behaves correctly, and there is no reliance on any particular node
to be online and correct.

It also places a substantial trust in the MSP to act correctly, as is the case
with CAs in TLS. This assumption is somewhat less in the case of Fabric where
rules can be placed requiring a majority or even all users to agree before a new
member is allowed into the network, and thus have the ability to deny entry.

The benefit of linking real-world identities to the identities used in the blockchain
is the same as its drawback: Someone must be able to give a certificate to a user,
and the others must be able to verify or at least trust that the certificate has been
given to the right person. In a corporate setting, an Active Directory might be
used where these identities already exist. Another case could be a classroom, a
sports organization, or a section of an online forum where the members can be
verified, and they can raise concerns if they are not in control of their certificate.
Nevertheless, the MSP will in some sense require additional trust compared to the
rest of the system.

8.2.3 Immature projects

Permissionless blockchains gathered interest first after Nakamoto published his
paper in 2008 [11], making them an immature technology — especially when being
compared to traditional databases. Permissioned blockchains came after this, and
are yet more immature. Fabric, and the entire Hyperledger umbrella project,
started in December 2015 [36]. As was mentioned in Section 4.2, Fabric seems to
be one of the more mature permissioned blockchain projects. As of writing, Fabric
is no more than 2.5 years old, and v1.0 released less than one year ago [86]. Fabric
is still prone to large scale design changes, as the one from v0.6 to v1.0, described
in Section 4.2.4, resulting in non-trivial and time-consuming upgrades. Upcoming
in v1.2 is for instance: pluggable endorsement, service discovery, and changes to
the confidentiality model [87]. They also lack important features like installers,
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pruning, and BFT consensus, all of which they plan on adding but have no exact
time frame for [44, 45, 85, 88].

Developing a security critical application on blockchains at this stage would
require thorough testing of both the application and underlying blockchain layer.

8.2.4 Scaling

As was discussed in Section 8.1, scaling is a consideration when building upon
permissioned blockchains. Permissioned blockchains have better throughput than
their permissionless alternatives, but the difference shrinks, and eventually turns
negative, as the number of nodes increases.

8.3 What are the advantages when implementing the pro-
gram logic in a smart contract compared to outside of
the blockchain?

Answering this question in a general sense is best done by referencing back to
Section 7.2. In the case of the PoC, implementing the logic in smart contracts had
a positive effect. The decision to implement some logic in a smart contract was
motivated in Section 4.2.1. The performance degradation was tested in Section 6.3
and was found to not be substantial enough to make it the primary bottleneck of
the system. The consensus algorithm will be unable to scale long before the smart
contract does. Because Fabric runs smart contracts in Docker containers and not
in a virtual machine as Ethereum does, the performance hit in general is less of a
problem [41, 89].

Instead, the smart contract allows every entity to verify all changes being made
to the blockchain, because of the endorsement policy. This ensures no one is able
to enter erroneous values, unless the network has been compromised with > n

3
Byzantine nodes, where n is the total amount of users. The code is also visible
and verifiable by all participants, the same transparency is not guaranteed when
the functionality is hidden in a client’s binaries.

Having the code in smart contracts allowed the PoC to utilize the built-in state
database, and this was convenient compared to writing a client for manually pars-
ing the blocks in the blockchain. No further development was needed to store all
the votes. Using a more traditional database would have required the development
of both a server with a database, and a client to query the server.
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Chapter 9
Conclusions

Blockchain technology is an interesting byproduct of the modern cryptocurrency
craze. While some argue it will solve problems far and wide, others view it as a
technology at its peak of inflated expectations [90]. The truth is found in between
the extremes, and the question is where it is located. Blockchains are still very
much in their infancy, and potential use-cases are constantly being investigated and
evaluated. Especially the Financial Technology sector is interested in blockchains
and how the technologies could be used to transform finance procedures [91].

This Master’s Thesis investigated one new use-case for blockchains, and dis-
cussed how it might be implemented using Fabric and smart contracts. A promis-
ing PoC was developed with the potential to be helpful in enhancing end user
security, but is far from ready for any commercial use. It suffers from complex
configuration, questionable scalability, and an intrusive user interface.

Nevertheless, it brought insights into the development process of applications
on top of blockchains, and how the peer-to-peer network is configured. These
insights, together with tests of the PoC, were later used to motivate the answers
to the original questions. The PoC was tested to gather information about scaling
and performance. Problems with the scaling of nodes, and transaction size were
identified in the tests.

A comparison to traditional databases was made, with regard to properties,
performance, cost, and security. The comparison resulted in Table 7.4 and a
decision tree, illustrated in Fig. 7.5. This comparison, together with the table and
the decision tree, can hopefully be of assistance to developers considering including
blockchains in their projects, and be of guidance about what considerations that
have to be made in these areas when choosing a blockchain.

9.1 Future work

The developed PoC relies on identities in permissioned blockchains to assure one-
person-one-vote, but if the PoC was used in a public blockchain it could be used
collectively by thousands of people. In Section 4.2, drawbacks of implementing
identities on top of a public blockchain was discussed. Work by Alexopoulos et
al. [92] suggests different options, where they explored the possibility to use a
permissionless blockchain in trust management for identification. They suggested
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that their abstract design can be used for a PGP web of trust1. If a web of trust
were to be implemented on a public blockchain for authentication, the same web
of trust could be used as a weight-factor in the PoC developed for this thesis. If
a user has strong trust for some members, their votes and data submissions could
factor more into the verdict than those from members the user has low or no trust
for.

One disturbing observation was the lack of research performed with Fabric with
more orderers than 10 to 32, especially considering the difficulties that have been
observed with more orderers. There are some obvious issues with setting up a net-
work with hundreds of nodes for testing, but research on latency and throughput
for 50, 100 or even 500 nodes would be helpful for the BFT-consensus-reliant area
of blockchains. It is easy to imagine situations were the trust assumption require
one orderer for each participant, and having a ceiling on amount of participants
already at design phase would certainly be beneficial.

1A directed multigraph G = (V,E) where each v ∈ V is an entity, e.g. a person and
each e ∈ E is a trust relation. A formula is then used where partial trust or full trust
for several entities vouching for an unknown entity may be enough to partially trust the
unknown entity as well.
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