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Abstract:   
 
With rising privacy concerns of individuals, the EU parliament actively starts protecting the 
privacy of its citizens with enforcement of the GDPR. This study examines if enforcement of 

her trust beliefs with regard 
to E-commerce companies. The APCO framework is followed. Besides using already existing 
constructs within this framework, two new constructs were formed and tested. Respectively, 
perceived privacy regulation knowledge and perceived privacy regulation awareness. A pilot 
test and evaluation panel was used to increase the validity of these new constructs before using 
them in the final survey. This survey examined the relationship between 5 constructs and the 
influence of four groups based on the covariates. 217 valid responses were acquired from both 
an online sample (N=127) and a field sample (N=90). PLS-SEM is used to examine the out-
comes. Proof is provided for the relation between how individuals perceive governmental pri-
vacy regulations and the constructs privacy concerns and trust beliefs. However, this relation 
does not hold for the sample as a whole, but is dependent on the groups: age, education, gender 
and previous privacy invasion. Furthermore, empirical justification is found confirming already 
established relations in the APCO framework.  
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1 Introduction 

 
Nowadays, more data cross the internet every second than were stored in the entire Internet 20 
years ago (McAfee, Brynjolfsson, Davenport, Patil, & Barton, 2012).  Data has become so val-
uable that organizations are willing to pay hundreds of millions when acquiring companies that 
are based on customer data. For instance, Microsoft acquired online professional network 
LinkedIn for $26,2 billion, meaning that they were willing to pay $260 per monthly active user 
(Short & Todd, 2017). The value of this type of data results in organizations collecting more 
and more customer data.  
 
While organizations continuously increase the collection and use of customer data, customers 
concern in regard to their privacy grows (Martin, Borah, & Palmatier, 2017).  Furthermore, as 
systems and applications have developed, the individual control of both collection and usage of 
personal identifiable information has become limited (Terzi, Terzi, & Sagiroglu, 2015). Privacy 
concerns of how personal data is handled may lead to individuals removing their information, 
spread negative feedback, or express their concerns to third parties (Lee, Lee, Lee, & Park, 
2015). Disclosure of personal information may result in benefits, for example in the form of 
personalized services. However, while some individuals may be willing to disclose their per-
sonal information for benefits, others may consider it to be a violation of their fundamental 
rights (Karwatzki, Dytynko, Trenz, & Veit, 2017). This issue has not only caught the attention 
of individuals sharing personal information, but also governments as to protect the data of its 
citizens. The most recent example of governments acting within the area of privacy regulation 
is the General Data Protection Regulation (GDPR). The regulation is applying to all European 
member states and is considered to be a landmark in the evolution of the European privacy 
framework (Goddard, 2017). 
 
As the topic of privacy concerns is a hard and complex problem area for both individuals and 
organizations, laws and regulations can play an important role (Terzi et al., 2015). Furthermore, 
since customer data is perceived to become a more significant source of competitive advantage, 
gaini
(Morey, Forbath, & Schoop, 2015). Perceived privacy regulations could be a way of assuring 
this trust according to Miltgen and Smith (2015).  
 
To better understand the complex environment of privacy concerns, Smith, Dinev, and Xu 
(2011) underwent a comprehensive review of privacy-related literature. From this review, the 
APCO Macro model was created. This model assembled from 320 privacy articles and 128 
books and book sections, creates a holistic overview of the current state of privacy research 
with a focus on privacy concerns. Potoglou, Palacios, and Feijóo (2015) mention that the value 
of this model occurs from the integration of two previous research streams within privacy re-
search. The authors describe that he first research stream focused on privacy concerns as a 
dependent variable, being affected by several independent variables (antecedents). Whereas the 
second stream focused on privacy concerns as an independent variable, influencing behavioural 
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intentions. The capturing of both of these streams in one single model offers two main ad-
vantages. First, it provides an holistic overview of the constructs and established relations 
within privacy research (Potoglou et al., 2015; Smith et al., 2011). Second, further empirical 
studies could be targeted to under-researched relations and constructs, adding value to the 
model (Smith et al., 2011).  

1.1 Problem area 

Organizations today utilize personal data in order to create competitive advantage (Karwatzki 
et al., 2017). To be able to achieve such advantage, a vast amount of personal data is needed. 
Retrieving personal data, could be  (Awad & Krishnan, 
2006). Personal data can be passed on by third parties, transferring it into other contexts that 
might create unwanted consequences for the individual disclosing personal data (Taddicken, 
2014). 

E-commerce is one context heavily depending on satisfying privacy concerns as this kind of 
concerns can cause sales to abate (Dinev & Hart, 2006). In 2017 global e-commerce increased 
to grow, reaching $2.29 trillion. However, more than two thirds of the consumers are now wor-
ried about their online privacy, threatening sales (UNCTAD, 2018). Trust has prior been proven 
to a  within e-commerce (Belanger, Hiller, & Smith, 
2002). The new regulation GDPR is enforced to increase online transparency and trust for the 
citizens of all EU member states (European Parliament, 2016; Goddard, 2017; Tankard, 2016). 
Processing, transmitting and storing personal data is imminent to complete and deliver transac-
tions and thus vital for e-commerce (Hui, Teo, & Lee, 2007). Thereby, any e-commerce com-
pany selling to EU residents must comply with GDPR (European Parliament, 2016). Hence, it 
is plausible that this trust and privacy con-
cerns.  

The APCO Macro model includes regulations as both an antecedent and outcome of privacy 
concerns. However, the model does not account for the perspective on how governmental reg-

 (Smith et al., 2011). Thus, this effect is only 
hypothetical, indicating the need for further research (as will be conducted in subsequent chap-
ters).  

1.2 Research question 

As underlined in the problem area, governmental regulations regarding data privacy may be an 
important influencing factor we aim to an-
swer the following research question: 

What are the associations between governmental privacy regulations, an individ  
privacy concerns and trust in disclosing personal data?  



Online Privacy Concerns Berntsen and Dibbetz

 

 3  
 

1.3 Purpose 

The purpose of this study is to contribute with new constructs to a well-known model within 
privacy research, the APCO Macro model (Smith et al., 2011). In accordance with the research 
question, the proposed factors concern governmental privacy regulations. Such privacy regula-
tions have proved to be a timely and considerably important matter to the involved actors 
(Goddard, 2017; Graham-Harrison, 2018). However, research on the impact of governmental 
privacy regulations on privacy concerns is limited within privacy research (Miltgen & Smith, 
2015). Accordingly, the results of this study can provide new insights to this important, but 
limited area of privacy research. 

1.4 Delimitation 

The focus of this study is online privacy, excluding the offline context of privacy. Furthermore, 
this study is delimited to governmental regulations rather than self-regulation. More specifi-
cally, this study looks into the General Data Protection Regulation active in all European Union 
(EU) member states (Goddard, 2017). As privacy concerns are reliant to the context, this study 
will be delimited to one (Boritz & No, 2011). E-commerce will be the context used to study the 
proposed hypotheses. Although GDPR is active in all EU member states, the collection of the 
field data delimits itself to Sweden due to resource constraints.   
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2 Theoretical background 

2.1 APCO Macro model 

Information privacy has been defined in various ways by different authors. Whilst there is no 
widely accepted definition of information privacy, a recurrent description includes that privacy 
is an  ability to control information that regards themselves (Bélanger & Crossler, 
2011). An ind control of information includes but is not limited to how, when and what 
amount of personal data is divulged to others (Karwatzki et al., 2017). Information privacy was 
already in 1989 deemed as one of the most important ethical issues of the information age 
(Smith, Milberg, & Burke, 1996). Privacy continues to be a major concern as advancements in 
technology has further enabled for more extensive collection and utilization of personal infor-
mation (Pavlou, 2011). 

Smith et al. (2011) conducted a thorough review of existing information privacy literature in 
the disciplines of: IS, Marketing, and organizational behavior. The review included 320 privacy 
articles and 128 books and book sections that were published between nd 2010. 
This resulted in the APCO Macro Model, showing the relations between privacy and other 
constructs following the structure of: Antecedents   Privacy Concerns  Outcomes (Figure 
2.1).  

 

Figure 2.1. APCO Macro Model (Smith et al., 2011) 
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According to the model, privacy concerns can be seen as the central construct within privacy 
research (Smith et al., 2011). Most research concerning privacy constructs which has been done 
after the work of Smith et al. (2011) also uses privacy concerns as the main construct 
(Kordzadeh, Warren, & Seifi, 2016; Ozdemir, Smith, & Benamati, 2017; Zhang, Chen, & Lee, 
2013). Privacy concerns can be seen as the main predictor for behavioral reactions concerning 
data disclosure (Smith et al., 2011). The model consists of many different constructs. To answer 
the research question, trust, privacy concerns, and behavioral reactions will be examined from 
chapter 2.3.5 and onwards. Lastly some of the paths are threatened by the privacy paradox as 
can be seen in figure 2.1. The privacy paradox encompasses the fact that individuals may not 
act in accordance with their privacy concerns (Smith et al., 2011). 

2.2 Legislation  

Privacy legislation is a rather complex landscape. Currently, there is a general EU directive 
concerning privacy. However, each member state of the EU has their own national privacy 
regulation (Appendix 4, I2R4). The personuppgiftslagen in the case of Sweden (Appendix 3, 
I1R2). The 25th of May the new EU data protection will become active and the Swedish national 
law will be repealed (Appendix 3, I1R2). With this future perspective in mind, the most im-
portant privacy regulations in Sweden concerning the E-commerce domain will be GDPR and 
the E-privacy regulation (Appendix 3, I1R15, Appendix 4, I2R6). However, these laws are not 
only applicable to Sweden but also become active within all EU member states (Goddard, 2017; 
Tankard, 2016).The remainder of this section will therefore focus on those regulations: GDPR 
and E-privacy.   

2.2.1 GDPR  

On the 25th of May 2018, the EU applied the general data protection regulation (GDPR) which 
sees to privacy as a fundamental human right. The law concerns personal data of European 
residents and will be enforced in all 28 member states of the European Union (Goddard, 2017). 
For the individual user, the GDPR will have multiple implications. Organizations seeking to 
gather personal data must have been granted informed and voluntary consent from individuals. 
The individuals have the right to access all the information that organizations possess about 
them (Tankard, 2016). When an individual s personal information is either disclosed by the 
individual themselves or by third party, they have the right to be notified. It is also possible for 
the correction of  personal information (European Parliament, 2016). Individuals may ob-
ject to having their data processed or restricted if there are legitimate reasoning to do so 
(European Parliament, 2016; Tankard, 2016). Furthermore, it is possible for individuals to ask 
to be forgotten. This means that organizations need to remove all data that is deemed as inade-
quate, irrelevant or no longer relevant (Tankard, 2016). GDPR also includes data portability 
which means that individuals have the right to request their personal data, that they have pro-
vided to an organization, in a structured, commonly used and machine-readable format so that 
it can be transmitted to another (European Parliament, 2016). 

GDPR will be directly applied in the member states but does allow for some national variations 
under certain circumstances, such as the minimum age for consent to use 
sonal data (Morrison et al., 2017). The law is not limited to where personal data is being stored. 
If organizations are storing personal data of European residents, they must comply with the 
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GDPR, with no exception to Cloud services (Tankard, 2016). Organizations must be able to 
provide proof that they are indeed complying with the GDPR if requested by any relevant su-
pervisory authority. Failure to do so, is assumed to be a failure of compliance (Morrison et al., 
2017). If organizations fail to comply with the GDPR they can either receive a fine of 2% of 
their global revenue or 10 million for minor breaches. More severe breaches can be fined 4% 
of the global revenue or 20 million. Whichever is the highest amount will be the fine, however 
first offences may result in a warning instead (Tankard, 2016).  

2.2.2 E-privacy Regulation 

To align with the new GDPR, the directive on privacy and electronic communications also 
needs to be revised. The E-privacy regulation will therefore repeal Directive 2002/58/EC Reg-
ulation on Privacy and Electronic Communications (EUR-Lex, 2017). The proposal for the new 
E-privacy regulation includes confidentiality for 
cations, such as: WhatsApp, Facebook Messenger and Skype. A strong aspect from this rule is 
that it is applicable and legally binding in the entire EU, just like the GDPR. The new regulation 
will in addition contain simpler rules on non-privacy intrusive cookies to improve internet ex-
periences, such as shopping cart history and cookies that count the number of visitors. Consum-
ers will furthermore be protected against spam. The proposal bans unsolicited electronic com-
munication by e-mails, SMS and automated calling machines (European-Commision, 2017). 
The draft version of this regulation was accepted on the 10th of January 2017 and the regulation 
was planned to be effective on the 25th of May, just like the GDPR. However, experts think that 
this is unrealistic and will not be enforced in time while it is not finalized (Appendix 3, I1R11).  

2.3 Research model  

The remainder of this chapter will present the proposed research model and clarify the deci-
sions made regarding the created and used constructs. Section 2.3.1 and 2.3.2 present a gen-
eral overview of prior regulatory constructs and introduce the need for two new constructs in 
this area. Section 2.3.3 and 2.3.4 provide a thorough literature background on the newly 
formed constructs. Consequently section 2.3.5 and onwards offer a thorough literature back-
ground on the constructs within the research model, that are already established within the 
APCO Macro model, including the adapted covariates. 

2.3.1 From regulation to perceived awareness and knowledge 

Smith et al. (2011) present regulations as an outcome of privacy concerns in the APCO Macro 
Model. The authors argue that if customers do not perceive that their privacy is being protected 
sufficiently, the customers will distrust the organizations self-regulation. Further, this could 
lead to regulatory response. However, Lwin, Wirtz, and Williams (2007) mention that govern-
mental regulations may also affect the privacy concerns that one has, not only organizations 
self-regulation. Likewise, the developed research model for this study (figure 2.2) aims to take 
a closer look at governmental regulation . Miltgen and Smith (2015) investigated how individ-

, how it affects 
trust of organizations and governments and privacy risk concerns. The results of the study 
proved a significant relation between these constructs. Dommeyer and Gross (2003) on the 
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contrary, differentiate between knowledge and awareness in contrast to the study conducted by 
Miltgen and Smith (2015). The authors use the term knowledge as for example knowing how 
to conduct a name removal procedure from an online service, and the term awareness as being 
aware that such actions are possible. Furthermore, Dommeyer and Gross (2003) found in their 
study that knowledge of privacy practices reduces privacy concerns by establishing the percep-
tion of control.  

2.3.2 Introducing two new constructs 

The study conducted by Miltgen and Smith (2015) set out to measure knowledge, however only 
one measurement item was used which asked for the level of awareness individuals have re-
garding privacy regulations in the respondents country. With the separation of awareness and 
knowledge as mentioned by Dommeyer and Gross (2003), it appears that Miltgen and Smith 
(2015) were measuring awareness, not knowledge. The study of Miltgen and Smith (2015) does 
indicate some significant relationships between the awareness of privacy regulations, privacy 
risk concerns and trust. However, it was measured on a very high level of abstraction using only 
one item to measure the awareness of an entire regulatory framework. Due to the relevance of 
these relations, but missing separation between knowledge and awareness, we want to introduce 
a new construct. Capturing more detailed and clearly separated level of perceived privacy reg-
ulation awareness. 

As previously mentioned, Dommeyer and Gross (2003) found that knowledge of privacy prac-
tices reduces privacy concerns, due to the perception of control. Furthermore, as new regulation 
(GDPR) aims to establish control and transparency (Goddard, 2017; Tankard, 2016), it can be 
argued Hence, 
we are interested in measuring the influence perceived privacy knowledge has on the constructs 
privacy concerns and trust beliefs. The constructs introduced above can be found in the research 
model, figure 2.2 alongside with already established constructs within the APCO Macro model. 
All constructs and covariates included in the research model will be discussed more in-depth in 
the upcoming sections. 
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Figure 2.2 Research model 

2.3.3 Perceived Privacy Regulation Awareness (PPRA) 

Perceived Privacy Regulation Awareness (PPRA) is a construct which has not been recognized 
within the literature. Although, different studies concerning privacy and awareness can be found 
within the literature. Pötzsch (2008) base privacy regulation awareness on an individual
tention, perception and cognition of privacy. Malandrino et al. (2013, p. 279) on the other hand 
define privacy awar Encompassing the perception of: (1) Who is tracking and col-
lecting personal information (2) When information is collected (3) What information other en-
tities receive, store and use (4) How pieces of information are processed to potentially build 

  

Multiple studies have created instruments for measuring subjective awareness. Mukred et al. 
(2017) measured perceived awareness and its influence on behavioural intentions. However, 
this was within the context of IS adoption in the public healthcare sector of developing coun-
tries. The items for measuring awareness in the study of Mukred et al. (2017) were derived from 
Shareef, Kumar, Kumar, and Dwivedi (2011) who focused on an e-government adoption model. 
The authors measured the influence of perceived awareness among stakeholders on adopting 
an e-government. There is limited literature available within the specific context of privacy 
regulation awareness. The closest research we were able to find within this domain was con-
ducted by Dommeyer & Gross (2003). The authors focus on the use of privacy protection strat-
egies within the context of direct marketing and measure the objective awareness and 
knowledge of individuals involved in direct marketing. Likewise, Lwin et al. (2007) examined 
how privacy protection strategies are used by consumers based on their privacy concerns. One 
of their antecedents to privacy concerns which proven to be significant was governmental reg-
ulation. 
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Aforementioned, the study of Miltgen & Smith (2015) includes the measurement of the rela-
tionship between regulatory knowledge and both trust and privacy risk concerns through medi-
ation. The study investigated both trust in regulators and companies within the same construct. 
Consequently, it is impossible to evaluate if the relations found leading to trust in their structural 
model are affecting trust in regulators, companies or both. For that reason, the relation between 
awareness and trust in companies or regulators separately cannot be relied on, since they are 
indistinguishable in their model.  

As individuals who perceive to be more protected in terms of their personal data have less 
privacy concerns (Dommeyer & Gross, 2003; Lwin et al., 2007; Miltgen & Smith, 2015), we 
believe that perceived privacy regulation awareness will positively influence trust (Miltgen & 
Smith, 2015), as well as negatively influence privacy concerns. Furthermore, we believe that 
awareness will positively influence knowledge, since someone has to be aware of a regulation 
before they know how to deal with it. Resulting in the following hypotheses. 

Hypothesis 1:  
Perceived privacy regulation awareness will positively affect perceived privacy regulation 
knowledge. 

Hypothesis 2:  
Perceived privacy regulation awareness will negatively affect privacy concerns. 

Hypothesis 3: 
Perceived privacy regulation awareness will positively affect trust beliefs. 

2.3.4 Perceived Privacy Regulation Knowledge (PPRK)  

Knowledge can be separated into objective and subjective knowledge. Objective knowledge is 
the actual knowledge individuals possess regarding a subject. Whereas, subjective/perceived 
knowledge refers to the knowledge individuals perceive they possess (Zhu, Wei, & Zhao, 
2016)
sociated w
whom perceive governmental or organizational policies as weak will also have a higher level 
of privacy concerns. And would thereby likewise act accordingly, fabricate, protect, and/or 
withhold personal information (Lwin et al., 2007). Miltgen and Smith (2015) further elaborate 
on these findings and found that perceived regulatory protection positively effects trust in both 
companies and regulators enforcing the laws/policies. Moreover, the authors conclude that in-

lations is associated with higher levels of perceived 
privacy regulatory protection. Nevertheless, as mentioned in 2.3.2 it appears that Miltgen and 
Smith (2015) are measuring awareness rather than knowledge. However, the authors hypothet-
ically intended to measure knowledge and stress its importance based on prior literature. Thus, 
it appears to be an interesting relation to examine. According to Dommeyer and Gross (2003), 
customers who have knowledge in regards to privacy practices and options for safeguarding 
their personal information can create a higher level of perceived control and therefore reduce 
privacy concerns.  
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Congruently with the literature, we suggest that individuals who perceive their knowledge on 
privacy regulations as high, will have a high level of trust towards organizations: 

Hypothesis 4: 
Perceived privacy regulation knowledge positively affects trust beliefs. 

In accordance with the findings in prior literature, we also propose that perceived knowledge 
regard  

Hypothesis 5: 
Perceived privacy regulation knowledge negatively affects privacy concerns. 

2.3.5 Trust beliefs 

Trust has many definitions within both online and offline contexts. However, in accordance 
with our delimitation this study looks to trust within E-commerce and hence an online context. 
McKnight and Chervany (2001, p. 46) define trusting beliefs within this context as: Trusting 
beliefs means that one believes that the other party has one or more characteristics beneficial to 
oneself. In terms of characteristics, the consumer wants the e-vendor to be willing and able to 
act in the consumer's interest, honest in transactions, and both capable of, and predictable at, 
delivering as promised.   

Trust is an often-used construct within privacy research (see table 2.1). Some studies have re-
searched trust as a mediating variable between privacy concerns and behavioral intentions 
(Bansal & Gefen, 2015; Bansal & Zahedi, 2008; Metzger, 2004). Other studies looked into trust 
as an outcome of privacy concerns (Chellappa, 2008; Malhotra, Kim, & Agarwal, 2004). How-
ever to the best of our knowledge only one study looked into trust as an antecedent for privacy 
concerns (Belanger et al., 2002). More information concerning these studies can be found in 
table 2.1, which shows the authors, aim of the research, trust context, role of trust within the 
context, the dimensions of trust and the influence the factor trust has regarding its role. This 
table makes it clear that trust is an important factor within E-commerce, due to its high influ-
ences regardless of its role in the APCO Macro model (Antecedent, mediating variable, out-
come). 

Authors Aim of  
Research 

Trust 
Context 

Role of 
Trust 

Dimension of Trust Influence 
of Trust 

Metzger 
(2004) 

This study proposes and tests a 
model of online information dis-
closure to commercial Websites 

E-com-
merce 
websites  

Mediating 
variable 
PC & Dis-
closure 

Reliability 
Competent 
Benevolent 
Integrity 

< .01)  

Bansal & 
Gefen 
(2015) 

Measure the role of trust in web-
sites based on privacy assurance 
mechanisms 

E-com-
merce 
websites 

Mediating 
variable 
PC & Dis-
closure 

(Items based on;) 
Honesty 
Interest 
Opportunistic 
Service Level 

50, p 
< .001) 

Belanger, 
Hiller & 

Measure trustworthiness in elec-
tronic commerce.  

E-com-
merce 
websites 

Antecedent 
for privacy 

(Items based on;) 
Trustworthiness 

(average r 
= .63, p< 
.01) 
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Smith 
(2002) 

Commitment 
Reputation 

Chellappa 
(2008) Commerce Transactions based 

on privacy and security 

E-com-
merce 
websites 

Outcome 
from privacy 

(Items based on;) 
Safety 
Reliability 
Problems 

Not signif-
icant 

Malhotra, 
Kim & 
Agarwal 
(2004) 

 

Examine internet 
mation privacy concerns (IUIPC) 
and their effects on trust beliefs 
(H1).  

E-com-
merce 
websites 

Outcome 
from privacy 
concerns 

(Items based on;) 
Trustworthiness 
Truth 
Honesty 
Consistency 

< .001) 

Bansal & 
Zahedi 
(2008) 

Examine the moderating role of 
privacy concern on how the qual-
ity of privacy policy statements 
and privacy assurance cues con-
tribute to increased trust, and 
therefore disclosing private infor-
mation online 

Multiple 
contexts - 
websites 

Mediating 
variable PC 
& Disclosure 

(Items based on;) 
Design 
Professionality 

Domain 
dependent 

Dinev & 
Hart (2006) 

Proposing and validating an ex-
tended privacy calculus model 
for E-commerce transactions 

E-com-
merce 
websites 

Antecedent 
for the will-
ingness to 
provide per-
sonal infor-
mation to 
transact on 
the internet 

(Items based on;) 
Safety 
Reliability 
Competence 

(r = .59, 
p<0.01) 

Table 2.1. Trust within previous research in the E-commerce domain 

This study is focused on the role of trust as an antecedent to privacy concerns, similar to 
Belanger et al. (2002). If people have more trust in an organization, we expect that they will 
become less concerned regarding their privacy. We are furthermore interested in the role trust 
beliefs has on the willingness to disclose, since it positively influences behavioral intentions 
(Bansal & Gefen, 2015; Dinev & Hart, 2006). As a result, the following hypothesis are formed:  

Hypothesis 6: 
Trust beliefs negatively affect privacy concerns.  

Hypothesis 7:  
Trust beliefs positively affect willingness to disclose. 
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2.3.6 Privacy Concerns 

Lowry, Cao, and Everard (2011) define privacy concern as the fear one may have of their pri-
vacy being compromised in an undesirable manner. Thus, concerns raised may be regarding 
who has access to information individuals have disclosed, and how this information is used 
(Lowry et al., 2011). To measure privacy concerns, several authors (see table 2.2) have used 
the multidimensional model created by Smith et al. (1996), called concern for information pri-
vacy (CFIP). The model consists of four dimensions, collection, error, unauthorized secondary 
use, and improper access. The instruments for measurement of privacy concerns were later 
tested and re-validated by Stewart and Segars (2002) whom verify the model with a sample size 
of 355 respondents. The results drafted form a confirmatory factor analysis represents consum-

The dimensions were created within an or-
ganizational context but have been applied within the area of information systems to measure 
information privacy concerns (Lowry et al., 2011).  

Authors Aim of the research Dimensions of privacy concern 

Angst & Agarwal 
(2009) 

Examine if individuals can be persuaded to 
change attitudes towards electronic 
healthcare records and allow their medical 
information to be digitalized even when 
privacy concerns exist. 

Collection 
Error 
Unauthorized secondary use 
Improper access 

Dinev & Hart (2006) Extending privacy calculus for E-com-
merce transactions. 

(Based on:) 
Collection 
Error 
Unauthorized secondary use 
Improper access 

Hann et al. (2007) 
and how it can be motivated. 

Collection 
Error 
Unauthorized secondary use 
Improper access 

Lowry, Cao & Ever-
ard (2011) 

Investigate and validate relationship be-
tween self-disclosure technology use and 
culture. 

Collection 
Error 
Unauthorized secondary use 
Improper access 

Malhotra, Kim & 
Agarwal (2004) 

 

vacy concerns (IUIPC). Operationalize 
IUIPC multidimensional notion. Propose 
and test IUIPC model.  

Collection 
Error 
Unauthorized secondary use 
Improper access 
Control  
Awareness of privacy practices 
Global Information Privacy Concern 

Son & Kim (2008) Develop taxonomy for information pri-
vacy-protective responses (IPPR) and cre-
ate nomological network for IPPR.  

(Based on:) 
Collection 
Error 
Unauthorized secondary use 
Improper access 

Table 2.2 Usage of CFIP for measuring privacy concerns in prior research 
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Dinev and Hart (2006) defined new items for measuring privacy concerns. The items were 
based of the CFIP created by Smith et al. (1996). The items Dinev and Hart (2006) developed 
were in their study used to measure privacy concerns within the E-commerce context. One of 
the authors, Dinev, also took part in creating the APCO Macro Model (Smith et al., 2011), 
thereby increasing the relevancy of their items for this study. The study found that their con-
struct, internet privacy concerns, was affecting  willingness to provide information 
to transact on the internet (Dinev & Hart, 2006). Likewise, prior literature has found similar 
results. That privacy concern affects 
uals whom have more privacy concerns are less likely to be willing to disclose personal infor-
mation (Dinev & Hart, 2006; Malhotra et al., 2004; Ozdemir et al., 2017). In accordance with 
this, we propose the following hypothesis: 

Hypothesis 8: 
Privacy concerns negatively affect the willingness to disclose. 

2.3.7 Willingness to disclose  

Correspondingly to the APCO Macro Model of Smith et al. (2011) behavioral reactions/inten-
tions is often an outcome from privacy concerns (Dinev & Hart, 2006; Li, Sarathy, & Xu, 2010; 
Malhotra et al., 2004). An example of a behavioral reaction is willingness to disclose. The con-
cept willingness to disclose defines the willingness people have to disclose personal information 
(Smith et al., 2011).  

As an example, Metzger (2004) measured disclosure of personal information to an E-commerce 
website. The authors looked into the willingness to disclose different types of information 
online. Their model indicates the role of trust and past online behavior in the disclosure of 
personal information to a commercial website created for the study. 

Dinev and Hart (2006) look to behavioral intentions as the willingness to provide personal in-
formation to transact on the internet. Their construct differentiates from what had been done 
within E-commerce in the past. The construct does not only look to the willingness of individ-
uals to conduct a transaction online, but includes the perspective of the personal information 
needed to conduct the transaction. Consumers tend to be less willing to disclose their personal 
data when privacy concerns are high (Dinev & Hart, 2006; Lwin et al., 2007; Malhotra et al., 
2004). We think that this study will show a similar effect. 

2.3.8 Covariates 

Previous research highlights several covariates influencing behavioral intentions and privacy 
concerns. Malhotra et al. (2004) included seven covariates to control for 
to information privacy threats. Three of these control variables deal with demographics: sex, 
age and education. In addition, the authors include four variables concerning personal experi-
ences: internet experience, how often subjects provide false information to a marketer, whether 

amount of times the subject has been 
exposed to media reports handling incidents of privacy invasion. The variables regarding pri-
vacy invasion where extracted from Smith et al. (1996) who differentiates previous personal 
experiences and media coverage influencing privacy concerns based on prior literature. Both 
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experience and knowledge turned out to be influencing privacy concerns significantly with beta 
coefficients of 0.16 and 0.22 respectively (Smith et al., 1996). 

Similarly, Li et al. (2010) include five of the abovementioned control variables in their model 
which influence behavioral intention. The authors exclude education and how often subjects 
provide false information to a marketer, but further include privacy concerns as a control vari-
able. However, none of their control variables were found to be significant. This study examines 
the influence of the demographical variables as mentioned by Malhotra et al. (2004) as well as 
the significant variables media exposure and previous privacy invasion by Smith et al. (1996) 
on all paths within the research model (figure 2.2).  
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3 Methodology 

3.1 Research strategy 

This thesis follows the linear process for quantitative research as proposed by Recker (2012). 
The process consists of five steps. First, generating models, theories and hypotheses. Second, 
developing instruments and methods for measurement. These instruments and measurements 
will mainly adhere from prior research. Third, the empirical data is collected. Fourth, data anal-
ysis including statistical modelling. And lastly, evaluation of the results.  

The main part of this thesis is based on a quantitative research method, since we are interested 
in the relationship between different constructs. In addition, we used unstructured interviews 
combined with a thorough literature review concerning the chosen laws in order to build our 
constructs of interest: PPRK and PPRA. The entire research strategy can be found in figure 3.3, 
which focusses on the research steps and the techniques applied to achieve these steps. 

The research strategy in figure 3.3 is divided in three steps: stage one, stage two and stage three.  
The purpose of stage 1 is mainly building the unexplored constructs that we want to test and 
find the right items to measure them, as well as the operationalization of already established 
constructs. Stage 2 focuses on pilot testing the model and testing if the items are reliable in 
measuring the constructs. This stage is finalised by performing the final survey after the revi-
sions based on the pilot. The last stage deals with data cleaning and assessing of the validity 
and reliability, the results are shown and the hypothesis are answered.   
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Figure 3.3. Research strategy 
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3.2 Data collection technique 

3.2.1 Interviews 

To be able to define our constructs (PPRA and PPRK) and thereby create valid items, interviews 
with experts were conducted. During these interviews, the goal was to identify governmental 
regulations that were essential to European privacy regulations. The interview focused around 
three main themes, active privacy laws, PPRA, and PPRK. The goal of the first theme was to 
extract information regarding which laws should be used to investigate our research questions 
and test our hypotheses. The second theme, PPRA, as well as the third theme, PPRK, strived to 
seek for possible new items and/or to validate our already selected items (grounded in prior 
literature) for the questionnaire. Additionally, for each theme we utilized questions to steer the 
conversation into the right direction, which can be seen in Appendix 2. 

The interview was constructed in an open-ended manner, hoping for the interviewee to be able 
to elaborate and dwell into what they deem as important. The interviews were conducted face-
to-face, at a location of the interviewees choice to make them feel more comfortable 
(Bhattacherjee, 2012). Moreover, inaccuracy is one of the flaws with interviews (Recker, 2012), 
thus the interviews were recorded and later transcribed. To further increase the information 
retrieved from the interviews, a literature review in regards of the active privacy regulations in 
the EU was carried out beforehand. This enable the possibility of follow-up questions, well 
aligned with the open-ended structure (Myers & Newman, 2007). 

3.2.2 Questionnaire 

Since the aim of the study is to determine the relations between privacy concerns, trust, PPRK, 
PPRA, and willingness to disclose, this study has utilized questionnaires to gather empirical 
data to test the extension proposed to the APCO Macro Model. By using questionnaires, the 
reach of the data gathering increased and we assured a high level of objectivity (Bhattacherjee, 
2012).  

The data collection was conducted with both self-administration where the survey was sent out 
via social networking sites, but also by field surveys conducted in public areas. Both techniques 
were used at the same time which lead to better utilization of the time available. The question-
naire used a Likert scale to capture the responses. The scale used stretches from one to seven, 
which is mentioned by Bhattacherjee (2012) as a viable scale. For the questionnaire, a control 
question was added to see how much attention the respondents were paying. This question re-
quired the respondent to select a specific question, failure to do so lead to the exclusion of their 
survey responses in the analysis, thereby increasing the validity of the study. 

3.2.3 Sampling  

For the interviews the respondents had to be selected with care to obtain rich and valid infor-
mation from the interviews. A key feature that was sought after when selecting respondents was 
that they had extensive knowledge within EU governmental regulation regarding information 
privacy. It was important that the respondents had multiple years of experience of working with 
such regulations. In order to find such participants, universities, law firms and organizations 
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within compliance of information privacy laws were examined to find suitable respondents. 
The first respondent is a postdoctoral Lecturer at Lund s University with several publications 
as well as ongoing research within information privacy and information privacy law. The sec-
ond respondent is another postdoctoral lecturer with a focus on EU law.  

From the expert interviews it became apparent that a delimitation to EU residents rather than 
Sweden is more appropriate, as GDPR will enforced within all EU member states. Hence, our 
target population consists out of residents within EU member states. While it may be very hard 
to come up with a generalizable sample of this target population, a convenient sampling strategy 
was used to gather as many respondents as possible (Bhattacherjee, 2012). Respondents for the 
survey were gathered both online and in the field.  

For the pilot study, data was collected at Lund University School of Economics and different 
public areas in Lund. For the final data collection (post-pilot), online survey responses were 
acquired by posting a message on the social networking websites Facebook and Linked-in. Re-
garding the field study responses were collected at Lund University School of Economics and 
in different trains within the Skåne area in Sweden.  

3.3 Operationalization of Variables 

To increase the construct validity, existing items and scales were used whenever possible. For 
the new constructs, the official directive of GDPR (chapter 3, rights of the data subject) from 
the EU parliament was used. The sources used in creating these items as well as the specific 
scale used for each construct are mentioned in table 3.3. All of the constructs within the model 
are of reflective nature, since the indicators are caused by the latent variables (Hair Jr, Hult, 
Ringle, & Sarstedt, 2016). A seven-point Likert scale is used to measure all constructs. We 
chose to use a 7 point Likert scale rather than a 5 point Likert scale while this is argued to 
increase reliability (Colman, Norris, & Preston, 1997).  

 

*= Item is revised after pilot, **= Item is deleted after pilot, ***=Item is included after pilot 

Construct Items Scale Source 

Perceived 
Privacy 
Regulation 
Awareness 
(PPRA) 

 7-point Likert 
(1 = Not at all 
aware, 7 = 
Very aware) 

Self-devel-
oped, based 
on: Article 3 
GDPR 
(European 
Parliament, 
2016) 

 

PRRA1: be notified by who is collecting my personal 
data when my personal data is disclosed by me.  

PRRA2: be notified by who is collecting my personal 
data when the data is collected through a third party. 

PPRA3: request to see all the personal data that a service 
provider has stored regarding me as an individual. 

PRRA4 request for the correction of my personal data, 
stored by a service provider. 
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PPRA5: request my personal data to be erased from an 
online service provider if certain conditions are met. 

PPRA6: estrict the processing of my personal data if cer-
tain conditions are met. 

PPRA7:  request my personal data from one service pro-
vider and transfer the data to another provider. ** 

PPRA8: rotest to my personal data being processed by a 
service provider if certain conditions are met. ** 

Perceived 
Privacy 
Regulation 
Knowledge 
(PPRK) 

When my personal data is being processed I know 
 

7-point Likert 
(1 = Not at all 
knowledgea-
ble, 7 = Very 
knowledgea-
ble) 

 

Self-devel-
oped, based on 
article 3 
GDPR 
(European 
Parliament, 
2016) 

PPRK1: I will be notified by who is collecting my per-
sonal data when my personal data is disclosed by me. * 

PPRK2: I will be notified by who is collecting my per-
sonal data when the data is collected through a third party. * 

PPRK3: to handle the procedure of requesting all the per-
sonal data that a service provider has stored regarding me as 
an individual. ** 

PPRK4: to handle the procedure of requesting correction 
of my personal data, stored by a service provider. ** 

PPRK5: to handle the procedure of requesting my per-
sonal data to be erased from an online service provider if 
certain conditions are met. ** 

PPRK6: to handle the procedure of restricting the pro-
cessing of my personal data if certain conditions are met. ** 

PPRK7: to handle the procedure of requesting my per-
sonal data from one service provider and transfer the data to 
another provider. ** 

PPRK8: to handle the procedure of protesting to my per-
sonal data being processed by a service provider if certain 
conditions are met. ** 

Trust Be-
liefs (TB) 

TB1: E-commerce websites are safe environments in which 
to exchange information with others. 

7-point Likert 
(1 = Strongly 
disagree, 7 = 
Strongly 
agree) 

(Dinev & 
Hart, 2006)  
Adapted to E-
commerce 
context.  

TB2: E-commerce websites are reliable environments in 
which to conduct business transactions. 

TB3: E-commerce websites handle personal information 
submitted by users in a competent fashion. 

PC1: I am concerned that the information I submit on the 
Internet could be misused. 

7-point Likert 
(1 = Strongly 
disagree, 7 = 

(Dinev & 
Hart, 2006; 
Malhotra et 
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Privacy 
Concerns 
(PC) 

PC2: I am concerned that a person can find private infor-
mation about me on the Internet. 

Strongly 
agree) 

al., 2004; 
Smith et al., 
1996) 
 PC3: I am concerned about submitting information on the 

Internet, because of what others might do with it. 

PC4: I am concerned about submitting information on the 
Internet, because it could be used in a way I did not foresee. 

Willing-
ness to 
Disclose 
(WD) 

To what extent are you willing to use the Internet to do 
the following activities? 

7-point Likert 
(1 = Strongly 
disagree, 7 = 
Strongly 
agree) 

(Dinev & 
Hart, 2006) 

 

 

 

WD1: Purchase goods (e.g., books or CDs) or services (e.g., 
airline tickets or hotel reservations) from websites that re-
quire me to submit accurate and identifiable information 
(i.e., credit card information) 

WD2: Retrieve information from websites that require me 
to submit accurate and identifiable registration information, 
possibly including credit card information (e.g., using sites 
that provide personalized stock quotes, insurance rates, or 
loan rates)  

WD3: Conduct sales transactions at E-commerce sites that 
require me to provide credit card information (e.g., using 
sites for purchasing goods or software) *** 

WD4: Retrieve highly personal and password-protected fi-
nancial information (e.g., using websites that allow me to 
access my bank account or my credit card account) 

Control 
Variables 

(CV) 

Demographics (Age, Gender, Education)  (Li et al., 
2010; 
Malhotra et 
al., 2004) 

Privacy Invasion: How often have you personally been the 
victim of what you felt was an improper invasion of pri-
vacy? *** 

7-point Likert 
(1 = Not at all 
7 = Very of-
ten) 

(Smith et al., 
1996) 

Media Exposure: How much have you heard or read during 
the last year about the use and potential misuse of comput-
erized information about consumers? *** 

7-point Likert 
(1 = Not at all, 
7 = Very 
much) 

(Smith et al., 
1996) 

Table 3.3. Operationalization of variables 
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3.4 Pilot study 

Entering stage 2 of the research strategy (figure 3.3), we strived to ensure that the questionnaire 
was of good enough quality to gather data using it as an instrument, a pilot study was conducted. 
Respondents for this pilot study were acquired at three different public areas in Lund, Sweden. 
The pilot took place Friday the 20th of April 2018. Participants are not considered if they were 
residents outside the EU or if they did not answer the control question correctly. The control 
question was included at the later part of the questionnaire, which asked the participant to select 
the number 7. These filters resulted in removing two participants, which left us with 23 valid 
participants for the pilot study.  

3.4.1 Descriptive statistics  

The descriptive statistics of the valid responses in the pilot can be found in table 3.4. The sam-
ple represents a relatively young (Mean = 26.6) and highly educated group of respondents 
(Higher education = 87%). The gender distribution is more or less even, with slightly more 
females participants (52,2%).  

Demographics Descriptive statistics 

Age Mean = 26.6, Standard Deviation = 9, Skewness = 2.9 

Gender Male = 43.5%, Female = 52,2%, Prefer not to say = 4,3% 

Completed education High School = 13%, Higher Education = 87% 

Table 3.4. Pilot descriptive statistics 

3.4.2 Face validity  

Face validity refers to whether an indicator seems to be a reasonable measure of its underlying 
construct (Bhattacherjee, 2012; Recker, 2012). To establish face validity, we asked the respond-
ents questions to gather their subjective opinion on how they understood the questions and if 
they were asked in the right order. By doing so we changed the order of the questions upon 
request. Questions about PPRA & PPRK were asked in the end, while questions about disclo-
sure and privacy concerns were asked in the beginning of the questionnaire, based on the re-

 feedback. In this way the respondents felt more at ease with having more general 
questions in the beginning rather than starting with them scaling their knowledge and awareness 
on regulations. Furthermore, we included a definition on the word service providers and gave 
an example for the questions that include if certain criteria are met, since this was not clear for 
some respondents. All constructs except for PPRK and PPRA were taken from literature and 
appeared to have established face validity. However, the items were not verified again by any 
experts. The new constructs, PPRA and PPRK on the other hand, were validated by experts 
who suggested the removal of two items within PPRK. Changes were made accordingly. 
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3.4.3 Content validity 

To avoid measurement errors, one should make sure that the measurement items are capturing 
the whole of the construct they set out to measure (Bhattacherjee, 2012; Recker, 2012). Content 
validity was increased by using already existing constructs and their instruments wherever pos-
sible. We furthermore asked two experts within the privacy field to validate our instrument 
concerning the newly formed constructs, as suggested by both Recker (2012) and Bhattacherjee 
(2012). The feedback of these experts made us change our instrument. At first, we only wanted 
to measure subjective awareness and knowledge on an abstract level of GDPR and E-privacy. 
However, after extensive sessions with subject matter experts we decided to focus solely on 
GDPR and measure in-depth subjective awareness and knowledge regarding this regulation, 
since this was perceived to be interesting and the E-privacy regulation was not expected to be 
launched on time (Appendix 3, I1R29, Appendix 3, I1R11). After further revising the items for 
PPRA and PPRK together with a researcher of the department, it was noted that the items were 
quite similar which could lead to the constructs measuring the same thing. This strengthened 
the reasoning of creating new items, less abstract, focusing on specific articles of the GDPR 
within chapter 3,  

When new items were created, these items were sent out to the subject matter experts again to 
validate that the items actually would measure what they are intended to. This aligns with 
Lawshe (1975), who mentions that content validity can be established through evaluation pan-
els. The feedback received, consisted of some critique regarding the chosen wording. Therefore, 
the items were adjusted accordingly to the suggestions of the experts. These changes included 
the changes of PPRK1 and PPRK2 which were not clear according to the evaluation panel. 
Furthermore, we changed the wording in all PRRK items from is being disclosed  
c  However, these last changes were made after 
the pilot, nevertheless the changes were included in the final survey.  

3.4.4 Construct validity  

Construct validity considers the validity of the operationalization or measurement between con-
structs. This validity is assessed by looking to the convergent, and discriminant validity 
(Recker, 2012). Convergent validity refers to how close a measure relates to the construct which 
it sets out to measure (Bhattacherjee, 2012). To measure the convergent validity, the average 
variance extracted (AVE) was looked to. According to Joe F Hair, Ringle, and Sarstedt (2011), 
convergent validity is deemed as sufficient if the AVE is 0.5 or higher. As can be seen in table 
5, the lowest value found was 0.635. Thus, we concluded that the convergent validity was suf-
ficient. 

Construct AVE 

PPRA 0.784 

PPRK 0.635 

PC 0.864 

TB 0.751 

WD 0.651 
Table 3.5. Average variance extracted 
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As we created a research model, including two new constructs, it is important that we can assure 
that the constructs are distinct and not just duplicates of each other. This can be measured 
through discriminant validity (Voorhees, Brady, Calantone, & Ramirez, 2016). Discriminant 
validity is defined by Churchill Jr (1979, p. 70) as the following: t validity is the 

  

When determining if discriminant validity was established or not, the hetrotrait-monotrait ratio 
of correlations (HTMT) was used. The HTMT is the most recent addition to discriminatory 
validity used within variance-based structural equation modelling (Voorhees et al., 2016). 
Henseler, Ringle, and Sarstedt (2015) who proposed the HTMT, argue that both the Fornell-
Larcker criterion and cross-loadings are not suitable for measuring discriminant validity as they 
fail to detect this validity in common research situations. Thus, these methods were disregarded 
for determining discriminant validity. Prior literature mentions that either 0.85 or 0.90 can be 
used as a threshold, where a value higher than the threshold indicates that discriminant validity 
is not established (Henseler et al., 2015). Hence, for the evaluation of discriminant validity, we 
relied on a stricter threshold of 0.85. The results from the HTMT conducted on the pilot survey 
can be found in table 3.6. As no correlations were of value 0.85 or higher, discriminant validity 
was established.  

  PPRA PPRK PC TB WD 

PPRA           

PPRK 0.782         

PC 0.145 0.162       

TB 0.521 0.317 0.0515     

WD 0.467 0.236 0.465 0.637   
Table 3.6. Hetrotrait-monotrait ratio of correlations 

Although the discriminant validity was sufficient, we found that both the correlation between 
PPRK and PPRA as well as the correlation between WD and TB are close to the threshold with 
respectively 0.782 and 0.637. For that reason, we took a closer look to the cross-loadings of 
these particular construct items, with the purpose of improving them for the final survey. Alt-
hough some of the cross loadings between the items of PPRA and PPRK are close, the concepts 
of awareness and knowledge are somewhat related which may result in higher correlations. As 
previously mentioned, cross-loadings is not a suitable method for determining discriminant va-
lidity (Henseler et al., 2015). Therefore, we did not solely rely on the outcomes of the cross 
loadings, but rather use them to improve the HTMT values by looking at individual items. That 
being said, we investigated the cross loadings of items that were close to other constructs, more 
specific PPRA1, PPRA2, PPRK1, PPRK2, PPRK7 and PPRK8, see table 3.7.  
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PPRA PPRK Trust 

belief 
Willing-
ness to 
disclose 

PPRA1 0.925 0.769 0.447 0.289 

PPRA2 0.892 0.775 0.353 0.249 

PPRA3 0.926 0.668 0.64 0.397 

PPRA4 0.909 0.67 0.5 0.363 

PPRA5 0.909 0.67 0.4 0.435 

PPRA6 0.929 0.598 0.379 0.417 

PPRA7 0.664 0.373 0.063 0.264 

PPRA8 0.897 0.661 0.451 0.429 

PPRK1 0.615 0.721 0.126 0.022 

PPRK2 0.576 0.713 0.102 0.032 

PPRK3 0.755 0.953 0.317 0.22 

PPRK4 0.576 0.863 0.315 0.239 

PPRK5 0.721 0.909 0.35 0.188 

PPRK6 0.701 0.941 0.319 0.127 

PPRK7 0.416 0.496 -0.062 0.055 

PPRK8 0.663 0.663 -0.032 0.274 

TB1 0.483 0.386 0.912 0.603 

TB2 0.605 0.349 0.884 0.429 

TB3 0.222 0.185 0.800 0.298 

WD1 0.185 0.147 0.186 0.819 

WD2 0.369 0.25 0.44 0.915 

WD4 0.397 0.091 0.575 0.667 
Note: Highest value in bold 

Table 3.7. Cross-loadings of PPRA, PPRK, TB & WD  

I know  to 
distinguish them even more from the PPRA items. In addition, we decided to remove the items 
PPRK1 and PPRK2, while they were perceived to be unclear by the evaluation panel and they 
were hard to be distinguished from PPRA1 and PPRA2, since it is hard to measure the 
knowledge of being notified by something which is too closely related to awareness. Although 
this change negatively affected the discriminant validity (HTMT between PPRA & PPRK in-
creased to 0.810), it positively affected the content validity.  

Furthermore, the item PPRK8 loaded with the same value on both PPRK and PPRA in its cross-
loadings. However, we did not want to delete this item as we consider it as essential when 
measuring knowledge regarding GDPR. Thus, we changed the wording of the item in order to 

to make it clearer
make the question clearer. In addition, we added the item WD3, while we found it missing in 
the pilot.  
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3.4.5 Internal consistency  

To assess the internal consistency and therefore the reliability of the items measuring the same 
construct, is suggested (Bhattacherjee, 2012; MacKenzie, Podsakoff, & 
Podsakoff, 2011). Table 3.8 All items are 
above the common threshold of 0.7, indicating that all items used to form the constructs are 
acceptable (MacKenzie et al., 2011; Tavakol & Dennick, 2011). 

Construct Cronbach's Alpha 

PPRA 0.961 

PPRK 0.939 

Privacy Concerns 0.948 

Trust Beliefs 0.833 

Willingness to disclose 0.721 

Table 3.8.    

 is 
sensitive to the number of items within a construct (Hair Jr et al., 2016). The authors mention 

measure for internal consistency. 
However, they suggest that composite reliability is preferred to measure the internal consistency 
within PLS-SEM (Hair Jr et al., 2016). Therefore, the composite reliability was also examined 
to ensure that it was within acceptable thresholds. As the composite reliability of our constructs 
all measure above 0.7 (see table 3.9), we find that their internal consistencies are acceptable 
(Shook, Ketchen, Hult, & Kacmar, 2004). 

Construct Composite reliability 

PPRA 0.966 

PPRK 0.919 

Privacy Concerns 0.962 

Trust Beliefs 0.900 

Willingness to disclose 0.847 

Table 3.9. Composite Reliability 

3.5 Generalizability and Ethics  

3.5.1 Generalizability 

As the population for this study includes all individuals affected by the GDPR, any resident 
within a European member state was a valid respondent. Nevertheless, with the selected non-
probability sampling strategy (convenience sampling), generalizability becomes lacking. The 
questionnaires were sent out on specific social media platforms and handed out in specific areas, 
indicating that groups of individuals have been left out. This further limits the generalizability 
of the study (Bhattacherjee, 2012).  

Additionally, the possible impact of a non-response is hard to measure. This may be harmful 
for the generalizability (Bhattacherjee, 2012). For the field surveys, the response rate is esti-
mated to roughly 70-80%. However, for the survey distributed online, it was impossible to 
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measure how many individuals had actually seen the survey. Nevertheless, it is expected that 
the response rate was much lower than the field survey, while the online survey had a possibility 
to reach out to more respondents than the amount of answers received. Consequently, it is plau-
sible that non-response bias is further affecting the generalizability. 

3.5.2 Ethics 

For contacting possible respondents for the pre-study, emails were utilized. The emails con-
tained a short description of who we are, what the aim of the study was, and why we would like 
to interview them. Aligned with the ethical principles of research mentioned by Bhattacherjee 
(2012), the possible participants were free to decline the offer without any negative impact. The 
participants who agreed on an interview were later engaged in a verbal agreement that the in-
terview would be recorded, transcribed, and later included in the final report. The respondents 
were also enlightened that their identity would be anonymized in the final report, which also is 
mentioned by Bhattacherjee (2012) as an important factor of ethical principles to assure the 
respondents future well-being.  

Furthermore in line with Bhattacherjee (2012) we understood our ethical obligation in provid-
ing all results and findings, without letting out information that did not suit our research. There-
fore, we provided the entire transcripts of the interviews in the appendix (appendix 3 and 4). 

The data provided by the respondents of the questionnaire survey was kept completely anony-
mous. This means that the answers of a respondent cannot be traced back to the respondent 
(Bhattacherjee, 2012). Confidentiality is furthermore guaranteed to respondents, we will not 
publish results that could be traced back to the individual answering the survey. When inviting 
respondents to answer the survey, we included a description of the purpose for the study. This 
further enabled the respondents to make an active decision whether they wanted to participate 
or not. To strengthen this aspect, we included a text on top of the survey indicating the purpose 
of this research and the way their data is being handled. This research is furthermore in line 
with the AIS code of conduct stating an ethical way of doing research within the IS field 
(Bhattacherjee, 2012). 

3.6 Analytical tools  

3.6.1 Structural Equation Modeling (SEM) 

This study used SEM to validate the proposed model. SEM can be seen as a collection of sta-
tistical techniques allowing the examination of a set of independent variables and one or more 
dependent variables (Ullman & Bentler, 2003). Within SEM two main branches exist, covari-
ance based SEM (CB-SEM) and partial least squares SEM (PLS-SEM). As this study is predic-
tive in its nature, since its aim is to examine newly formed constructs, PLS-SEM is preferred 
(Joe F Hair et al., 2011). PLS-SEM enables the estimation of latent variables from observed 
variables (Ullman & Bentler, 2003). In order to conduct a PLS-SEM analysis, the analytical 
software SmartPLS was used. Furthermore, SPSS was utilized to calculate and visualize the 
descriptive statistics of the different data samples.  
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4 Data analysis 

Collection of the online survey data took place from Tuesday the 24th of April 2018 at 17:20 
until Friday the 27th of April 2018 at 12:00, within this timeframe we received 143 responses. 
The field data was collected on Wednesday the 25th of April 2018 this resulted in an additional 
100 responses. Leading to a total of 243 participants.   

4.1 Data cleaning 

The data was cleaned before any statistical tests were performed, advancing to stage 3 of our 
research strategy (figure 3.3). This preliminary data cleaning expands the validity and quality 
of our results. When selecting valid data, we handled 4 criteria:  

1. The participant needs to be a resident in an EU member state 
2. The control question must be answered correctly 
3. There should be no missing data  
4. There should be at least some deviation in the  answers (std > 0) 

These requirements resulted in the exclusion of 26 responses, we therefore acquired 217 valid 
responses. The percentage of deleted answers according to the requirements per sample can be 
found in table 3.10. No data was removed regarding criteria 4, since the lowest standard devia-
tion for a respondent was 0.751 which we deem as acceptable.   

Sample Responses Deleted after 
criteria 1 

Deleted after 
criteria 2 

Deleted after 
criteria 3 

Deleted after 
criteria 4 

Valid responses 

Online N=143 8 (5.6%) 8 (5.6%) 0 (0%) 0 (0%) 127 (88.8%) 

LUSEM N=28 0 1 (3.6%) 0 (0%) 0 (0%) 27 (96.4%) 

Train N=72 0 (0%) 1 (1.4%) 8 (11.1%) 0 (0%) 63 (87.5%) 

Total N= 243 8 (3.3%) 10 (4.1%) 8 (3.3%) 0 (0%) 217 (89.3%) 

Table 3.10. Overview data cleaning per sample 

4.2 Descriptive statistics 

Table 4.11 shows an even distribution according to the gender of the respondents. Out of the 
217 valid participants 108 are female (49.8%), 107 are male (49,3%) and 2 respondents pre-
ferred not to mention their gender (0.9%). The table shows the differences in gender for the 
different samples. The sample in LUSEM had almost 3 times more female than male partici-
pants, respectively 19 and 7. Females were also the majority in the train sample (38) over 25 
male participants. However, the online sample consisted out of more male participants (75) 
versus 51 female participants. Resulting in a nearly even gender distribution for the combined 
samples.  
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 Gender Total 

Prefer not to say Female Male 

Location 

LUSEM 

Count (N) 1 19 7 27 

% of Total 0.5% 8.8% 3.2% 1 
 
 

% 

Train 
Count (N) 0 38 25 63 
% of Total 0.0% 17.5% 11.5% 29.0% 

Online 
Count (N) 1 51 75 127 

% of Total 0.5% 23.5% 34.6% 58.5% 

Total 
Count (N) 2 108 107 217 

% of Total 0.9% 49.8% 49.3% 100.0% 

Table 4.11. Location * Gender Crosstabulation 

The majority of the participants had completed a higher education (71%), the other 29% of the 
participants completed at least their high school, no participants had not completed high school, 
see table 4.12. Some differences regarding education can be found for the different samples. 
Both the online and the train sample consisted out of the majority of the participant having a 
completed higher education, while the majority in the LUSEM sample only completed high 
school. A possible explanation for this can be that participants in this sample were attending 
higher education at the moment.  
 

 Education 
Total 

High school Higher education 

Location 

LUSEM 
Count (N) 17 10 27 

% of Total 7.8% 4.6% 12.4% 

Train 
Count (N) 13 50 63 

% of Total 6.0% 23.0% 29.0% 

Online 
Count (N) 33 94 127 

% of Total 15.2% 43.3% 58.5% 

Total 
Count (N) 63 154 217 

% of Total 29.0% 71.0% 100.0% 

Table 4.12. Location * Education Crosstabulation 

Table 4.13 shows the mean age of the participants. The mean age of the total sample was 28.35 
with a standard deviation of 10.27. The mean age for the online and the LUSEM sample were 
quite close with 26.26 and 24.07 respectively, nevertheless the standard deviation for the online 
sample was twice as high compared to the LUSEM sample. The mean age of the total sample 
therefore increased by the higher mean for the train sample (34.40). However, this sample also 
had the highest standard deviation (12.97).   
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Location Mean N Std. Deviation 

LUSEM 24.07 27 4.10 
Train 34.40 63 12.97 

Online 26.26 127 8.24 

Total 28.35 217 10.27 
Table 4.13. Age of participants 

4.3 Validity 

During the pilot study, face validity and content validity were established. Since new data had 
been collected, the construct validity needed to be revised once more. To assess the convergent 
validity, the average variance extracted was used (Joe F Hair et al., 2011). In table 4.14 the 
results can be seen. It is acknowledged that the AVE for PPRA is much lower than in the pilot 
study (AVE = 0.784) and both PPRA and WD are close to the threshold of 0.5. However, the 
constructs do uphold the suggested threshold proving that convergent validity is sufficient (Joe 
F Hair et al., 2011). 

Construct AVE 

PPRA 0.555 

PPRK 0.769 

PC 0.733 

TB 0.728 

WD 0.538 

Table 4.14. Average variance extracted 

To determine if discriminant validity between constructs was established, HTMT was looked 
to. As can be seen in table 4.15, the highest correlation is between trust beliefs and willingness 
to disclose which has a value of 0.695. This led to the conclusion that a satisfactory level of 
discriminatory validity was established, with a threshold of 0.85 as recommended by Henseler 
et al. (2015).  

 
PC PPRA PPRK TB WD 

PC 
     

PPRA 0.090 
    

PPRK 0.076 0.582 
   

TB 0.401 0.072 0.059 
  

WD 0.381 0.103 0.079 0.695 
 

Table 4.15. HTMT ratio of correlations 

4.4 Reliability 

To examine the internal consistency reliability of the measurements used, Cronba
and composite reliability were looked to. All constructs pass a threshold  
of 0.7 (see table 4.16), which indicates that a consistency among the measures exist (MacKenzie 
et al., 2011; Tavakol & Dennick, 2011). It is noted that willingness to disclose is barely passing 
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the threshold (0.704) . However, as mentioned in the pilot study (chap-
ter 3.4) tends to underestimate internal consistency (Hair 
Jr et al., 2016). Looking to composite reliability, which according to Hair Jr et al. (2016) is 
suggested for PLS-SEM, the lowest value found is on willingness to disclose at the value of 
0.820. Thereby, the construct passes the threshold of 0.7 with much more margin compared to 

As the constructs pass both thresholds, we conclude that internal 
consistency is present. 

Construct Cronbach's Alpha Composite reliability 

PC 0.878 0.916 

PPRA 0.920 0.905 

PPRK 0.946 0.952 

TB 0.814 0.889 

WD 0.704 0.820 

Table 4.16. Cronbach's Alpha and Composite reliability 

4.5 Collinearity and Common method bias  

To assure that collinearity between constructs in not too high, which would mean that the con-
structs are measuring the same thing, the inner variance inflation factor (VIF) was examined 
(Hair Jr et al., 2016). The yielded results can be seen in table 4.17, where the highest value is 
1.454. To ensure that no constructs need to be eliminated or merged, as the highest tolerated 
VIF value is 5.00 (Joe F Hair et al., 2011; Hair Jr et al., 2016). Therefore, no action needed to 
be taken.  

 
PC PPRA PPRK TB WD 

PC 
    

1.130 

PPRA 1.454 
 

1.000 1.453 
 

PPRK 1.453 
  

1.453 
 

TB 1.002 
   

1.130 

WD 
     

Table 4.17. Collinearity (VIF) 

The VIF can also be used when determining if any common method bias (CMB) is affecting 
the results from the PLS-SEM analysis. In the context of PLS-SEM, CMB sees to if the results 
are caused by the measurement method rather than the causes and effects (Kock, 2015). To 
assess the CMB, a new column of random data (integer ranging from 1-7) was added to the 
empirical data. This data was used to create a dummy latent variable in SmartPLS, to which all 
latent variables were set to point. This method suggested by Kock and Lynn (2012), also re-
ferred to as a full collinearity test, enables the assessment of CMB through these VIF values. 
The results can be seen in table 4.18  dummy latent varia-
ble. With the highest VIF value being much lower than the suggested threshold of 3.3 (Kock, 
2015; Kock & Lynn, 2012), we concluded that common method bias was not present. 
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DUMMY 

DUMMY 
 

PC 1.039 

PPRA 1.023 

PPRK 1.024 

TB 1.032 

WD 1.062 

Table 4.18. Full collinearity test 

4.6 Model fit 

SmartPLS provides different measurements to examine model fit (SRMR, d_ULS, d_G1, d_G2, 
Chi-Square and NFI). However, caution needs to be taken when interpreting these results, since 
further research is needed when it comes to examining model fit using PLS-SEM (Hair Jr, 
Sarstedt, Ringle, & Gudergan, 2017). We therefore do not fully rely on these results when it 
comes to the model fit. We focus on the SRMR and the NFI values, since the Chi-Square value 
in itself is not sufficient to determine model fit and the exact tests (d_ULS, d_G1 and d_G2) 
are argued to offer little value (Joseph F Hair, Hult, Ringle, Sarstedt, & Thiele, 2017).  

The SRMR value is described by Henseler, Hubona & Ray (2016) as the square root of the sum 
of the squared differences between the model implied and the correlation matrix. The SRMR 
for the estimated model is 0,063, see table 4.19. This value is below the recommended threshold 
of 0,08, indicating appropriate model fit (Hu & Bentler, 1999). The NFI measurement on the 
other hand indicates the normed fit index. Bentler & Bonett (1980) define NFI as 1  the Chi-
Square value of the proposed model divided by the Chi-square values of the null model, result-
ing in a value between 0 and 1. The closer to 1 the better the fit (Bentler & Bonett, 1980). A 
rule of thumb for the NFI threshold regarding acceptable fit is set to  0.9 (Hulland, Chow, & 
Lam, 1996). Indicating that our model does not show an acceptable fit (0.8), see table 4.19. 
However, we are not too worried, since the NFI value has been widely criticized within litera-
ture for not penalizing for model complexity  (Bentler, 1990; Henseler et al., 2016; Hsu, Chen, 
& Hsieh, 2006). More parameters would therefore result in a better NFI, making it a non-relia-
ble measurement for PLS-SEM at the moment. A non-normed fit index (NNFI) partially solves 
the disadvantages of NFI, making it a more suitable measurement (Bentler, 1990). Neverthe-
less, such a measurement is not available within SmartPLS at the moment. 

 
Saturated 

Model 
Estimated 

Model 
SRMR 0.062 0.063 

d_ULS 1.259 1.272 

d_G1 0.844 0.844 

d_G2 0.638 0.638 

Chi-Square 783.198 783.745 

NFI 0.8 0.8 

Table 4.19. Model fit measurements 



Online Privacy Concerns Berntsen and Dibbetz

 

 32  
 

4.7 Power Analysis 

A power analysis was conducted to verify if the model was strong enough to detect significant 
effects. Outcome of the Cohen D Post-hoc statistical power analysis showed that the observed 
statistical power was 0.999 (N=217, .05, effect size = 0.15), which is higher than the 
threshold of 0.8 (Cohen, 1988). Indicating high statistical power, if there are at least medium 
significant effects they will be detected. However, in order to detect smaller effect sizes, more 
statistical power is needed.  
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5 Results 

This chapter will investigate the results of the structural model. It will take into account the path 
coefficients, p values, R2, f 2 and the Q2 values to determine the influence of the paths. The 
formed hypothesis in chapter 2 will be accepted or rejected based on these values. The full 
structural model can be found in figure 5.4. Furthermore, were performed to 
test the model according to different context based on the covariates.  

 

Figure 5.4. Structural model 

5.1 Path coefficients ( ) 

In order to look to the path coefficients of the structural model, the bootstrapping technique 
within SmartPLS was utilized. This resampling technique draws subsamples from the original 
data and estimates models for every subsample (Joe F Hair et al., 2011; Hair Jr et al., 2016). 
The bootstrapping was ran with 5000 samples as suggested by Hair Jr et al. (2016). The results 
of the path coefficients along with the p values and significance can be seen in table 5.20. The 
results indicate that four out of the eight paths are significant.  
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Path  p Values Significance 

PC -> WD -0.130 0.028 ** 
PPRA -> PC 0.026 0.735 NS 
PPRA -> PPRK 0.558 0.000 *** 
PPRA -> TB 0.033 0.774 NS 
PPRK -> PC 0.048 0.534 NS 
PPRK -> TB 0.011 0.913 NS 
TB -> PC -0.342 0.000 *** 
TB -> WD 0.496 0.000 *** 
Note: NS = Not significant 
*p < .10. **p < .05. ***p < .01. 

Table 5.20. Significance Testing Results of the Structural Model Path Coefficients 

5.2 Mediating effects 

Mediation occurs when a construct is affected not only by a direct effect (x z) but also indi-
rectly through a so called mediating construct (x y z, y = mediator). When mediation exists, 
a total effect can be calculated which is calculated as the indirect effect (x y * y z) plus the 
direct effect (x z) (Hair Jr et al., 2016). We found that PC significantly mediates the effect 
between TB and WD (t = 9.198 > 1.96, CI = 95%). Looking further into this mediation, we find 
that the indirect effect is significant (t = 2.009) as well as the direct effect (TB --> WD, t = 
7.806) indicating that the mediation is a partial mediation (Hair Jr et al., 2016). The structural 
model furthermore does not include any other significant mediators at the 95% CI level (t > 
1.96), see table 5.21. 

 
Mediating 

effect 1 
Mediating 

effect 2 
Mediating 

effect 3 
Mediating 

effect 4 
Mediating 

effect 5 
Mediating 

effect 6 
Mediator 
tested 

PPRK TB PC TB PC PC 

Dependent 
Variable 

PC PC WD PC WD WD 

Path (a) PPRA --> 
PPRK 

PPRA --> 
TB 

PPRA --> 
PC 

PPRK --> 
TB 

PPRK --> 
PC 

TB --> PC 

Path (b) PPRK --> 
PC 

TB --> PC PC --> WD TB --> PC PC --> WD PC --> WD 

 (a) 0.559 0.020 0.120 0.031 0.101 -0.340 
 (b) 0.060 -0.344 -0.296 -0.345 -0.298 0.496 

Direct effect 
(c) 

0.053 0.102 -0.055 0.088 -0.050 -0.130 

Indirect ef-
fect (a*b) 

0.034 -0.007 -0.036 -0.011 -0.030 0.044 

Total effect 
(a*b+c) 

0.087 0.095 -0.09 0.077 -0.080 0.540 

t-value 0.692 0.698 0.637 0.709 0.618 9.198 
Table 5.21. Mediating effects 
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5.3 Coefficient of Determination (R2) 

The R2 value is an often used measure to evaluate the structural model, indicating the predictive 
accuracy (Hair Jr et al., 2016). It furthermore represents the amount of variance in the endoge-
nous construct explained by all connected exogenous constructs (Hair Jr et al., 2016). Table 
5.22 shows the R2 values of the endogenous constructs.  

Construct  R2

PC 0.120 

PPRK 0.312 

TB 0.002 

WD 0.306 

Table 5.22. R-Square of secondary constructs 

 PC: 12% of the variation in Privacy Concerns can be explained by the constructs: Trust 
beliefs (TB), Perceived Privacy Regulation Awareness (PPRA) and Perceived Privacy 
Regulation Knowledge (PPRK).  

 PPRK: 31% of the variation in Perceived Privacy Regulation Knowledge can be ex-
plained by the construct Perceived Privacy Regulation Awareness (PPRA).  

 TB: 0.2% of the variation in Trust beliefs can be explained by the constructs: Perceived 
Privacy Regulation Awareness (PPRA) and Perceived Privacy Regulation Knowledge 
(PPRK). 

 WD: 30.6% of the variation in Willingness to Disclose can be explained by the con-
structs: Trust beliefs (TB) and Privacy Concerns (PC).  

5.4 Effect size (f 2) 

To examine the impact that individual exogenous constructs have on a endogenous construct, 
their effect size (f 2) was examined (Hair Jr et al., 2016). Three different thresholds are suggested 
for the examination, 0.02, 0.15, 0.35, which represent small, medium, and large effects respec-
tively (Hair Jr et al., 2016; Selya, Rose, Dierker, Hedeker, & Mermelstein, 2012). The effect 
sizes of this study for each path can be found in table 5.23.  

Path f 2 

PC -> WD 0.022 
PPRA -> PC 0.001 
PPRA -> PPRK 0.453 
PPRA -> TB 0.001 
PPRK -> PC 0.002 
PPRK -> TB 0.000 
TB -> PC 0.133 
TB -> WD 0.313 

Table 5.23. Effect size 
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5.5 Predictive relevance (Q2) 

In addition to the R2 values we examined the Stone- 2 value (Geisser, 1974; Stone, 
1974). This test examines if the model succeeds in predicting each endogenous latent con-

(Joe F Hair et al., 2011). In order to get these values from smartPLS we used 
the blindfolding procedure, the values can be found in table 5.24. Any value above 0 indicates 
that the model has predictive relevance regarding a particular endogenous construct. Table 5.24 
shows that all endogenous constructs except for TB have predictive relevance. 

Construct Q² 

PC 0.078 

PPRA  

PPRK 0.231 

TB -0.006 

WD 0.154 
Table 5.24. Predictive relevance 

5.6 Assessing the hypotheses 

After the examination of the path coefficients, coefficient of determination, effect size, and 
predictive relevance, we were able to assess the hypotheses formulated from the research ques-
tion, see table 5.25. The hypothesis H1 is supported ( , p = 0.000, f 2 = 0.435), perceived 
privacy regulation awareness is displaying to have a large effect on perceived privacy regulation 
awareness. H2 was in our study rejected  = 0.026, p = 0.735, f 2 = 0.001), not providing a 
significant relation between perceived privacy regulation awareness and privacy concerns. H3 
was rejected  = 0.033, p = 0.774, f 2 = 0.001) on the same grounds as H2, proving that per-
ceived privacy regulation awareness in our study does not significantly affect trust beliefs. Hy-
pothesis H4 was also rejected  = 0.011, p = 0.913, f 2 = 0.002), indicating that perceived 
privacy knowledge does not have a significant effect on trust beliefs. H5 was rejected  = 
0.048, p = 0.534, f 2 = 0.002) providing the insight that perceived privacy regulation knowledge 
does in our study not necessarily influence privacy concerns. H6 has been supported  = -
0.342, p = 0.000, f 2 = 0.113) as our results display a significant relationship with a small effect 
that trust beliefs negatively affect privacy concerns. H7 is supported 496, p = 0.000, f 2 

= 0.313), trust beliefs positively affect willingness to disclose. H8 is accepted -0.130, p = 
0.028, f 2 = 0.022) indicating that privacy concerns significantly influence willingness to dis-
close. 
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Hypothesis Supported/ 
Rejected 

 p Value Signifi-
cance 

f 2 

H1 Perceived privacy regulation aware-
ness will positively affect perceived 
privacy regulation knowledge. 

Supported 0.558 0.000 p < 0.01 0.435 

H2 Perceived privacy regulation aware-
ness will negatively affect privacy 
concerns. 

Rejected 0.026 0.735 NS 0.001 

H3 Perceived privacy regulation aware-
ness will positively affect trust be-
liefs. 

Rejected 0.033 0.774 NS 0.001 

H4 Perceived privacy regulation 
knowledge positively affects trust be-
liefs. 

Rejected 0.011 0.913 NS 0.001 

H5 Perceived privacy regulation 
knowledge negatively affects privacy 
concerns. 

Rejected 0.048 0.534 NS 0.002 

H6 Trust beliefs negatively affect pri-
vacy concerns. Supported -0.342 0.000 p < 0.01 0.113 

H7 Trust beliefs positively affect will-
ingness to disclose. Supported 0.496 0.000 p < 0.01 0.313 

H8 Privacy concerns negatively affect 
the willingness to disclose. Supported -0.130 0.028 P < 0.05 0.022 

Note: Hypothesis are rejected based on p value and f 2 value 

Table 5.25. Hypothesis assessment 

5.7 MGA based on covariates 

To get a deeper insight of the proposed model, the results of different groups are analyzed. This 
is according to Hair Jr et al. (2016) an important step to avoid biased path coefficients, as ne-
glecting such analysis could lead to not detecting the heterogeneity between groups. Two 

executed to see the differences based on the demographical variables (Gender, 
Age, Education) and the other covariates (Privacy invasion and Media exposure). Using de-
mographics as a source of heterogenicity is especially mentioned by Hair Jr et al. (2016) as a 
viable observable characteristics. Furthermore, the author mentions that other observable char-
acteristics can be used as well. 

The influence of the different groups within the demographical covariates can be found in table 
5.26. The results were created by forming different groups within SmartPLS. Gender is divided 
by female (N=108) / male (N=107), disregarding the answers prefer not to say, since the group 
was too small (N=2). Age is divided by the median (24). Every age of 24 or under is therefore 
categorized as low age (N=122), whereas everything above 24 is categorized as high age 
(N=95). Education is categorized in high education including all education above high school 
(N=145) and low education including high school and all lower education (N=63). The results 
which can be seen in table 5.26, indicate that for all paths, except PPRA  PC, there is at least 
one group for which the path coefficient is significant (p < 0.1). 



Online Privacy Concerns Berntsen and Dibbetz

 

 38  
 

 
 p Value 

Age Education Gender Age Education Gender 

High Low High Low Female Male High Low High Low Female Male 

PC -> WD -0.134 -0.135 -0.076 -0.325 -0.100 -0.171 0.092 0.147 0.306 0.008 0.245 0.046 

PPRA -> PC -0.154 0.133 -0.051 0.202 0.105 -0.079 0.229 0.214 0.599 0.199 0.388 0.478 

PPRA -> PPRK 0.567 0.552 0.579 0.484 0.467 0.631 0.000 0.000 0.000 0.000 0.000 0.000 

PPRA -> TB 0.304 -0.209 0.215 -0.356 -0.112 0.218 0.034 0.162 0.071 0.072 0.461 0.160 

PPRK -> PC 0.191 -0.039 0.070 -0.021 -0.101 0.206 0.114 0.724 0.458 0.899 0.362 0.058 

PPRK -> TB -0.197 0.207 -0.182 0.387 0.089 -0.120 0.158 0.123 0.084 0.017 0.495 0.392 

TB -> PC -0.307 -0.331 -0.335 -0.350 -0.290 -0.369 0.005 0.000 0.000 0.005 0.000 0.000 

TB -> WD 0.533 0.450 0.491 0.450 0.537 0.461 0.000 0.000 0.000 0.000 0.000 0.000 

Note: All significant values are in bold  

Table 5.26. MGA based on demographics 

Media exposure is not included in the MGA, while the group of low media exposure was too 
small (N=15). Privacy invasion is categorized in low and high. Low privacy invasion includes 
all results <4 (N=122), high privacy invasion therefore includes all results from 4 and higher 
(N=95). The results from the MGA based on these groups can be found in table 5.27. Similar 
to the results of the demographics (table 5.26), all paths but one (PPRK --> PC) indicate a 
significant path coefficient for at least one of the groups. 

  p Value 

Privacy Invasion 

High Low High Low 

PC -> WD -0.087 -0.154 0.380 0.035 

PPRA -> PC 0.316 -0.234 0.005 0.032 

PPRA -> PPRK 0.593 0.547 0.000 0.000 

PPRA -> TB -0.219 0.286 0.208 0.016 

PPRK -> PC -0.067 0.164 0.613 0.110 

PPRK -> TB 0.273 -0.232 0.070 0.048 

TB -> PC -0.282 -0.282 0.003 0.003 

TB -> WD 0.534 0.494 0.000 0.000 

Note: All significant values are in bold 

Table 5.27. MGA based on privacy invasion 

5.8 Construct Means 

Table 5.28 shows the average means and standard deviations for the constructs based on the 
participants responses. In general people seem to be concerned about their privacy (Mean = 5, 
scale = 1-7, where 7 is strongly agree). Although participants have been often exposed to the 
potential use and misuse of computerized information about consumers in the media (Mean = 
5,61, scale = 1-7, where 7 is very often). Participants furthermore do not seem to be very knowl-
edgeable or aware concerning regulations regarding their online privacy, (Mean = 4.08 and 
Mean = 2.84 respectively).      
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Construct Mean Std. Deviation 

WD 4.92 1.66 
TB 4.15 1.28 
PC 5 1.56 
PPRA 4.08 1.91 

PPRK 2.84 1.69 

CV: Privacy in-
vasion 

3.24 1.48 

CV: Media Ex-
posure 

5.61 1.35 

Table 5.28. Construct means 
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6 Discussion 

This study provides two main contributions to the privacy literature. First, two new constructs 
were formed based on the awareness and knowledge of privacy regulations, more specifically 
GDPR. Although previous literature looked into the effect of regulations on privacy concerns 
and trust beliefs (Lwin et al., 2007; Miltgen & Smith, 2015), there is a sharp distinction between 
those studies and this study, which takes into account a detailed measurement of the future 
privacy regulation framework in place for all EU member states. A clear distinction is further-
more made between awareness and knowledge in a similar fashion as Dommeyer & Gross 
(2003). Second, the influence of these new constructs is tested on prior constructs from the 
APCO Macro model and empirical justification is found for relationships that have been previ-
ously confirmed within this model.  

6.1 PPRK & PPRA 

As hypothesized in H1, one must be aware of privacy regulations in order to have knowledge 
regarding it, the results indicated the correctness of the statement (table 5.25). Unsurprisingly 
this path has a large effect size and path coefficient. Between the different groups based on the 
covariates, the path coefficient does not differentiate much (lowest 0.467, highest 0.631) indi-
cating that perceived privacy regulation awareness affects perceived privacy regulation 
knowledge in all groups examined in the MGA. 

Looking to the means (table 5.28), we find that PPRA has a value of 4.08 (scale 1-7) indicating 
that the respondents, in average, perceived to be slightly aware of GDPR. For PPRK, the mean 
value was 2.84 providing the insight that the respondents have tendencies towards not having 
much knowledge regarding GDPR. It should be noted that both PPRA and PPRK are measuring 
subjective knowledge and thus could be over- or underestimated by the respondent. We believe 
it to be plausible to argue that the level of both perceived awareness and knowledge regarding 
GDPR may increase over time. This due to the fact that the regulation was not enforced at the 
time of the data collection (European Parliament, 2016).  

Wirtz et al. (2007) found that perceived regulations negatively affects privacy concerns. How-
ever, we did not find a significant relation between PPRA and PC, resulting in the rejection of 
H2. Possible explanations for the different results in this study can be found in the way Wirtz 
et al. (2007) formed their construct. Although the authors argued to measure perceived regula-
tory protection of the legal and regulatory framework in place, they did so at a very low level 
of granularity including items where they used the wording existing laws in the country . Con-
tradictory this study includes a much higher level of granularity focusing on detailed items 
capturing the future regulatory framework in place for all EU member states (GDPR). This 
brings us to another possible explanation for the non-significant results of this relationship, 
since we measured the perceived awareness and knowledge of a regulation that was not in place 
during the data collection in contrast to Wirtz et al. (2007).  

Nevertheless, we did find a significant effect when dividing the sample into two groups based 
on their privacy invasion (low vs high). This separation resulted in contradictory results. For 
people with a low level of privacy invasion, PPRA negatively affected PC (  -0.234). For this 
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group, more awareness of privacy regulation resulted in less privacy concerns. While for indi-
viduals with a high level of privacy invasion, PPRA positively affected PC (  0.316). How-
ever, one could argue that people whose privacy has previously been invaded have higher con-
cerns regarding their privacy. This finding is in line with Smith et al. (1996), who found a 
significant positive effect between the level of previous privacy invasion and privacy concerns 
(  0.16), although measured on the construct instead of the path in our case. 

Unexpectedly, perceived privacy regulation awareness did not significantly affect the trust be-
liefs which was stated in hypothesis 3 to be a positive correlation. With our delimitation, this 
means that awareness of GDPR does not significantly influence the amount of trust individuals 
have towards E-commerce websites. It was argued that trust would increase when awareness 
was high as it had been found in a previous study (Miltgen & Smith, 2015), where the awareness 
was focusing on governmental protection of personal data from a holistic perspective.  

However, examining the multi group analysis provides interesting insights that the level of ed-
ucation an individual has significantly affects the relationship between perceived privacy regu-
lation awareness and trust beliefs. Individuals who have completed high school as their highest 
completed education were affected by their perceived privacy regulation awareness in a way 
that increased their trust beliefs in E-commerce organizations. On the contrary, individuals 
whom had completed higher education were affected oppositely. For these individuals, per-
ceived privacy regulation awareness created less trust towards E-commerce organizations. 
Looking to the sample used in the conducted study of Miltgen and Smith (2015) the education 
is spread between secondary school or less and several higher educations. As the authors do not 
conduct a multi group analysis, we cannot assess if our findings within the groups are similar 
to theirs. However, education has in the study of Malhotra et al. (2004) proven to be an signif-
icant factor affecting trust beliefs in online companies. The study indicated that higher levels 
of education lead to a decrease of trust in online companies. These results are closely related to 
ours, however our results are measured on the path between perceived privacy regulation aware-
ness and trust beliefs rather than the construct of trust.  

Nevertheless, it is important to note that Miltgen and Smith (2015) do not focus on any specific 
laws when looking to the perceived regulatory protection but seeks the respondents subjective 
opinion regarding UK specifically and public authorities. As this study on the other hand looks 
to GDPR regulations, this may be one explanation as to why the results differ.  

The relationship between PPRK and PC was not significant, rejecting H5. This result is in con-
trast with Dommeyer & Gross (2003) stating that knowledge in regard to privacy practices can 
create higher levels of perceived control and therefore reducing privacy concerns. GDPR is 
introduced by the EU parliament to increase the privacy levels of its citizens (Goddard, 2017; 
Tankard, 2016). We are therefore surprised that H5 does not hold, since greater knowledge of 
these regulations should increase the perceived level of privacy protection, lowering their con-
cerns (Miltgen & Smith, 2015). We foresee two possible explanations: the first one could be 
that GDPR only captures the legal framework of protection, disregarding individuals/collec-
tives not complying to the law (e.g. identity theft or phishing). A second possible explanation 
could be that people do not trust the government in pursuing the regulation, creating distrust.  

Although the relationship between PPRK and PC did not hold for the entire sample, A signifi-
cant path was found in the MGA based on gender. This path indicates a significant relationship 
between PPRK and PC for male participants (  = 0.206). In other words, if males have more 
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knowledge on privacy regulations, they are more concerned. This result is although only fo-
cused on males, in contrast with the findings of Miltgen & Smith (2015). Prior literature looked 
into gender as a control variable to privacy control without finding any significant effects 
(Malhotra et al., 2004).  

Another unexpected finding, was that H4 was rejected. As with H3, the possible correlation 
was drawn from prior literature written by Miltgen and Smith (2015). This study was unable to 
provide significant evidence that PPRK significantly effects trust beliefs. Besides similar ef-
fects as earlier mentioned for not rejecting H3, we believe to another explanation to be plausi-
ble, the possible influence of perceived quality (Lwin et al., 2007). Since this study does not 
take into consideration the perceived quality of the regulation, which could influence an indi-

fs. 

The MGA revealed multiple interesting significant paths for different groups regarding the re-
lation between PPRK and TB. Both groups in previous privacy invasion (low/high) and educa-
tion (low/high) showed significant relations for the path PPRK to TB. When we split the groups 
based on education two contradicting significant relations arise. First regarding people who 
completed higher education, having more knowledge on GDPR tends to lower their trust beliefs 
( -0.182). While on the other hand people without a post-high school education tend to have 

.387). Malhotra (2004) 
found that a higher level of education negatively influences trust beliefs. Nonetheless, we can-
not claim to have found the same result, since we measure on the path rather than the construct 
itself. 

Furthermore, we found a difference in a separation of groups based on previous privacy inva-
sion. Individuals with a high level of previous privacy invasion, who have high knowledge on 
GDPR, have higher trust beliefs ( .273). A low level of privacy invasion, but a high level 
of GDPR results in lower trust beliefs (   0.232). Previous literature found that previous pri-
vacy invasion increases privacy concerns and hence lowers trust beliefs (Bansal, Zahedi, & 
Gefen, 2016). In accordance with our results, we found that a high level of knowledge on GDPR 
changed this relation and that knowledge on GDPR increases trust for people whose privacy 
has previously been invaded.  

6.2 Trust beliefs 

The hypothesis H6, that trust beliefs negatively affect privacy concerns, was supported. This 
finding was in line with prior literature (Belanger et al., 2002; Smith et al., 2011). For the results 
of the multi group analysis, all groups were found to have a significant path coefficient. The 
findings proved that a similar relation for all groups existed, trust beliefs negatively affect pri-
vacy concerns. These results are alike what can be found in the article of Miltgen and Smith 
(2015). Howbeit, the path coefficient in their study is lower than the ones found in our study. 
In our structural model, the path coefficient is -0.342 whereas Miltgen and Smith (2015) dis-
cover a path coefficient of -0.10. The stronger relationship in our study can be explained by the 
fact that their study looks into trust into governmental authorities and companies (online per-
sonal data context), contra our study solely looks to E-commerce websites. It could thus be 
argued that trust is more important in the context of privacy concerns within E-commerce com-
pared to the internet in general. Albeit, such argument should treated cautiously as there is an 
apparent difference in the sample in this study versus the sample in the study of Miltgen and 
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Smith (2015). Furthermore, the multi group analysis shows that trust beliefs negatively affect 
privacy concerns regardless of the individuals past perception of privacy invasion. Indicating 
that all groups show a similar effect regarding the relation between trust beliefs and privacy 
concerns. 

In addition previous literature found a positive relation between trust beliefs and willingness to 
disclose information online (Bansal & Gefen, 2015; Dinev & Hart, 2006). Our findings support 
this relationship, accepting H7. The effect size (f 2 = 0.313) of this relationship was considered 
medium (Hair Jr et al., 2016). Trust is therefore an important factor within E-commerce to 
encourage transactions by diminishing privacy concerns. 

From the multi group analysis it becomes apparent that trust beliefs are important for individu-

results align well with past literature (Malhotra et al., 2004), especially with Dinev and Hart 
(2006) who in their study also discover that trust is a highly important construct for individuals 
willingness to disclose personal information to conduct transactions online.  

6.3 Privacy Concerns 

The final hypothesis H8, which states that privacy concerns negatively affect the willingness to 
disclose, is accepted. This finding aligns with prior research (Dinev & Hart, 2006; Ozdemir et 
al., 2017). The effect size of this relation ( f 2 = 0.022) is close to the lowest threshold of 0.02 
indicating a low effect size according to Selya et al. (2012). Hence, caution needs to be taken 
with the acceptance of this hypothesis since our sample has problems with the detection of small 
effect sizes (f 2 = 0.02)  due to its sample size (N=217) and corresponding power (Power = 0.38), 
increasing the possibilities of a type two error (Cohen, 1988). 

Smith et al. (2011) mentions in the APCO Macro model that this relation may be affected by 
the privacy paradox, pointing out that an individual may not act according to their concerns. 
We therefore contemplate that this relation may not hold up during an actual E-commerce pur-
chase. Within the different groups of demographics and privacy invasion, all paths are negative 
however not all are significant. Thus, the groups cannot be fully interpreted but there is a seem-
ingly correlation that privacy concerns negatively affect the willingness to disclose as can also 
be seen in the structural model. 

6.4 Implications 

6.4.1 Theoretical implications 

Prior literature has to our knowledge not taken awareness and knowledge of governmental pri-
vacy regulations into account when looking to trust beliefs or privacy concerns. The focus has 
in the past been on perceived privacy regulatory protection, organizations self-regulation/poli-
cies, and how they affect privacy concerns (Miltgen & Smith, 2015; Smith et al., 2011). How-
ever, as the general data protection regulation is becoming enforced, governmental privacy reg-
ulations are now efficiently affecting all organizations and residents within the European union. 
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Organizational self-regulation/policies will plausibly not become obsolete in the context of pri-
vacy concerns or trust. However, governmental regulations will lay a baseline of protection of 
the data subjects (European Parliament, 2016), forcing organizations to comply with this new 
regulation. As previously confirmed by Miltgen and Smith (2015), perceived privacy regulatory 
protection does have an significant effect on both trust and privacy concerns. However, the 
study does not consider both the perceived awareness and knowledge of such regulations. 
Therefore, we proposed and tested two new constructs (perceived privacy regulation awareness 
and perceived privacy regulation knowledge) as an extension to the APCO Macro model. The 
results implied that such a relation was persistent within groups of the sample, strengthening a 
relatively un-explored domain for future research. Consequently, perceived privacy regulation 
awareness and knowledge should be acknowledged and re-validated in further research. Finally, 
already existing relations from prior literature focusing on the APCO Macro model were con-
firmed.  

6.4.2 Practical implications 

The conducted study provided insight into how individuals perceived awareness and knowledge 
regarding the general data protection regulation currently effects their privacy concerns. As 
both trust and privacy c
to conduct transactions online, it is of high interest of E-commerce organizations to uphold high 
levels of trust and low levels of privacy concern. The findings of this study indicate that, if such 
organizations know their customer base well enough, they could use this to motivate disclosure 
of personal data to transact. In example, if a customer base is of high education it is preferred 
to spread awareness of the fact that the E-commerce organization follows the general data pro-
tection regulation which according to our findings would increase their trust beliefs. However, 
the organization should refrain from providing actual knowledge regarding the general data 
protection regulation as this may decrease trust beliefs. Although the results seem interesting, 
caution should be taken due to the constructs still being in a development stage and further 
validation is needed.  

6.5 Limitations  

Although this study managed to gather both a large field sample as well as an online sample, 
caution regarding generalization needs to be taken. Four areas of the study are hence considered 
as limitations.  

First, the age of the sample is relatively young (median = 24) and skewed to the right (skewness 
= 2.068). One should in addition note that 71% of the respondents completed higher education, 
indicating a non-representative sample of all EU citizens. The data is furthermore mostly col-
lected in Sweden, except for the online data collection where people from all over the EU could 
be reached due to the use of social media websites. However, no exceptions were made in the 
sample regarding the origins of the respondents, besides the requirement that they should be an 
EU citizen. Hence, we cannot exclude the possible influence of cultural differences.  

Second, the constructs PPRK and PPRA are developed for this study, due to the absence in 
prior literature. Consequently, we were had to develop the items for these constructs ourselves. 
The items are created with care and by using the official GDPR regulation as provided by the 
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EU parliament. Furthermore, we used evaluation panels and a pilot test to increase the validity 
of these items. Nevertheless, we recommend using the constructed items as a starting set for 
validation, indicating the need for further research upon them.  

Third, the power of the study is insufficient in detecting small effect sizes (Cohen, 1988). A 
larger sample increases the detection of smaller effect sizes and would therefore be preferred in 
future research. In that way the possibility of a type two error could be reduced to a minimum.  

Last, the empirical data is collected before the GDPR was enforced (25th of May). We therefore 
foresee the possibility that people will obtain more awareness and knowledge regarding this 
regulation, when time passes. This could change the relations between the different constructs.  



Online Privacy Concerns Berntsen and Dibbetz

 

 46  
 

7 Conclusion 

With organizations continuously increasing the collection and use of customer data, customers 
concern in regard to their privacy grows. Hence, governments have become more active in 
protecting the online privacy of its citizens. A recent example is the enforcement of GDPR at 
the macro level, affecting all EU member states. In this study we propose and tested a model 
that incorporates  awareness and knowledge regarding privacy regulation (of 
GDPR) and its effects on trust beliefs and privacy concerns, resulting in the willingness to dis-
close. This study therefore follows the APCO macro structure, Antecedents  Privacy Con-
cerns  Outcomes. This research should be seen as a first step towards exploring the effects of 
regulatory knowledge and awareness towards already established constructs within the APCO 
macro model. To address the above, this study sought to answer the following research ques-
tion:  

What are the associations between governmental privacy regulation
privacy concerns and trust in disclosing personal data?  

From the results of the study, the research question could be answered. Governmental privacy 
regulations are partially associated with  privacy concerns and trust regarding the 
disclosure of data. From the structural equation modelling it was found that, for the sample as 
a whole, governmental regulations do not have a significant effect on privacy concerns nor 
trust. However, from the multi group analysis it became evident that several significant associ-
ations exist. The associations were apparent when grouping the sample in; age, education, gen-
der and previous privacy invasion. The results further implicated that depending on the individ-
ual demographical background as well as past privacy invasion, differences can be found in 
how perceived privacy regulation awareness and knowledge affect privacy concerns and trust 
beliefs (table 5.25 & 5.26). The perceived privacy regulation awareness and knowledge are both 
having the effect of lowering privacy concerns and/or strengthening trust beliefs within partic-
ular groups (e.g. high education, high age, and high privacy invasion), but also increasing pri-
vacy concerns and/or lowering trust within other groups (e.g. low education, male, and low 
privacy invasion). Furthermore, empirical justification is found for the already established re-
lations: trust beliefs  privacy concerns, trust beliefs  willingness to disclose and privacy 
concerns  willingness to disclose. Lastly, we confirm the role of privacy concerns as a medi-
ator between trust beliefs and willingness to disclose. 

7.1 Future research 

Some limitations of this study can be seen as an opportunity for future research. This section 
presents these opportunities and further extends them with ancillary research opportunities. An 
obvious extension to increase the generalizability of this study would be to secure a cross-bor-
der sample of multiple EU member states. In this way one could control for possible cultural 
differences in the understanding and relations between the measured constructs.   

Second, an interesting addition to the proposed research model would be to introduce perceived 
privacy regulatory protection as a mediator between PPRK, PPRA and PC, as well as trust.  
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A similar mediating role regarding perceived privacy regulatory protection has been confirmed 
in prior literature, without considering the separation between awareness and knowledge.  

Third, the limitation section acknowledged that the perceived awareness and knowledge of the 
GDPR could change after enforcement. Hence, it would be interesting and useful to perform a 
post-study whereby the same model is tested after the enforcement of the GDPR. Enforcement 
likewise reveals further research opportunities for directives that can play an important role 
when they are established by the EU parliament, to extend the regulatory framework with spe-
cific directives (e.g. E-privacy). 

Fourth, this study delimits itself to subjective knowledge and awareness. Nevertheless, it would 
be interesting to further examine the objective awareness and knowledge of individuals and 
their influence on trust beliefs and privacy concerns. Finally, it would be interesting to see if 
differences can be found in the level of subjective awareness and knowledge versus objective 
awareness and knowledge.   
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Appendix 1  Online Questionnaire 
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Appendix 2  Interview script 

Topic 1: Active Privacy Laws 

Q1: What are the most important information privacy laws active in Sweden? 
Q2: What are the most important characteristics of these laws? 

Topic 2: Perceived Privacy Regulation Awareness (PPRA) 

To measure the perceived awareness regarding privacy regulations, we are considering using 
items from prior literature for measuring subjective awareness, such as: 
 

 I am aware of Privacy Regulation X   
 I am aware of the benefits that Privacy Regulation X can provide to me 
 I have come across Privacy Regulation X in a media channel 

Topic 3: Perceived Privacy Regulation Knowledge (PPRK) 

To measure the perceived knowledge regarding privacy regulations, we are considering using 
items from prior literature for measuring subjective knowledge, such as: 

 I know pretty much about Privacy Regulation X 
 I do not feel very knowledgeable about Privacy Regulation X. 
 Among  Privacy Regulation X 
 Compared to most other people, I know less about Privacy Regulation X 
 When it comes to Privacy Regulation X  know a lot. 

 
Q3: Do you see any flaws when using the items for constructing PPRA & PPRK? 
Q4: Do you feel like anything is missing when measuring the perceived knowledge and       
awareness of particular laws? 
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Appendix 3  Interview 1 

Time and date  10:00, 4th of April 2018 
Location  Lund, Sweden 
Duration  35 minutes 
Interview format  Face to face 
Interviewee  Privacy expert  
Transcription date  8th of April 2018 

I = interviewer, R = respondent 

 

Row (R) Speaker Text 

1 I The first question that we have is about the active privacy laws in 
Sweden, but not only laws which are active now but also which are 
becoming active as this is our timeframe for the thesis. So, our first 
question is, what are the most important information privacy laws ac-
tive in Sweden? 

2 R Well  in 
Swedish, and that is an implementation of the data protection di-
rective from 1995 which is a EU directive. But of course, that has 
been repealed, and on the 25th of May the GDPR will become appli-
cable. It is already in force, but it becomes applicable in the member 
states on the 25th of May. And, the current Swedish legislation will 
be repealed on the same day, it has not happened yet, but it will be by 

 

3 I Not s  

4 R 
Eu regulation is a directive. And a directive needs to be implemented 

other civil laws in other member states. However, the new regulation 
the GDPR, general data protection 
plemented. So, it is directly applicable in all member states immedi-
ately. However, there is some special things about the GDPR, be-
cause it requires sort of supplementary national legislation and also, 
member states can make exceptions, national exceptions. They can-
not make any exceptions they want, but they can make some kinds of 
exceptions. So, for example you have some sort of room to decide 
the age when a child can consent to processing of personal data for 
instance, and then you can also make other kinds of exceptions. And 
you also need to fill in the details on the national level. Especially for 
the public-sector bodies, because that is just very sketchily regulated 
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in the GDPR, and the GDPR sort of assumes that you will have com-
plementary or supplementary legislation. So, on the 25th of May, 
hopefully, we will get a new data protection act in Sweden. And that 

s just going to be supple-
mentary legislation. So, the GDPR becomes applicable and then we 
have some national provisions that are specific for Sweden. So, what 
you want to look at is of course the GDPR and you will also want to 
look at the new complementary Swedish legislation, if you are look-
ing at only Sweden if you are looking at other member states you 
need to look at their national complementary or supplementary legis-

But then of course, if we talk privacy and not just data protection, be-
cause there is a slight difference between privacy and the right of pri-
vacy and the right to data protection, so... Data protection is only 
about personal data, nothing else. Whereas privacy is a broader con-
cept so it covers other things as well, so that is your right to privacy, 
it covers some other things than, in addition to personal data. So, the 
right to privacy is also a fundamental right, so you have human rights 
and fundamental rights. Both in the Swedish constitution for in-
stance. There is right to privacy, and you have that also in the EU pri-
mary legislation, so there are those kinds of rules to look into as well. 
So, it depends on how broadly you define privacy. 

4 I Yea, we are looking into privacy in the online context. So, I think 
 

5 R Yea, I think that would be the most relevant rule. So, the GDPR and 
the new Swedish supplementary legislation .  

6 I But the supplementary legislation is part of the GDPR?  

7 R No, it is completely national. So, you have the GDPR, and you can 
find that on the EURLex. And the Swedish supplementary legislation 
is not in force. It has not been adopted even by the parliament. But 
there are some preparatory works. I mean there are, so we know 
fairly well what it would look like. And I can give you the, some 
kind of reference to that if you want to read it. And unfortunately it is 
in Swedish, but if you can somehow manage that so. But there are 
some important compleme
cally what you want to measure. Then of course there are also a lot of 

there are specific regulations for scientific research for instance. And 
since everything is in movement not in this area, we have old legisla-
tion about that and we will have new legislation. So there will be a 

there will be one for hospitals and almost every other area. So there 
are basically hundreds of special data protection acts and those are 
mostly national laws supplementing, in the future they will, or rather 
on the 25th they will supplement GDPR but are currently supple-
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a rather complex are depending on, there are a lot of sectors specific 
rules. However, EU level, there are also some special legislation and 
the most important if you are looking at the digital context is called 
the e-privacy directive. And that is also going to be replaced of 
course. So we will have new e-privacy regulation. And that has not 
been adopted yet by the EU legislator. But you have some old legis-
lation and you also have preparatory works, proposals for the new 
law and, well it is a little bit of a mess right now actually. So I guess 
people are a little bit excused if they feel like they do not have a grip 
on this now. Because it is basically on flux right now. So, it is rather 

cus on the GDPR and perhaps 

lation, unless you want to look specifically at some specific sector. 

8 I -commerce, because most pri-
vacy literature is focusing on e-commerce. 

9 R There is of course an e-commerce directory also on the EU level. 

have some internet service provider for instance, the liability for in-
ternet service providers when it comes to data protection, not their 
own processing but for instance ISP could of course just transport 
bits of data of course in, and their liability for that kind of action is 
actually in the e-commerce directory. It is a little bit complex but 
there is a reference of course from the GDPR to the e-commerce di-
rective saying that GDPR will not affect those rules. 

10 I Oh okay, so the e-commerce directive is not part of GDPR? 

11 R No, so it is a little bit of a complex landscape basically. So, as I said, 
you will have to excuse people for not having a grip on all of it. I 

think a lot of people are not aware of the regulation on the EU level. 
Because previously it has been in the form of directives and direc-
tives are implemented into national law, so you know about national 
law but not necessarily that they are implementations of EU direc-
tives. And now EU is moving a little bit away from directives and are 
instead doing these kinds of regulations that are directly applicable. 
And of course, it has to do with the fact that there are so many mem-
ber states today, so 28. And of course, one of them are going to leave 
soon, or someday at least. But again, it is becoming a little bit too 
complex to monitor all of this compliance with the EU legislation so 

EU regulations that are directly applicable. So, both the GDPR and 
the new e- And the 
plan is actually that the new e-privacy regulation should also enter 

that is the plan. you looking specifically at privacy 
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or are you also looking at like information security or network secu-
rity issues? 

12 I 
text with a focus on e-
the security level I would say.  

13 R Ok, so you might want to be aware of that there is also another di-
rective called the NIS directive, which is about network information 
security. So, I mean it has to do with privacy but it is more infor-
mation security and network security, and of course that is related to 

they are not really the same thing, but there are some overlap be-

fairly unknown actually, that people are aware of the GDPR but not 
aware that in May a lot of new, other kinds of new regulations affect-
ing this area is entering into force, becoming applicable. So, but 
GDPR is rather well known, of course. 

14 I So, I think the second question might be a bit too specific then, but 
what I maybe can ask instead is. If you know the context of which 
we are looking into, what kind of laws do you think we should focus 
on? Is that GDPR and e-privacy law? 

15 R Yea, I think you should focus on those two. Because I mean they are 
soon becoming applicable, and they are going to be the most im-
portant. I mean, you have to know at least that. Depending on what 
sector you are in, I mean if you are working at a hospital for instance 
you clearly have to know the sector specific privacy regulation for, 
about the health industry as well. Because of course that kind of per-
sonal data they are processing is of course extra sensitive. So, there 
are even stricter rules for that. 

16 I Are there also specific rules for e-commerce or is it only directives? 

17 R No, I would say that there are no specific rules specifically for e-
commerce, so it is basically the GDPR there are no sector specific. 
But, it is good to know that the intention of the legislator is to have 
not only law but also some amount of self-regulation, and actually 
that is what is missing at the moment. So, they want approved codes 
of conduct, that are approved by the supervisory authority. So they 
are not law but they are not completely self-regulation either, they 
are somewhere in between, because they have been approved by the 
supervisory authority. So, by this approval they sort of do not im-
munize you from liability but it is the burden of proof becomes much 
easier if you follow a code of conduct that has been approved, and 
also they want certification mechanisms. So, this kind of self-regula-
tion with codes of conduct and certification and privacy seals and 
things like that. They are talking about European wide privacy seal 
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for instance, or data protection seal. But that is not in place at the mo-
ment so that is one of the biggest problems because the GDPR is 
very abstract actually. So, it is really hard to implement in reality, to 

pposed to 
do? How is this dialog box, supposed to look like? What kind of in-

into the codes of conduct and specifies the rules in a sector. So, of 
course there will be a code of conduct and a specific certification for 
e-commerce. But, not at the moment. So, that is one of the biggest 
problems with implementing GDPR really. I mean the rules are 

th which is really soon and 
the problem is that the rules are not yet there. So it is going to leave 
basically no time at all to implement it. 

18 I So the rules need to be a bit more sector specific? They are too broad 
now? 

19 R Yea. There are going to be a lot more sector specific rules and espe-
cially a lot of them are going to be in the form of self-regulation, like 
codes of conduct but the approved versions of it. There are currently 
some codes of conduct and self-regulations within this area but they 
are not formally approved so they are just, well, recommendations, 
more guidelines. But the approved codes and certifications are going 
to be more than just recommendations or guidelines, they are going 
to have some kind of legal value. Especially in the form of easing the 
burden of proof. It is good to know that the biggest difference be-
tween the current regulation and the new regulation is a shift in the 
burden of proof. Basically, old regulation says that the supervisory 
authority needs to prove that you are processing data indirectly, that 
you are not complying with the current regulations. New regulation 
is completely different, it has shifted the burden of proof to the or-
ganization that are processing the data so it is basically saying that if 
you cannot prove that you are complying, you are in breach, and then 
you are fined. So, you need to document a lot more basically. And 
that is where codes of conduct and certifications come in. Cause, if 
you follow an approved code of conduct, if you have an approved 
certification, well that can be used not as a complete evidence of 
compliance but it can be used as a really good sort of proof for com-
pliance. It is much harder for the supervisory authority to say that 
you are not in compliance with a code that we have approved, or if 
you have passed a certification with an accredited certification sort of 
a supervisory body, if you have passed all of that already it is much 
harder for the supervisory authority to say that you are in breach. So 

regulations in the EU will work pretty much as how information se-
curity works. Because that of course is using standards and certifica-
tion and codes of conduct and things like that. So it is going to be 
more self- now 
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of the GDPR, a lot of people are completely unaware of the fact that 
it is going to be a law of self-regulation. 

20 I Okay, and then we have some questions about how we are going to 
measure our constructs. Because we want to look into the awareness 
and knowledge of those regulation, so first we have some questions 
about the awareness. To measure the perceived awareness regarding 
privacy regulations we are considering using items from prior litera-
ture, to improve construct validity and for measuring subjective 
awareness and we have some items in place and we are wondering 
what you think of those items in measuring perceived regulation 
awareness, so the first one is: Are you aware of privacy regulation X. 

21 R uring for example 
GDPR? 

22 I Yes correct, those are going to be the specific laws. The second one I 
am aware of the benefits that privacy regulation X can provide to me. 
And the third one I have come across privacy regulation X in a media 
channel. 

23 R Well so, empirical studies are not my expertise. I know the basics but 

searchers who have that expertise. Just so you are aware of that. But I 
think those seem to be sound, I guess that would be a good way to 
measure basic awareness. It is definitely going to be one of those 
questions that the supervisory authority asks, I mean if the personnel 

for GDPR of course. So I usually say that I mean everyone always 
handles processing data and that is basically everybody in an organi-
zation, very view are not processing any personal data at all. I mean 
there is a minimum I think will need like some kind of minimum 
training about this. Like a 20 minute video or something, just may be 
creating awareness. 
name the regulation at least to say that oh yes I have heard about that. 
So if they say I have no clue what that is, of course that is a breach. 

24 I And we are also interested in the last question in a media channel. 
But maybe we want to divide that because we are also interested in 
maybe people saw it for example on a governmental advertisement or 
a commercial or something or maybe a commercial company. So 
maybe we can divide that? 

25 R 
that is one of the problems. A lot of small and medium size espe-
cially the small companies they are completely unaware of this and 
of course this applies as much to them. I mean there are some excep-
tions for small and medium size companies but very few actually. So 
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tually. Not at all. 

26 I No me neither. 

27 R I mean they are on the authority supervisory webpage but there is 

about this for official channels. It has been actually just the tradi-
tional media. Of course there have been a lot of them. Especially in 
the IT press of course. There is a new article every day it feels like, 

lems. There is so much misconceptions or incorrect information. 
Even in media. But I think that is a good question. 

28 I Okay and then we also want to measure the perceived regulation 
knowledge. To measure the perceived knowledge regarding privacy 
regulations we are considering using items from prior literature for 
measuring subjective knowledge such as:  

I know pretty much about privacy regulation X. 
I know how to judge the quality of privacy regulation X.  
I think I know enough about privacy regulation X to feel pretty confi-
dent when I share my personal information.  
I do not feel very knowledgeable about privacy regulation X.  
Among my circle of friends I am one of the experts on privacy regu-
lation X. 
Compared to most other people I know less about privacy regulation 
X.  
I have heard of most of the new privacy regulations that are around. 

When it comes to privac  

29 R So as you said these are subjective. So ehm and you are not going to 
measure knowledge in a more objective way? Like asking questions 
about the subject matter of the law or anything like that? 

30 I Well we have been thinking about that, first we wanted to put in 
some parts of the law and then basically ask them true or false ques-
tions. But what we want to do now is measure those on a Likert scale 
because that will be easier to verify the model. o 
measure subjective knowledge, because it is harder to measure objec-
tive knowledge in such a way. 

31 R So okay the only thing that I was thinking about was that it might be 
possible to sort of control whether there perceived knowledge is ac-
curate, but on the other hand it might have to be a lot of questions 
than. To make that and you might have to ask at least 20 questions or 
something like that about GDPR. 
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32 I Yes but what we hope to see is that there is a difference in how 
aware people are and their knowledge. So maybe for example we fig-

know so much about it so that could be interesting. 

33 R Yes I mean this is really in the beginning and there is a lot of change 
going on so I guess it is interesting just to measure awareness actu-
ally. I mean even that question is interesting at the moment. Because 

is. Of course the large organizations, they know about this but I also 

fairly large organizations. Like public sector bodies that were more 

any large organization that are currently unaware of this and that are 
not working of it of course. Everyone is working on this so every 
other one special in IT said no we have dropped everything, we are 
just working on GDPR compliance. So especially in the media indus-
try of course. 

34 I But also we are more interested in the individual rather than the or-
ganizational level. So we basically want to ask everyone, like end-us-
ers. 

35 R Yes I also got the impression from the questions that was my next 
question if you were focusing on end-users like people using e-com-
merce shops etc. 

36 I Yes 

37 R Well rather than as employees perhaps. Although it is good to know 
that employees as in your role as employee you are also protected of 
course for your employer in using your personal data. So it perhaps 
not necessary to answer that but we are not only protected in our pri-
vate lives but also in our work life. So that is probably something if 
you ask about that you will probably see that people think that they 
are not protected in their work life. So okay as a professional am I re-
ally protected? Yes, it is not just employees I mean if you are self-
employed you are still protected. So it is all physical and its regard-
less of the context. So its only the organization as such that is not 
protected. 

38 I I think we already discussed this question about the items and if they 
are suitable. But do you see any flaws in using these items?  

39 R (Looks at paper with items) Not for the purpose that you want to use 
them for. As I said before I mean it could be interesting to also meas-
ure objective knowledge and not their perceived knowledge. But that 
is probably outside your scope and I mean to do that accurately I 
guess you need to have a 20 to 50 multiple choice questions and it 
seems really out of scope. But otherwise I think that it seems to be 
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sound and focus on some of the more general legislations I mean that 
is realistic to ask about. If you are not making a sector specific study 

to know about them of course. Unless you are a researcher or em-
ployed by an university I mean you are not going to know about sec-
tor specific regulation for scientific research.  

40 I Yes we are interested in the e-commerce sector but as you said be-
ere are sector specific regulations within that 

sector at the moment. 

41 R At the moment there are no sector specific regulations in that sector 
but as I said before there will be sector specific codes of conduct and 
sector specific certification mechanisms. And there are already certi-
fications like that but for information security. So there is an organi-
zation called svensk handel that has certification that is used by the 
larger Swedish e-commerce sites they have a seal so that you can feel 
saver. But I think its I can t remember but I think its trygg ehandel or 
something like that to feel safe or e-commerce. But it is rather popu-
lar but also rather expensive so that is why the smaller e-commerce 

ecurity. But 
I also know that it is because it costs a little bit. But there is going to 
be a similar mechanism so that is going to be for e-commerce. So 
when you have this e-commerce site you will have this sign that they 
have good information security to build confidence with the con-
sumer, but there is also going to be some other kind of seal saying 
that this e-commerce site processes your personal data in compliance 
with GDPR. But that is for the future and unfortunately there is noth-
ing like that at the moment. And also you can apply for such an ap-
proval for the 25th of may. So there are obvious reasons why there 
are no approved codes of conduct, but hopefully we will get some of 
those during this year. I know that some organizations; trade organi-
zations are prepared and on the 25th they will send them in and apply 
for approval and then that is of course going to take a few months. I 

-commerce but  sure that svensk 
handel is working on something like that.  

 

42 I That will be a code of conduct then? 

43 R That will probably be a code of conduct and perhaps a certification 
mechanism. So and  
nova project and we working on codes of conduct and also certifica-
tion mechanisms and at the moment we are mostly focused on doing 
the background research with a lot of partners. So trade organizations 
for digital media and marketing research companies and things like 
that in Sweden. And eventually I think we are going to use that so ac-
tually make a sort of certification mechanism, probably for digital 
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media and ecosystem around digital media like marketing research 

we are not going to produce any certification mechanism or anything 
before the 25th of may. And to be honest it is going to take a little bit 
longer. Because there is a lot of issues to iron out and of course it 
needs to be realistic and good for business and privacy of course. So 
we have to do a lot of balancing there and of course a code of con-

never be used by anyone. But it is interesting. When you are finished 
with this I would be interested in of course looking at your results 
when you have published it. And when you have any other questions 
you can just e-mail me. But I think this looks sound. 

44 I Thank you very much for this interview. 
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Appendix 4  Interview 2 

Time and date  10:15, 10th of April 2018 
Location  Lund, Sweden 
Duration  24 minutes 
Interview format  Face to face 
Interviewee  Privacy expert  
Transcription date  10th of April 2018 

I = interviewer, R = respondent 

Row (R) Speaker Text 

1 I So our first question is regarding the active privacy laws. So we were 
wondering what are the most important information privacy laws ac-
tive in Sweden? And we are also thinking of the laws that are becom-
ing active within the next 6 months.  

2 R Well I think my suggestion now is just to focus on the new regulation 
because we had the privacy law in Sweden which is the PUL, but I 

the European framework law works? 

3 I Yes a little bit  

4 R Well there are basically two kinds of European law. One is the di-
rective and one is the regulation. The difference is that the directive 
set a target and then say okay, every member state must obtain these 
targets objective. But then each member state is free to decide in 
which way they arrive to the point. So it means that Italy, Sweden, 
Portugal, Spain every state is going to make a national law saying 
okay we want to achieve this topic with this. So you have the EU di-
rective on top and then in each country you have a national law, 

 telling in 
which way you get there. So there can be a difference of course. We 
are 28 member states, there will be 28 national different laws. Not to-
tally different because the aim is one, but they are different. In the 
previous framework, the privacy was regulated in this way. We had 
an EU directive and so we had in each country, national law telling 
how the directive should have been enforced and in Sweden this law 
was called PUL. Now it is from May on the old EU directive is going 
to be repealed. And the main EU law will be the new regulation the 
GDPR regulation. The regulation is different because the directive set 
just to aim and then each state must make an internal law to decide 
how to perform this. The regulation instead tells everything. So tell 
the aim and tell how to get there. So when you have a regulation you 
do not need any internal law. You just apply the regulation. This is 
going to change a lot, because nowadays there will not be these need 
of internal national law about privacy like before. Of course this 
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ing will be a bullshit, just that on certain 
matter for example about national law, the regulation is going to re-
call national agreements and so on. So what we will still have, some-
thing regulated by the EU regulation and something by national law. 
But of course the balance has shifted, we have a much more uniform 
norm now, which is basically the regulation. So if you are looking for 
the legal provision  I would focus mainly on this regulation and of 
course on how these regulation is applied. Because privacy is not just 
a law or regulation, it is an entire system. In general we have a law 
and then we have the court applying the law. With privacy of course 
we have this, but we also have the authority, the privacy authority. So 
each member state has a privacy authority and then we have a EU 
privacy authority which are should control how the privacy regula-
tion is applied. And this is important, because of course the directive/ 

to 
I have a truck and I want to put an alarm, which is connected with 
GPS and of course I need it because otherwise someone will steal the 
truck. But at the same time I could see where the truck is and so I 
could tell if my employee is driving the truck or if the truck is out 
close to the café. Okay so there are very big privacy problems. And 
of course 
possible and so are the national and EU data protection authority 
which are dealing with these rules. So I would focus mostly on these 
regulation and on all the guidelines and decision from the data au-
thority. I think that these is the most important. And you can easily 
find everything online. There is the so called group of article 29, 

have or already seen something. Well it is 
basically a group composed by representatives of data protection au-
thority of every member state.  And so at central level and decide 
how to apply the data protection, how to cope the data protection reg-
ulation with the single matters. So they can really give you precise in-
sides on what is going on. Of course even if we have a new regula-
tion something is going to change, but a lot of stuff will basically re-
main the same. So this mean that all the previous guidelines will be 
still valid. So you can also go on the website of the Swedish authority 
which is data exceptional. Sorry for my Swedish. (7.28) And there 
you can find a lot of decisions guidelines and other stuff. I think that 
this is mostly, yes I would focus mostly on this.  

5 I In our previous interview someone mentioned besides GDPR you 
also have the E-privacy regulation still in place.  

6 R Yes this was most focusing on the employment which is more gen-
eral. You also have e-privacy and you also have a directive concern-
ing privacy linked to criminal proceedings. Which is another thing. 
So more sectoral, so there is also a directive concerning how police 
could manage personal data when it comes to crime. Of course the 
topic is very broad, so I think you should also decide if you want to 
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address all the topic of privacy or if you maybe want to focus on the 
private sector.   

7 I Yes we focus on the online context of privacy and we focus on e-
commerce in particular. 

8 R Okay,  not really about this because there is also a big part about 
business law  more liberate lawyer, so my focus could be a little 
bit different. Of course now with all the stuff with Facebook going on 
and Cambridge Analytics that is really on the rise.  

9 I I think we should go on to one of our construct which we are making, 
which is both the perceived privacy regulation awareness and per-
ceived privacy regulation knowledge. So we want to make these two 
constructs, since they have not been used within the literature before. 
So to do this we are for the perceived awareness concerning privacy 
regulations, we are considering to use items from prior literature for 
measuring subjective awareness. Such as  aware of privacy regu-
lation X,  aware of the benefits of privacy regulation X can pro-
vide to me and I have come across privacy regulation X in a media 
channel. Just to see how aware are they of the laws eh regulations. So 
we kind of want to measure it at a subjective level. And we are curi-
ous as if you see any flaws just viewing them spontaneously? If you 
feel anything is missing just to measure the perceived awareness  

10 R (takes a look at the items) I think that about this topic from may on 
there will be a very big change. Because there are a couple of things 
that will be modified, very important. One is the principal of account-
ability  

11 I With the burden of proof? 

12 R Yes! Basically. So now until may the data protection authority, sorry. 
For the privacy law there are something that you can do and some-

something wrong, there are sanc-
tions, fines. At the moment the data protection authority must demon-
strate that you have done something wrong, some infringement. From 
may on this is going to change, so will be the single person that has 
the duty to demonstrate that he is complying with the privacy law. So 
the data protection authority can only ask okay, show me that every-
thing is okay with the data law. And even if you are complying but 
you are not able to demonstrate it, you will get the fine. And also the 
amount of sanctions is going to increase, because before we had fines 
that were not so big. Now we have a fine up to 20 million euro, or 5 
percent of you know a fee. So you know, there is much more atten-

ety, because the new law is still not applicable. But from may on of 
course all of this will become you know applied also to the public. 
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Know it is just business to business and a lot of things going on, con-
sultants and this kind of stuff. The most simple thing for example, 
how many times you have put a signature, for a contract or something 
and they say yes this is for privacy. And you sign. That signature is to 
give the permission to use your personal data, but also nowadays the 
law says that it is not sufficient to give the permission only. The con-
sult should be after you give a full information concerning how and 
in which way you use personal data. Actually this information could 
also not be written and in a lot of case for example maybe for a tele-
phone company you just sign and maybe there is written I have re-
ceived full information on how my data will be used and they give 
the consent and you sign. From may on this will not be sufficient any 
more because it will be the perceiver that will then demonstrate that it 
gave full information. And so if it is just a signature but not able to 
prove what was the information content, of course it will be a big 
mess. So I think you are leaving a little bit this changing moment. So 
I think that those instrument will be still very good, but of course the 
social appreciation/awareness of this will change.  

13 I Yes I think we are measuring basic awareness now so for example 
we want to measure; Im aware of privacy regulation  GDPR for ex-
ample, so it is very broad.  

14 R Yes it is very broad, but of course I think that most of the people 

will be this big change, but once the change will be active they will 
see okay that is something different. For example Lund university is 
changing some policy, in order to get ready for privacy regulation. 
For example the applicants put a picture on their CV. They use it to 
ask okay when you use your CV to apply for a position put a picture. 
But why should you put a picture on a CV? Is how I look like im-
portant to state if I am good to teach or not? And so now they put 
okay picture is not compulsory. Something is changing.  

15 I Okay I think that we can move on to the next construct, is perceived 
regulation knowledge. And to measure this we have some new items 
that we consider to use, you can find them on the paper (points at 
items) 

16 R (Looks at items) Well I think of course yeah this are items for quanti-
tative research. And I think that the change will not be really con-
cerning the quantitative point of view. Because we are more in a cer-
tain information which we have. Privacy regulation is very important, 
and we are moving to a situation where we still have privacy regula-
tion. So it is not about how much privacy regulation in our life, we 
already have a lot. I think it is just the quality of the regulation. That 
is going to change. So I think that probably you can, you will have al-
most the same answer, before and after the new regulation coming to 
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for a membership reward program and I will say I will give the con-
cern to give my telephone number to have messages about new offers 
and so on. And like this for everything. The point is that the quality 
of the information that we will have the control that I could have on 
my data and so on is going to change. So, I think that these are pretty 
good items, but I would also focus on this, if you have time. And if 
you already have some data about the current situation. And I know 
this is about privacy and I know that its changing can I appreciate 
that something new, do I feel more safe now or not? And also to 
which is the public you are going to pose this question to? Is it every-
body or someone working with something.  

17 I  Well it is basically everyone who bought something on a e-commerce 
website. 

18 R So basically a common citizen.  

19 I Yes 

20 R Not someone with some special skill 

21 I Could be 

22 R Yes, could be if a privacy expert is going to buy something, but it is 
not a requirement. And I think that it is fine, but I would also try to 
focus on the qualitative stuff. For example, in the new regulation con-
cerning internet and this kind of stuff. It will be also possible to in-
stead of course in addition to long written part to all the stuff. Also, 
some laws some picture colors to have more impact. Because of 
course especially online, you scrolled down and say yes. Because 
otherwise 
telling us sometimes ago. Especially when it comes to privacy con-
sent of underage people and this kind of stuff. They say go okay, we 
should understand that a service is addressed to this target; lower age 
are not so aware about privacy and that kind of stuff. It is better to 
use also this color picture this kind of stuff. And this is something 
that is going to change.  

23 I Okay, so do you suggest maybe only focusing for example on the 
new situation? 

24 R Well if you already have some data about the current situation.  

25 I Yes, 
only from literature.  

26 R Okay, so you want to collect empirical data for your research? 
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27 I Yes we want to collect empirical data from a survey which we will 
compose from the items that we are handling at the moment.  

28 R  

29 I We have a hand-in the 25th of may.  

30 R Okay so it is not possible, but of course you can still measure if peo-
ple are aware of the new law.  

31 I I think that is the interesting part, if you think you are protected and 
you think you know a lot are you more concerned about sharing your 
data.  

32 R Maybe you could add something like do you know that this would be 
something changing. Do you think that you need more protection and 
this kind of stuff? 
new law. But you can measure maybe, if people are aware now and if 
people think that there are some kind of problems. And of course, 
this is also maybe if you would have acquired data about the current 
situation two months ago, maybe you would have some answer but 
maybe now with all this big Facebook stuff going on, maybe the 
same person, because of the newspaper will have a different answer. 
And of course, this is a little bit the problem when you do this kind of 
enquiry about the common people with this very big topic. Everyone 
focusing on that but if you read the Facebook guidelines it was al-
ready knew that Facebook was using your personal data, because Fa-
cebook is free and there are a lot of people working for it, so yes. 
Some money, sure. So, I think, maybe you can switch on this, asking 
if people think that something is needed, if they know that something 
is going to change and if they will have a better situation. This is un-
lucky, you have a deadline and the law is changing.  

33 I 
like about GDPR or E-privacy, because we are measuring basic 
awareness and knowledge. It is not very in-depth and also not objec-
tive but rather subjective, so I think it would still be very interesting.  

34 R Definitely yes. Also, because I told you it is not really changing the 
level of protection, it is more or less the same. It is just giving more 
effectiveness.  

35 I That was the last question, thank you for your cooperation! 

36 R You are welcome.  
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