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Abstract

The threat of global warming means that combustion physics has become a hot research
topic in order to minimize the negative environmental effects that otherwise arise from
combustion. In order to effectively simulate effects of changes in the fuel composition, a
so called reduced kinetic reaction mechanism is needed. The reduction process contains
several steps where one of the more important ones to facilitate the reduction process is
to evaluate the accuracy of the reduced process compared to the detailed version with a
so called response score. An important step in mechanism reduction is to split reversible
reactions into irreversible ones in order to remove unnecessary directions. In this paper
a method was developed to calculate the reverse reaction rates using NASA formatted
thermodynamic constants but ended up unsuccessfully doing so. Most likely reason is
erroneous assumptions in the Arrhenius equations. The main finding of this paper is that
that a smooth response landscape does facilitate the automated reduction process in a
computer program. Another important finding is that Mean Absolute Error might be
able to evaluate a reduced mechanism on its own in contrast to using Root Mean Square
error and Cross-Correlation together, due to its similar behaviour. This has the potential
to increase the efficiency of the reduction process.
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1 Introduction

Combustion processes are a fundamental part of modern society, and can found in elec-
tricity generation, heating, jet engines, and Internal Combustion (IC) engines in cars to
mention a few. Coal, natural gas and petroleum power plants stand for the majority of
electricity produced[1], and they all use combustion to drive the generators. The same
combustion process is used to drive the IC engines in road-based transportation and the
jet-engines in aeroplanes. However, due to the the looming threat of global warming, com-
bustion physics has become a hot research topic and the research is essential to decrease
the negative environmental effects caused by combustion. Researchers are trying to find
ways to increase the efficiency of the combustion engine, and thus decrease the harmful
effects, as well as finding fuel compositions that lead to lower amount of harmful pollution.

Reaction kinetics is an interdisciplinary field between chemistry and physics and is used
to describe the chemical mechanisms in a combustion process. A combustion mechanism
is a representation of all the intermediate chemical reactions that occur in between the
initial reactants and final products. A combustion process in real life consists of a very
large and complex reaction mechanism in the order of thousands of reactions. They are
also heavily coupled to physical interactions such as turbulence, diffusion and convection
which adds to the complexity. This means that the detailed mechanism is too complex
to be usable in Computational Fluid Dynamics(CFD) and hence a reduced mechanism
is needed. Detailed chemistry, CFD and the reduction of a mechanism will be further
discussed in sec. 2. A reduced mechanism is, as the name suggests, a simplified form of
the full mechanism which is used to make high performance and computationally cheap
simulations of combustion. A reduced kinetic mechanism only considers the most impor-
tant intermediate reaction steps in order to minimize the needed computational power
without compromising the accuracy of the model. The reduction process usually reduces
the detailed mechanism from a couple of thousands reactions down to around fifty. The
performance of such a reduced mechanism is evaluated with a so called response land-
scape, which is used to find an ideal reduced mechanism. Different response functions are
needed in order to evaluate different types of features in the mechanism data. Two com-
monly appearing response functions when comparing data-sets in general are the Root
Mean Square Error, and Cross-Correlation functions and they will therefore be applied
in this project. The values of these response functions are then combined into a so called
response score which when measured for many different reduced mechanisms produce the
previously mentioned response landscape.

In real life all chemical reactions are reversible, however for many reactions one of the
directions dominates over the other, meaning that only one of them contribute in a mean-
ingful way to the mechanism. This means that only one of the reactions are needed to
accurately describe the process. On top of this, if one of the directions in an irreversible
reaction is very fast, then the other direction is very slow. The slow direction takes a lot
of time in the simulation without providing very much information, and can therefore, if
removed, improve the efficiency of the simulation. For the reduced mechanism it is useful
to split the reversible reactions into two separate irreversible ones and analyse them sep-
arately in order to reduce the amount of reactions in the final reduced mechanism as well
as increasing the simulation speed[2]. Doing this by hand is a very labour intensive work
which takes a lot of time due to the fact that the complex mechanisms contains many
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thousands of intermediate reaction steps. Therefore, being able to let the computer do
this automatically is of great importance in making the reduction process more effective.

This project is part the development of an automated program that reduces mechanisms,
and the point of it is to show that for small changes of the parameters in an N-dimensional
reaction mechanism will generate a smooth response landscape. This landscape is pro-
duced by a weighted sum of response functions which look at different features in the
simulated data. This is done in order to facilitate the kinetic mechanism reduction pro-
cess, since having a smooth response landscape means that one can compare two reduced
mechanism to one another and get a concrete value of which one is more efficient. This
will be used in order to help the selection of an ideal reduced kinetic mechanism. The
reason a weighted sum is used when combining the response functions is to prioritize
certain improvements. For example, an increase of a response function which previously
gave a low value, factors in more in the total response landscape than the same increase
of another response function which previously gave a high value since having the response
functions giving opposite values, one good and one bad, is a clear indication that some-
thing is wrong. This in turn means that having response functions giving approximately
the same value is an indication of a better mechanism and thus the response landscape
has to mirror that. This project will also, as a secondary, discuss how to implement an
automated method into the program that will automatically calculate the complementary
reaction rates given some thermodynamic data for the species included in the reaction,
i.e. reactants and products, and thus split a reversible reaction into two irreversible ones.
The irreversible reactions will then be evaluated separately when considered as candidates
for the reduced mechanism.

In order to evaluate the efficiency of the methods developed in the project, a combustion
mechanism will be reduced using the newly implemented methods and then be compared
to a previously reduced mechanism that does not utilize them.

2 Combustion simulations

In Sec.1 it is touched upon that using the full mechanism for simulations of combustion
is not possible because of the enormous amount of computational power it would require.
This section will therefore in greater detail argue for why exactly a reduced mechanism
is needed, and how the reduction process works.

2.1 Detailed chemistry

To improve the knowledge of combustion processes and deduce new findings, detailed
kinetic mechanisms are studied. For simple fuels such as methane and hydrogen the
detailed mechanism is small enough to successfully be applied in 0D and 1D simulations
of combustion[2]. 0D and 1D simulations are the simplest form of combustion simulations
and only cover the chemical processes in the combustion. They are therefore no longer
accurate representation of the combustion in the case of real applications, such as in an
IC engine or a jet-turbine. The combustion process become much more complex since it
is affected by not only the chemistry but is also strongly coupled to turbulence, diffusion,
and convection[3]. The processes of combustion in a complex system can be observed
by doing quantitative experiments in real situations, however this is very expensive and
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quite difficult. The alternative is to simulate these complex systems with something called
Computational Fluid Dynamics (CFD)[4]. CFD is able to cover both the dynamic and
chemical properties of the combustion by simulating the flow of the system, with the
cost of requiring more computational power. Not even for methane and hydrogen are the
detailed mechanisms small enough to be applicable in CFD, even less so for more complex
fuels. To be able to simulate the combustion of any fuel with CFD or larger fuels with
0D and 1D, some type of reduced mechanism is needed to lower the computational cost.

2.2 Reduced kinetic mechanisms

In order to be usable for simulation in CFD the detailed kinetic mechanism needs to be
reduced from several thousands reactions to under a hundred, while still maintaining the
ability to predict the combustion as well as the detailed mechanism does.

The basics of the mechanism reduction process that is used in this project was outlined
in sec.1 where two methods are mentioned. The first one mentioned is called skeletal re-
duction, where unimportant reactions and species are removed with the help of something
called sensitivity analysis[2]. Sensitivity analysis is done by slightly changing parameters
in the detailed mechanism and then looking at how the final result is affected[3]. The
second one is time-scale analysis which in this project is used when evaluating a reversible
reaction. Due to the fact that one of the directions may have a vastly shorter time-scale
than the other, time is lost without gaining a lot of information from evaluating the di-
rection with longer time-scales. There are more methods for reduction of mechanisms,
however, they are not as relevant for this project as the ones mentioned above. A paper
published by Lu and Law[2] describe skeletal reduction, time-scale analysis and other
methods in great detail.

2.3 Thermodynamic relations

To describe the chemistry of a combustion process, thermodynamic relations are needed.
For sensitivity and time-scale analysis the most important thermodynamic relations are
the specific molar entropy and enthalpy, specific heat capacity, and the modified Arrhenius
equation.

2.3.1 Modified Arrhenius equation

The Modified Arrhenius equation is as the name suggests a modified version of the stan-
dard Arrhenius equation where the difference is where the so called pre-exponential factor,
A, has a temperature dependence added, T n. T is the temperature and n is a temper-
ature constant which varies for different reactions. The modified Arrhenius equation is
expressed as

k = AT n exp

(
−Ea
RT

)
(1)

where k is the rate constant, Ea is the activation energy of the reaction, and R is the
Universal Gas constant [8][3].

The forward and reverse rate constants are related to each other in terms of the reaction
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equilibrium constant, Kc
eq

Kc
eq =

kf
kr

(2)

where then kf and kr are the reaction rate constants for the forward and reverse cases,
respectively [8][3].

The forward reaction rate constant is calculated from experimental data using eq.1. In
order to find the reverse reaction constant, the equilibrium constant Keqc needs to be
calculated. Keq is expressed in terms of concentration units so to calculate the reverse
reaction rate constant from thermodynamic properties, the equilibrium constant needs to
be expressed in terms of the pressure. This means that we get the following expression

Kc
eq = Kp

eq

(
P

RT

)∑K
k=1 vk

(3)

where Kp
eq is the equilibrium Constants deduced from thermodynamic properties and vk

are the so called Stoichiometric coefficients.[6]

Kp
eq is expressed by simply combining the expressions for Gibbs free energy and Gibbs

free energy for isotherm reactions [9] which give

Kp
eq = exp

(
−∆H

RT
+

∆S

T

)
. (4)

2.3.2 Standard-state thermodynamic properties

The standard-state specific molar entropy and enthalpy is given by an integral expression
of the molar heat capacity. The standard-state specific molar enthalpy is given by [3]

H0 =

∫ Tk

0

C0
pdT +H0(0) (5)

and the standard-state specific molar entropy is given by

S0 =

∫ Tk

298

C0
p

T
dT + S0

k(0) (6)

where C0
p is the specific molar heat capacity, T is the temperature and S,H0

k(0) refers to
the standard-state molar entropy/enthalpy evaluated at the reference temperature [6].

2.3.3 Thermodynamic coefficients and polynomials

In order to empirically determine the standard-state molar entropy and enthalpy it is
required to express the molar heat capacity as polynomial using thermodynamic coef-
ficients. These coefficients are given in data files following the NASA thermodynamic
format which contain 15 coefficients. The first 7 are the coefficients a1,...,7 for the upper
temperature interval with T ≥ 1000K. The following 7 ones are the coefficients a1,...,7
for the lower temperature interval with T ≤ 1000K [5]. The last coefficient is not always
needed but it represents the value of the standard-stade specific molar enthalpy at zero
Kelvin, H0(298.15) [7].
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In terms of these thermodynamic coefficients the heat capacity is expressed as

C0
p

R
= a1 + a2T + a3T

2 + a4T
3 + a5T

4 (7)

which means that the standard-state molar enthalpy, in terms of thermodynamic coeffi-
cients, is expressed as

H0

RT
= a1 +

a2
2
T +

a3
3
T 2 +

a4
4
T 3 +

a5
5
T 4 +

a6
T

(8)

and the standard-state molar entropy as

S0

R
= a1 lnT + a2T +

a3
2
T 2 +

a4
3
T 3 +

a5
4
T 4 + a7 (9)

where, as mentioned above, a1,...,7 are the NASA polynomial thermodynamic coefficients,
T is the temperature and R is the molar gas constant[6][7].

3 Evaluation of accuracy with response functions

3.1 Computer program

Figure 1: Figure showing a
general schematic of how the re-
duction program by Christoffer
Pichler works.

The computer program, developed by PhD student
Christoffer Pichler at the department of Combus-
tion Physics at Lund University, serves as a ba-
sis for this project. The program is made to
automate the reduction process of kinetic mech-
anisms, and without human interaction find the
optimal mechanism to use for combustion simula-
tions.

The program is split into three different main sections
which perform different tasks, see fig. 1 for a schematic.
These sections are: mechanism reduction, simulation, and
comparison. The mechanism reduction starts with the ini-
tial species that are are present before combustion process
starts and ends with the final products of the reaction.
It then writes out all the reactions that are present in
the full kinetic mechanism like a tree of different reactions
and species. Then by using an ant-colony optimization
(ACO) algorithm different probability values are assigned
to the different reactions[10]. Based on the probabilities
a reduced mechanism is selected and sent to the simula-
tion part of the program which obtains simulated results
based on it. These results are then sent to the compari-
son part of the program where it evaluates and compares
the simulated data to actual experimental data in order
to determine the performance of the reduced mechanism.
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Depending on the response score of the reduced mecha-
nism the probabilities in the mechanism tree are tweaked and the process is repeated.
After many iterations the program will converge onto one mechanism which is the mech-
anism that simulates the combustion process the best under certain conditions such as
the size (number of reaction steps) or simulation speed.

The response function currently used in the evaluation part of this program is defined
as follows

RS(a, b) = max

−1, 1−

√√√√ 1

n

n∑
i=1

(
ai
bi
− 1

)2
 (10)

where ai and bi are the i:th value in the two datasets, a and b being compared to each
other.

3.2 Response functions

In order to measure the accuracy of simulated data compared to the target data, some
kind of normalized response functions are needed. Below this section some of the most
widely used response functions are described.

Root Mean Squared Error (RMSE) is widely used when it comes to measuring the per-
formance of models. RMSE provides a measurement of standard deviation between the
predicted model and the observed data. The RMSE is a scale dependent measurement
which means that it is only applicable if the data that is to be compared is on the same
scale. RMSE is as the name suggests the root of the Mean Square Error (MSE)

RMSE =
√
MSE (11)

where the MSE is described as the arithmetic mean of errors

MSE =
1

n

n∑
i=1

e2i (12)

where n is the total amount of data points and ei is the error of data point with index
i [11]. The RMSE is appropriate to use for error measurement where the error distri-
bution is expected to follow a Gaussian and the errors are unbiased. If this is not the
case then Mean Absolute Error (MAE) is a better choice to measure the performance [12].

MAE is less sensitive to outliers than RMSE and is therefore a better indicator of general
features of the data however, just as RMSE the MAE is scale dependent [11]. MAE is
expressed as

MAE =
1

n

n∑
i=1

|ei| (13)

where just as in the RMSE case n is the total amount of data points and ei is the error
of data point with index i [12].

Cross-correlation (CC) is a way to compare the similarity in shape for two functions.
It measures the similarity of two signals as a function of time lag. Time-lag can be con-
sidered the displacement between the mean-values if Gaussian functions are considered
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to be the signals. CC is used widely in signal analysis as a way to detect know features
within a large signal, as well as time-series analysis. CC is defined as

(f ? g) (τ) ≡
∫ ∞
−∞

f ∗ (t) g (t+ τ) dt (14)

where f and g are two continuous functions and τ is the lag[13].

3.3 Weighted arithmetic mean value

The Weighted arithmetic mean values is a way to get certain data-points to contribute
either more or less to the final mean value by multiplying weights to them. The mathe-
matical formulation of the weighted arithmetic mean value is

x̄ =

∑n
i=1wixi∑n
i=1wi

where xi is a set of mean values and wi are the weights which sum to one,
∑n

i=1wi = 1
[14]. This weighted mean value is needed in order to accurately represent the performance
of a reduced mechanism. This is due to the fact that bad response values have a bigger
negative impact on the performance than the good response values have positive impact.
This simply means that it’s more appropriate to have all response functions give decent
values rather than one giving a very high and the other one a very low value.

4 Method

4.1 Calculating reverse reaction rates

The method to calcualte the reverse reaction rates from the forward reaction rate will be
described in this section. The general equations used are described in Sec.2.3, but this
section will describe how the algorithm in the program uses those equations.

The algorithm starts by reading a NASA standard thermodynamic data file, for example
format see Appendix A.1, containing thermodynamic coefficients with which it calcu-
lates the specific molar Entropy and Enthalpy, Eq.8-9. Using these expressions the equi-
librium constant is caluclated with Eq.3-4. The algorithm then reads in the activation
energy,temperature dependence and the pre-exponentialfactor for a irreversible reaction
and calculates the forward reaction rate with the Arrhenius equation, Eq.1. Plugging
these two results into Eq.2, and the reverse rate constants can be determined.

4.2 Determining response functions

In Sec.3.2, three types of functions are described, where CC is used to compare simi-
larities in shapes between two functions or data-sets, and RMSE and MAE is used to
compare the values at certain points. CC and RMSE are the two most commonly used
ones for measuring the accuracy of data, however, MAE is often argued to be a better
indicator than RMSE as described in the theory section. Determination of which response
function/s to use is done by simply comparing the response given by them when fed know
data. This is done by generating two Gaussian normal distributions keeping one at a
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Figure 2: Schematic of sliding two Gaussian functions (σ = 10), over each other by changing
the mean for one (red) while keeping everything else fixed.

fixed mean value while sliding the other one over it, see fig.2, and measuring the value
of the response functions. This is repeated several times where the standard deviation
for one of the Gaussian is varied. The data generated is then evaluated on the basis of
identifying which response functions are sensitive to what features, and from that argue
for which of them are applicable for the task of measuring the accuracy of a reduced
kinetic mechanism.

4.3 Calculating response score

This method uses CC to compare the shape, and a normalized RMSE to compare the
values. The functions take the data from the reduced mechanism and compares it to the
target data given by the complex mechanism and output a value between 1 and -1, where
1 indicates 100% correlation and/or match of values for the respective functions and -1
indicates the opposite. The scores from the individual response functions are then added
together by a weighted arithmetic mean value, where the weights are determined by a
logistics function. This weighted average of the response functions is considered to be the
accuracy for the reduced mechanism and is called the response score.

The response score method developed in this project is

RS(a, b) = w1 · CC + w2 ·NRMSE (15)

where wi are weights, CC is the Cross-correlation and NRMSE is the normalized Root
Mean Square Error between the output (a) and target (b) values. The weights are deter-
mined by:

w1 =

{
1− 1

1+exp(k·NRMSE)
, for CC < NRMSE

1
1+exp(k·CC)

, for CC > NRMSE
(16)

and w2 = 1−w1, where k determines how sensitive the weights are. For positive k-values
the algorithm will put more weight towards the lowest of CC and RMS values, for negative
k-values the opposite is true. CC is calculated as

CC(a, b) =


1, σa = σb = 0
1
n

∑n
i=1(ai·bi)
σaσb

, σa, σb 6= 0

0, σaσb = 0 and σa 6= σb

(17)
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where σi is the standard deviation and n is the total number of data points. RMSE is
calculated as

NRMSE(a, b) = max

(
−1, 1− RMSE

denom

)
(18)

where amax,min and bmax,min are the maximum and minimum values of the output and
target data-sets respectively, denom = min (mean(a),mean(b)) and RMSE is defined by
eq.11.

4.4 Smooth response landscape

In order to being able to use response score to help facilitate in the reduction of a mech-
anism it is of extreme importance that the response landscape is smooth, which means
that the response score should change in controlled manner if some parameter is changed
slightly. Showing that the response landscape is smooth is done by having two functions,
one represents the target and the other one is varying. The two functions gets evaluated
with the method described in the section above and the varying function is given a re-
sponse score. By changing some of the parameters in the varying function, for example
the standard deviation or mean value for a Gaussian, it will receive a new response score.
This is repeated until sufficient data is collected in order to evaluate the behaviour of the
response landscape.

4.5 Usage within the program

This method of determining the response score of a mechanism is part of the evaluation
module of the program outlined in Sec.3.1. The weights used by the ACO-algorithm is
determined in part from the response score and is modified accordingly for each iteration in
order to facilitate the reduction and finding an accurate reduced mechanism. Simply put
the program takes a complex kinetic mechanism and uses an ACO-algorithm in order to
pick out a reduced mechanism. This reduced mechanism is used generate data that is fed
into the method described in the previous section above and gets a numeric response score
back, which represents the accuracy of the mechanism. The weights in the ACO-algorithm
are modified in accordance to this value and another iteration is started. The reduced
mechanism using this new method will be compared to another reduced mechanism using
the old response score method, see Eq. 10, to determine the efficiency of the new method.
The comparison is done by comparing the mechanism reduced with the old and new
response method to AramcoMech 2.0 detailed mechanism with an arbitrary response
function giving a value between -1 and 1. This is done in order to get a value that is
comparable for the two methods. This is done since the response scores given by the old
and new response methods are not directly comparable.

5 Results and conclusions

5.1 Reverse reaction rates

By using the method described in Sec.4.1 the reverse reaction rate in a reversible reac-
tion is calculated. The calculated reverse reaction rate for two reversible reactions in an
example mechanism is presented with the actual reverse (obtained by MODMECH) and
forward reaction rates in Fig.3. The rates are plotted against the temperature as the
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Figure 3: Shows the forward, actual reverse, and calculated reverse reaction rates, kf , kr act,
kr calc, as a function of the inverse temperature, 1/T . the left figure shows the first reversible
reaction and the right figure shows the second for an example ACO92 mechanism.

modified Arrhenius equation has a temperature dependence, see Eq.1. The calculated
and actual reverse reaction rates does not match, as can be seen in the figure. For more
figures of more reactions in the example ACO92 mechanism see App.B.2, and for the
data used in calculating the reverse reaction rates in the presented reactions see App.A.2.
The mismatch of reverse reaction rates between the calculated values and the values ob-
tained by MODMECH indicates that something with the method used in this project is
wrong. The method developed can therefore not be used within the program to facilitate
the reduction process.

The method strictly use well established models developed by NASA, as is backed up
in Sec.2.3, for determining Kc

eq in Eq.3 which is used to determine kr from Eq.2. This
indicates that either MODMECH pre-process the thermodynamic data to handle some
unknown condition or that one or more of the equations Eq.1-9 are wrongly implemented
in the program and/or wrongly written in the theory used for the method. The former
has been checked multiple times, however it is still a possibility. The latter is based on
left graph in Fig.3, where the calculated reverse reaction rate is curved while the actual
one is linear. This indicates a difference in an exponent which means that there could
be a potential error of assumption that the temperature constant n in Eq.1 is the same
for both forward and reverse case of a reversible reaction. However, there is probably
some erroneous assumptions in the other equations as well due to the fact that for some
cases the calculated and actual are both linear but still giving different values. For fur-
ther research upon the matter these possible leads is where one should concentrate their
efforts.

5.2 Smooth response landscape

5.2.1 Response functions

In Sec.3.2 three response functions were mentioned, CC, RMSE and MAE that have
different behaviours, where CC is comparing the shape of two functions or data-sets while
RMSE and MAE are comparing the values. In order to determine which response func-
tions are appropriate for usage when calculating the response score, the method described
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Figure 4: Shows a series of values for the respective response functions (CC (Red), RMSE
(Blue) and MAE (Green) when two Gaussians with different σ are compared by sliding one
of them over the other (Target: σ = 5). The two black lines show the weighted average for
RMSE+CC (dashed) and MAE+CC (line).

in Sec.4.2 is used. In Fig.4 it is shown how the value from the different response func-
tions are affected when the mean is varied for a fixed σ when comparing two Gaussians.
Fig.6 shows how the response score when the two Gaussians have the same standard de-
viation (left), σ = 5, and the same mean (right), µ = 0. The right part in Fig.5 show the
same thing as Fig.4 but where the target has been swapped to a linear function instead
of a Gaussian.

The reason the collection of response values was done is in order to find the response
functions that will yield the best landscape for the program to use when comparing mech-
anisms to aid the reduction process. For this to be the case the response landscape needs
to be as smooth as possible and have a predictable behaviour, because if it is not then the
ACO-algorithm might modify the wrong weights and end up with a mechanism that is
actually worse then the previous one. By analysing the behaviour of the different response
functions it can be deduced whether or not they are suitable to be used in the program.

CC is according to the theory presented in Sec.3.2 supposed to be sensitive to shapes
as it is measuring the amount of overlap between to functions and data-sets, which by
looking at the Fig.4 and Fig.6 is consistent with the results. In Fig.6 for the case when
the two data-sets are identical in shape, i.e σtarget = σinput, it can be seen that the value
smoothly increase as the Gaussians are slid closer to each other. When they overlap to
a 100% the maximum is reached and as they are now slid further and further away the
value decrease in the same smooth way. This same behaviour can be observed for other
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Figure 5: Left figure shows the functions to be compared, where target (black) is a linear
function and the input/variable (red) is a Gaussian with standard deviation σ = 5. The right
figure shows the response values of CC (red), RMSE (blue), MAE (green), RMSE+CC (dashed),
and MAE+CC (black) when the functions are compared.

Figure 6: Left figure shows the response values for RMSE+CC (dashed) and MAE+CC (black)
when comparing two Gaussians with same standard deviation, σ = 5, while varying the mean,
µ. The right figure shows the same RMSE+CC (blue) and MAE+CC (red) but with fixed µ = 0
and varying σ. The red dot indicates where the input is the same as the target.
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cases when the target and input have different σ as seen in Fig.4. In Fig.5 the target is
swapped to a linear function instead and it can be seen that the CC reacts accordingly
and as expected. These results confirm that CC is sensitive to the shape. It can therefore
be concluded that CC is a solid choice for evaluating the shape of data.

RMSE is according to the theory presented in Sec.3.2 supposed to look at the error
in value is between the target and input. RMSE does therefore not explicitly depend on
the shape of the functions. This can be observed to be the case in both Fig.4, Fig.5, and
the left figure in Fig.6 as the RMSE value is constant for every µ value, for a fixed σ.
MAE on the otherhand is according to Sec.4.3 also looking at the error in value between
the target and the inpu but is slightly sensitive to outliers, i.e the shape. This can be
observed to be the case as MAE has a shape that follows that of CC but always has it’s
maximum at the value of RMSE. This is an interesting behaviour as it is able to evaluate
both the shape and the value, which is what is desired for the program. However, due
to the slightly sporadic and wobbly behaviour for small σ, that can be observed in the
top left figure of Fig.4 MAE is not suitable for the program. For more examples of this
behaviour see Appendix B.1. However, it is possible that this behaviour is due to the
normalization process rather than the MAE itself. If µ is kept constant while varying
σ, there is no difference between RMSE and MAE as can be deduced by Fig.6. This
means that if it is found that the sporadic behaviour at low σ is occuring due to normal-
ization and can be prevented, MAE could possibly be used alone in order to determine
the response score and therefore increase the efficiency of the program. This needs to be
studied further to concretely determine if possible though and is not done in this paper
due to time constraints. Instead RMSE is chosen to evaluate the error in value between
the data-sets.

5.2.2 Evaluation of reduced mechanism

The old method, see Eq.10, has a slightly different behaviour to the new one, where it
is not constant over µ independent of σinput as can be seen in Fig.7 which shows the
behaviour for the different methods for σinput that is around σtarget = 5. This means
that the response scores given during the reduction process are not comparable to each
other since they depend somewhat arbitrarily set and not affected in the same manner
for a given change.

The methods converge to a couple of mechanisms with different size and response scores.
The mechanisms yielded from using the old and new methods in the reduction program,
are presented in Tab.1. As can be seen the different methods give quite similar results
both size wise and response wise. Which is an indication that the new method is, at least,
as good as the old one meaning that they help facilitate the reduction process equivalently.
However, since the responses are not directly comparable as mentioned before, there is
still a possibility that one of the methods yield a better/worse result than the other. In
order to put a numerical value to the performance of each of the methods the reduced
mechanisms for each method they are simulated and compared to AramcoMech 2.0 detail
mechanism with a separate evaluation algorithm. The results of the evaluation process
can be seen in Fig.8, which shows how the simulation time is affected by the mechanism
size, how the accuracy compared to AramcoMech 2.0 is affected by the size of mechanism
size, and how the accuracy is affected by the response score of the mechanism, respectively.
The figure does not show any major discrepancy between the new and the old method.
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Figure 7: Shows a series of response values for the old and new RMSE normalization method.
The figures shows, from left to right, σinput = 4, 5, 6 and σtarget = 5.

Table 1: Table showing the size
and response for different mechanisms
found using the old and new method.

Method Response Size

Old 0.574 30
Old 0.710 31
Old 0.831 35
Old 0.840 49
Old 0.861 52
Old 0.903 65
New 0.397 35
New 0.744 37
New 0.774 38
New 0.789 42
New 0.790 44
New 0.815 47
New 0.837 49
New 0.860 64

The simulation time as affected by the reduced
mechanism size appear to be more or less the same
for both methods, however, it is difficult to give a
definite conclusion due to the small amount of eval-
uated mechanisms and the somewhat sporadic dis-
tribution. The accuracy compared to AramcoMech
2.0 as affected by the size of the reduced mecha-
nism are once again more or less the same for both
the old and new method. This plot is less sporadic
than the previous one and seem to follow a logarith-
mic behaviour, however, once again it is difficult to
judge if this is the actual behaviour due to the few
evaluated mechanisms. The accuracy as affected by
the response score given by the response method is
more slightly more differentiating between the old
and new method, where the old method show a
steeper linear behaviour than the new method for
low accuracies. This means that for low accuracies
the old method will show a higher response than
the new method, which is not wanted. As with the
other cases it is very difficult to draw any concrete conclusions from this result due to the
low number of evaluated mechanisms, however, from the results that are available it seems
as if the response score calculated with the new method is a slightly better representation
of the accuracy of the reduced mechanism.

The reduction process takes a long time, and only two were able to be done during
this project, one for the new method and one for the old method. The reduction process
was made over 150 iterations (epochs) and the resulting time for the new and old method
are presented in Fig.9. The old method took 12 hours and the new method just under 16
hours. As can be seen they are both following a linear behaviour for the most part with
the exception of the new method getting an exponential increase for the last few epochs.
From these results it seems as if the old method is slightly more effective time-wise, but
worth noting is that from a sample size this small it is not possible to draw any concrete
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Figure 8: Top left shows the simulation time as a function of mechanisms size, tp right shows
the accuracy of the reduced mechanism compared to AramcoMech 2.0 as a function of the mecha-
nism size and the bottom shows the accuracy of the reduced mechanism compared to AramcoMech
2.0 as a function of the response score of the mechanism. The accuracy is measured between 1
and −1.

conclusions in this case. If the difference was much greater it would have been possible
to assume that one of the methods are more effective than the other. In order to draw a
more concrete conclusion the reduction process would have to be repeated multiple times
to get a greater sample size to analyse.

The conclusion of the evaluation part of this project is that having a smooth response
landscape produced by a response method will help facilitate the reduction of an N-
dimensional kinetic mechanism as it allows the program to modify parameters in such a
way as to converge onto an ideal reduced mechanism. The efficiency of the newly imple-
mented method for calculating the response score can be concluded to be at least as good
as the old method, with some features that indicate that it is gives a slightly better rep-
resentation of accuracy. These features are difficult to base a certain conclusion around
since there are very few reduced mechanisms available for analysis, however, from the
available data it seems as if both methods are more or less equivalent. In order to come
to a more certain conclusion, more reduced mechanisms facilitated by the two methods
would be required. This is obtained by running the reduction process for each method
several more times in order to find more reduced mechanisms which can be used in the
analysis. With more mechanisms available for analysis the data points in Fig.8 would be
able to be fitted to a mathematical model and from it the efficiency of each method can
be deduced with much greater accuracy.
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Figure 9: Total time passed of reduction process after each iteration (epoch) for the old method
(left) and new method (right).

6 Summary and outlook

Combustion physics is and important research field in order to decrease the pollution and
increase the efficiency of combustion engines to help minimize the effect they have on the
climate. To be able to simulate real life combustion processes with CFD the reaction
mechanisms need to be reduced significantly and there are multiple ways of doing this,
for example skeletal reduction. To further reduced a mechanism it can be beneficial to
separate a reversible reaction into two irreversible ones and analyse them separately. The
method in developed in this paper was unsuccessful in determining the reverse reaction
rates however possible leads as to why where discovered which will be summarized below.

The evaluation of a reduced mechanism is done by a response score function and this
paper showed that having a smooth N-dimensional response landscape can be used to
facilitate the reduction process. This paper also showed that it might be possible to
use the MAE response function alone to evaluate the accuracy of a reduced mechanism.
These are the concluding statements of this paper. Except for the concluding statement
also opened up for new possible research directions. In Sec.5 possible new directions are
presented separately and will be summarize shortly in this section.

The secondary objective of the project, involving the development of a method to calculate
the reverse reaction rates, did not yield results matching the expectation meaning that
there are a few loose ends which further research can be done upon. The main potential
direction is to do a thorough analysis and derivation of the equations used in the method
based in fundamental physical expressions in order to find if some physical phenomena is
unaccounted for or if physical relation have been missed in the method developed.

The primary objective of the project, involving the study of how a smooth response
landscape can facilitate the reduction process, did yield results which indicated that the
newly implemented method is at least as good, if not slightly better, than the old method.
However, due to the few mechanisms analysed the only conclusion possible to be draw
from the results are that a smooth response landscape does facilitate the reduction pro-
cess, but the efficiency cannot be determined conclusively. This opens up for further
study where many reduced mechanisms using different response methods are collected
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and analysed in order to draw a quantitative conclusion of which response method yields
the best reduced mechanisms. In this project only one reduction process per method was
performed. However, in order to draw conclusions regarding the efficiency of the method
in the reduction process more reductions would need to have been done. This is of course
a potential continuation of this project. There is also a possibility to develop new re-
sponse methods using other types of comparison methods, that yield a smooth response
landscape, in order to find a method that require less computational power and hence
lowering the time of reduction, for example study the behaviour of MAE more thoroughly
and potentially use it to alone evaluate the response as it captures both the shape and
value.
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Appendices

A File formats

A.1 NASA thermodynamic format

Figure 10: An example look at the NASA thermodynamic data format for different species.
This figure show the thermodynamic data for the species N2 and H2

A.2 ACO93 example mechanism - reactions 1-6

Figure 11: Shows first 6 reaction in the example ACO92 mechanism used to calculate the
reverse reaction rates. The first column of numbers represent the pre-exponential factor A,
the second column represents the temperature dependence n and the final column the activation
energy Ea.
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B Response landscape and reverse reaction rates

B.1 MAE for low σinput

Figure 12: Shows the response value for MAE when two Gaussians with different σ, target: 5
Input: 2 and 1.8, are compared by sliding one of them over the other.

B.2 kr plots for reactions 3-6 in ACO93

Figure 13: Shows the forward, actual reverse, and calculated reverse reaction rates, kf , kr act,
kr calc, as a function of the inverse temperature, 1/T . From top left top bottom right, shows the
3rd-6th reaction in ACO92 mechanism
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