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ABSTRACT 

 

The purpose of this thesis is to investigate how companies with an explicitly stated long-

term investment strategy manage their capital in comparison to companies without such a 

statement. The research addresses the topic by analysing leading US companies in the following 

areas: Short-term vs. long-term perspectives, leverage, earnings & share price, capital structure 

and capital expenditures. We find that that an explicitly stated long-term investment strategy 

may be indicative towards more conservative capital management. However, our research also 

shows that financial data alone is insufficient in tackling this complex issue. 
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1. INTRODUCTION 

One of the primary responsibilities of the CEO of any major corporation is to articulate 

the company’s financial goals as a tangible focus for its business mission and strategy. In 

theory, these goals are imposed by shareholders through stock market responses to company 

performance. In practice, they are deeply rooted in the CEO’s values, and they draw persuasive 

power from the depth of that conviction (Donaldson, 1985). Reaching these organisational 

goals may be challenging to say the least, due to a number of reasons. Industry dynamics, 

individual management cognitive capabilities, agency issues, external economic environment, 

short-termism, firm size and diversification all play a role. 

         Because most business activity involves the utilization and/or generation of funds, 

important management decisions in all areas inevitably have financial implications. Not only 

must these implications be understood and taken into account in reaching a balanced decision, 

but also varying interests must be coordinated if the company is to achieve financial success 

(Donaldson, 1960). Investment capital is precious, and there will never be enough to go around 

(Leinwand, Mainardi & Kleiner, 2016). The role of corporate financial decisions is a key aspect 

of strategic management, but somewhat overlooked. Many people pass their entire business 

careers in happy ignorance of the financial clockwork of the organisation with which they are 

associated, scarcely aware of its existence except for the comforting “tick” of their monthly 

paycheck (Donaldson, 1960). The difference between success and failure for many a company 

lies in the caliber of its financial policies (Baldwin, 1964). 

The problem of deciding whether it is wise and proper for a business corporation to 

finance long-term capital needs through debt, and, if so, how far it is safe to go, is one which 

most boards of directors have wrestled with at one time or another. For many companies, the 

debt-capacity decision is of critical importance because of its potential impact on margins of 
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profitability and on solvency. For all companies, however large and financially sound they may 

be, the decision is one to be approached with great care (Donaldson, 1978). When companies 

face economic downturns (which most companies inevitably do at some point), high amounts 

of debt coupled with insufficient cash funds magnify the troubles to a great degree. Maintaining 

prudence in financial decision-making is of utmost importance, even during economic boom 

conditions. By prudence we mean carefulness, not over-leveraging and taking the long-term 

perspective, even if it comes at the cost of short-term earnings growth. 

         A main cause for corporate financial distress is short-termism. One way for firms to 

sustain a competitive advantage is to pursue good long horizon investments, but many scholars 

have expressed concern that large corporations fail to perpetuate this advantage in the 

misguided effort to raise quarterly or annual profits instead of a firm’s long-run value (Souder 

& Shaver, 2010). Graham, Harvey & Rajgopal (2005) have found substantial evidence on short-

termism in their study of 400 CFOs, where 78% of respondents were willing to give up positive 

net present value (NPV) projects if it meant missing quarterly earnings expectations. This 

suggests a time-based agency problem (Flammer & Bansal, 2017). Whether a business should 

be run for short-term results or the long run, is fundamentally also a value question that 

management is responsible for (Drucker, 2001). 

The purpose of this study is to identify possible patterns in capital management of 

successful companies. Based on the previous literature, which encompasses various aspects of 

resource management, capital structure and its components, this thesis seeks to answer the 

question:  

“Do companies with an explicitly stated long-term investment strategy to stakeholders, 

manage their capital more prudently than companies without such a statement?”  

The study seeks to link financial decisions and strategy, by looking into top US 

companies and how their stated long-term investment strategy influences capital management. 
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The study brings together long-term strategic directions and capital structure decisions within 

a company. More precisely, the thesis outlines the importance of leverage and whether a clearly 

predetermined investment strategy leads to cautious capital management and decision-making.   

The research is of open nature, since all data and theoretical frameworks used are 

publicly available online. Therefore, the research aims to answer the research question by 

testing hypothesis on real-life companies. With that in mind, this thesis contributes to areas of 

finance and strategic management by adding on previous research as well as providing practical 

application of prior theories. The results of the research provide both theoretical and managerial 

insight. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 4 

2. LITERATURE REVIEW 

The theoretical review consists of literature revolving around key topics that concern 

managerial decision-making. The first section shows the contemporary importance of the link 

between strategic decision-making and its financial implications. It will also cover the role of 

transparent corporate disclosure and why it matters. Evidence suggests that investment 

decisions impact a firm’s strategic positioning and communicating clearly with stakeholders is 

important not just from an ethical point of view, but also beneficial for the economy in general 

(Porter, 1992; Sherman & Young, 2016). 

The second section will analyse corporate risk, but more specifically, illuminate on what 

role debt plays in risk exposure. Risk may be measured in many ways, but we classify excess 

leverage as increased risk due to higher possibility of default. As cash flows may be 

unpredictable, firms need to be wary of rising corporate debt (Donaldson, 1978). 

The third section will dive into short-term versus long-term decision-making and the 

trade-offs implied. Short-termism plagues corporate decision-making, and too frequently the 

pursuit of short-term earnings destroys value (Mauboussin & Callahan, 2015). 

The fourth section is on capital structure and how firms choose to finance their 

operations; evidence suggests that stability in companies’ debt-equity ratios is beneficial for 

firms (Campbell & Rogers, 2018). 

The fifth and final section will analyse the topic of capital expenditures, as these are 

important costs management needs to consider when conducting operations. The academic 

literature on the topic is somewhat inconclusive, but there is some evidence to suggest that 

capital spending fluctuates according to the prevailing economic environment (Ozkan, 2001). 
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2.1 The Link Between Strategic Decision Making and Corporate Finance 

We define strategy as the integrated set of choices that position the firm to create greater 

value relative to the competition (Drucker, 2008). It is the creation of competitive advantage 

built by objectives involving a compelling value proposition that prepares today’s business for 

the future. Winning should be at the heart of any strategy, however, no strategy lives forever; 

it can be replicated by the competition, superseded by better ones or completely eviscerated 

(Leinwand et al. 2016; Lafley & Martin, 2013; Hamel, 2012). 

         A company’s planning process sets a number of corporate goals in response to different 

priorities (Donaldson, 1985). This process is by no means straightforward, as it involves 

financial implications. Because a company’s financial goals are so visible and tangible, they 

often become the focal point for tension and dispute at the higher levels of the organisation 

(Donaldson, 1985). Corporate financial strategy concerns how companies raise and deploy their 

funds and an organisation’s business and financial strategies must operate in tandem to deliver 

the value demanded by its shareholders (Bender & Ward 2008). 

         Investment decisions have significant effect on a company’s strategic positioning, and 

it can be the most critical determinant of competitive advantage (Porter, 1992). Wise 

deployment will create value while mismanagement destroys it. An important factor that 

distinguishes companies in creating shareholder value is the quality of investment decisions, 

which are dependent on the quality of the firm’s capital budgeting system (Boquist, Milbourn 

& Thakor, 1998). Agrawal, Gibbs & Monier (2015) find that two-thirds of executives agree 

that the best way for CFOs to ensure their company’s success would be to spend more time on 

strategy. The challenge is the overlapping roles with traditional industry leaders, such as chief 

strategy officers (CSOs) and business unit heads. 

         Since the financial crisis, companies have taken steps to fortify their financial 

positioning. Corporations have strong cash positions on their balance sheets, and how 
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executives choose to invest that capital will drive corporate strategies and determine their 

competitiveness for the next decade and beyond (Jacobs & Shivdasani, 2012). The importance 

of these decisions cannot be emphasised enough, as the Pareto principle seems to be taking 

place: Of a sample of 3,000 large, publicly listed non-financial US firms, companies in the top 

one-fifth of profitability earn about 70 times more economic profit (along with substantially 

greater growth) than those in the middle three-fifths combined (Wilkin, 2015). A corporation’s 

strategy is an evolving target as global markets and technology shift and resource management 

remains the fundamental economic task of corporate management (Bower, 2017). Despite the 

consequences of mismanagement of capital, companies continue to blunder (Boquist et al. 

1998). 

 

2.1.1 The Role of Transparent Reporting to Stakeholders 

Information asymmetry refers to imbalance of information between a seller and a buyer 

(Pettinger, 2017). It is a fundamental concept in economics, but its estimation is challenging 

because private information is generally unobservable (Back, Crotty & Li, 2018). For firm 

stakeholders, it is in their interest to lower information asymmetry in order to build trust. Giving 

more information to existing and prospecting investors generally and doing it in an honest and 

understandable way is good business (Lev, 2011). One challenge to this notion is that financial 

statements can often be presented in more than one correct and legal way (Stancill, 1981) and 

despite reforms, corporate accounting remains murky as companies continue to find ways to 

game the system (Sherman & Young, 2016). 

         There are several ways corporations can make themselves look more profitable to 

investors (Young, 2002). One way to do this is off-balance sheet arrangements which can help 

smooth financial figures from one period to another. Despite this, investors do not always 

possess enough scepticism to rationally interpret accounting numbers (Lander & Auger, 2008). 
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Achieving balanced disclosure can be challenging for companies who may be uncomfortable 

with admitting mistakes or fear it may expose them to criticism or even legal risk (Tennant, 

2015). Management may sometimes believe that access to information is a perquisite to power, 

and thus only they need, or would know how to use sensitive and complex information 

(O’Toole & Bennis, 2009). Additionally, there is the ever-present trade-off between “delivering 

earnings” and the long-term objective of making value-maximising investment decisions 

(Graham et al. 2005). 

         Organisational transparency makes sense rationally and ethically, and it makes 

businesses run more efficiently and effectively (O’Toole & Bennis, 2009). In order for financial 

statements to fulfil their important social and economic function, they must reveal the 

underlying economic truth of a business. To the extent that they deviate from that truth, scarce 

capital will continue to be misallocated and wealth – and jobs – will be destroyed (Sherman & 

Young, 2016). 

  

2.2 Corporate Debt and Risk Exposure 

Excessive leverage may impact a company’s liquidity and thus increase bankruptcy risk, 

meaning a company is unable to meet its debt obligations. Bankruptcy risk is the possibility 

that a company will be unable to meet its debt obligations (Harvey, 2012). Keeping debt levels 

in control is a measure a firm can take in order to be prepared for unforeseen, drastic events. 

To put this into context, a great number of American listed companies that have performed 

remarkably well have also had “near-death” experiences due to major shifts in their industry 

(Taylor, 2016). A typical situation goes as follows: 

 

         “A company enjoys stable success. This success causes shareholders to press 

management to grow by increasing production capacity, moving into new markets, or even 
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making acquisitions, often backing up their demands with offers to fund more equity. 

Simultaneously, the company’s banks are eager to lend to what they perceive to be a sure credit 

risk. Competitors, however, are usually eyeing the very same opportunities. This places market 

shares and margins under considerable pressure, leaving the company very exposed to a 

downturn. When it comes, as it inevitably does, the new factory or subsidiary becomes a burden 

and now the firm struggles to service its increased debt. Eventually, it ends up in breach of its 

borrowing covenants, and faces the imminent prospect of bankruptcy” (James, 2002 p. 43 & 

44). 

         It has long been conventional wisdom that, whatever its troubling side effects, the 

aggressive use of financial leverage pays off in higher company values (Piper & Weinhold, 

1982). It is easy to see that adding debt to the capital structure, in the vast majority of instances, 

increases earnings per share more than does raising the same amount of money from common 

stock. Additionally, it is usually a cheap source of funds for the firm (Sihler, 1971, Donaldson, 

1978). Risk – so far as debt is concerned – is the chance of running out of cash. Since no private 

enterprise has a guaranteed cash inflow, there must always be some risk, however remote, that 

this event could occur (Donaldson, 1978). Andrade & Kaplan (1998) find in their study that 

high leverage is the primary cause of corporate distress. The study also emphasised that poor 

firm and industry performance played a much smaller role, as all of the sample firms in the 

study had positive operating income in the distressed years.   

Long-term debt is money that is owed to a lender for a period of more than one year 

from the date of the current balance sheet (Lancett, 2018). High levels of long-term debt can 

present risks and financial challenges for a company to thrive over time, as capital has to be 

allocated to interest payments instead of other business areas. Additionally, long-term leverage 

limits a firm’s ability to build up a safety network of cash savings to cover unexpected turn of 

events such as decrease in sales (Kokemuller, 2018).  
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Based on the theory above, we hypothesise the following: 

 

Hypothesis 1 (H1): Companies with an explicitly stated long-term investment strategy to 

stakeholders experience lower long-term debt than those companies without such a stated long-

term investment strategy. 

 

2.3 Strategic Implications on Short-Term versus Long-Term Perspective 

A widely accepted paradigm in business and economic activity is the importance of 

long-term perspective. Despite this, short-termism in firms’ investment decision-making has 

not disappeared. A main source of this problem is the continuing pressure on public companies 

from financial markets to maximise short-term results (Barton & Wiseman, 2014). Research 

suggests that companies make fewer, but more profitable investment decisions if shareholders 

have a long-term perspective (Harford, Kecskés & Mansi, 2017). The goal should be to create 

long-term value per share and letting the stock market reflect that value. Companies that dwell 

on short-term stock price and earnings per share boost, frequently make decisions that are at 

odds with creating value (Mauboussin & Callahan, 2015). Large institutional holders play a 

significant role in the problem. Today, they own 73% of the top 1,000 companies in the US, 

versus 47% in 1973. These institutions are not acting like owners and have a narrow view of 

the stock’s value, resulting in corporate boards and management making suboptimal decisions 

for creating long-term value. The short-termism undermines the ability of companies to invest 

and grow, and have far-reaching consequences, including slower GDP growth, higher 

unemployment, and lower return on investment for savers (Barton & Wiseman, 2014). 

Porter & Kramer (2011), argue that there is a constant debate on short-term and long-

term trade-offs which are influenced by capital management, utilisation of resources and 
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strategy which support investment decisions. The desired ultimate goal for most firms that want 

to sustain future success is to grow, but growth is usually stagnating due to short-term profit 

maximising investment policies. The article addressed the obvious issue of narrow-minded 

thinking and short-term outlook that even successful companies follow, in order to optimise 

short-term financial performance. Thus, the long-term strategy suffers, which in actuality slows 

down sustainable value creation in the long run (Porter & Kramer, 2011).  Especially in times 

when the economy is prosperous and peaking, firms become too optimistic and are trying to 

take advantage of the situation by maximising their current profits. This is explained in 

Massenot & Pettincchi’s (2018) research on the German market and how even the most stable 

economies in the world still have troubles with addressing this the issue. However, this 

behaviour is seen in other markets as well, especially in the United States, where narrow, short-

term outlook of the largest companies cause economic crisis situations, which affect the entire 

globe. Additionally, companies’ growth gradually declines with age, which shows that many 

of them fail in planning a sound forward looking strategy (Arkolakis, Papageorgiou & 

Timoshenko, 2017). 

Short-termism in many cases is a corporate governance issue, where management 

strives to boost current performance due to various incentive schemes and benefit plans, which 

underlines well-known agency problems (Shen & Gentry, 2012). These issues reflect into 

capital management, since different business units battle for scarce resources in order to pursue 

their own goals without taking into account what is in company’s best interest. Lee, Wang, 

Chui & Tien, (2018), have found a positive relationship between sound investment policies and 

managerial competencies; having experienced management aligned with corporate strategy and 

objectives as a vital component for success.  

         Therefore, the previous literature suggests that companies without a long-term outlook 

are prone to short-term opportunistic behaviour. This way of acting is characterised by 
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escalating stock prices and earning per share in order to attract investors and gain as much profit 

as possible in the shortest amount of time. This kind of conduct usually translates into increased 

risk and lack of long-term outlook. However, these variables are also subjected to changes in 

the external environment, the efficiency market hypothesis must be addressed prior to the 

hypothesis formulation. In theory, stock prices reflect the discounted value of future cash flows 

to the present. The Efficient Market Hypothesis (EMH)1 suggests that stock prices instantly 

reflect all available information. As a result, efficient markets do not allow investors to earn 

above average returns without accepting additional risk (Nath, 2015). Thus, this theoretical 

debate inspires the following hypothesis: 

  

Hypothesis 2 (H2): Companies with an explicitly stated long-term investment strategy to 

stakeholders experience lower stock price and earning per share growth, than companies 

without such a stated long-term investment strategy. 

 

2.4 Capital Structure 

Evidence suggest that capital structure influences companies’ performance and the 

decision whether to finance projects with equity or debt is never straight forward, hence most 

companies use a portion of both. The trade-off theory is widely used to explain the differences 

between debt and equity financing. Both sides have their advantages (Shahar, Shahar, Bahari, 

Ahmad, Fisal & Rafdi, 2015). By using equity as a means of finance a company avoids cost of 

debt and risk exposure arising from economic uncertainties. In the worst scenario, excessive 

debt can lead to bankruptcy.  

 

 

1 We acknowledge that the subject of EMH is fiercely debated both academically and practically. Markets have 

proved to make egregious mistakes and psychological factors influence securities prices (Malkiel, 2003 p. 61). 
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On the other hand, companies use debt financing to lower their tax burden, which could 

be leveraged rather efficiently for financing new projects, especially if the company is liquid 

enough to pay off its creditors. Liu (2017) in its model tests the theory and supports the fact 

that companies perform better in the long-run if they are able to manage their debt to equity 

ratio appropriately. The study suggests that there should be a predetermined optimal ratio the 

company should follow and adjust to different circumstances. 

Although companies use different strategies when it comes to capital structure, there are 

some patterns that occur more frequently. Campbell & Rogers (2018) in his research finds that 

companies tend to perform better if their debt to equity ratio is less volatile. Furthermore, 

companies’ strategy should monitor debt-levels, thus at the same time managing capital 

structure volatility. The evidence suggests that firms that frequently alter their capital structure 

risk underperformance in relation to their peers.  

The current conditions within an industry appear to be highly influential while deciding 

on capital structure and investment policies. Leary & Roberts (2014), in their study show how 

companies shape their capital structure, by mimicking the competition. Likewise, Park, Yang 

& Yang (2017), have found a significant correlation between capital structure and market 

competition. Companies are pushed by peers to act in the similar manner in order not to fall 

behind. Interestingly the study shows a U-shaped quadratic curve when it comes to the industry 

structure. Hence, markets with medium competition have the least peer pressure, because firms 

have yet to establish themselves and find the appropriate strategic position within an industry. 

Therefore, industries that have larger gaps between competitors, experience more capital 

structure imitation and peer effect, since those markets have a clear outline of which companies 

are performing better and which ones are lagging. It seems that the larger the distinction 
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between companies, the more peer pressure on capital management they face (Leary & Roberts, 

2014). 

Strategic directions of competitors and market dynamics have an impact of firm’s capital 

management and investment policies to a large degree. By comparing peers’ stock 

price, companies shape their own strategies and investment strategies. Various research supports 

this notion. Foucault & Fresard (2014), studied U.S. listed companies and came to the 

conclusion that an increase in peer valuation leads to an increase focus on corporate investment 

strategy. Additionally, Chan & Ma (2017), conducted a research with Chinese listed companies, 

and drew the conclusion that stock price volatility changes investment strategy of competitors. 

The literature suggests is still unknown to what degree firm’s follow each other’s footsteps. 

Sometimes companies try to mimic investment policies whereas at other times, just slightly 

adjust to changes in the market. Thus, it becomes clear that capital management and investment 

strategy varies according to external factors of market conditions and competitor positioning.   

Another major influencer on capital structure are the shareholders. Naturally, they 

constantly strive for more return on their investment; hence they prefer to use less debt 

financing. Since there is elevated risk involved with debt, investors can hedge themselves by 

choosing companies with low-debt investment policies (Lu, Hwang & Lin, 2016). Thus, the 

evergreen question is whether there is an optimal debt-equity ratio and do firms have specific 

targets for their capital structure. Chung, Liu & Wang (2017) explains that companies are trying 

to monitor their debt to equity ratios and maintain an optimal level, which could be revised 

according to environment changes. Thus, the study pinpoints high debt levels and greater 

volatility as a bad influence on long-term performance. This is not easy to measure, since the 

nature of the business and the specific industry characteristics influence to optimal amount of 

debt. Some businesses are capital intensive and require more up-front investments such as 
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manufacturing firms. Furthermore, the inherent risk exposure is specific to the business, which 

can create significant differences in cost of capital requirements (Chung, Liu & Wang, 2017). 

The theory emphasises the importance of managing an optimal debt-equity (D/E) ratio. 

Having a stable capital structure is key when taking the long-term perspective, hence an 

appropriate strategy should keep the capital structure in line with a company's long-term 

objectives. Therefore, we hypothesise the following: 

  

Hypothesis 3 (H3): Companies with an explicitly stated long-term investment strategy to 

stakeholders experience less volatility in their capital structure (D/E), than companies without 

such a stated long-term investment strategy. 

  

2.5 The Role of Capital Expenditures 

Capital expenditures (Capex) refer to any spending a company makes on the capital 

assets. Hence, when an economy is expanding, especially after the great recession period, 

companies’ investment more in capital assets with the aim that these expenditures translate to 

profits and growth. The degree of capital expenditures depends on the industry and the nature 

of a business (Maier, Arms, Dannath, & Freyberg, 2010.). Companies that require more intense 

capital for their operations, such as those in heavy industry, need more capital spending 

(Rousseau & Caruso, 2015). On the other hand, asset light industries such as retail, which are 

more labour intensive, generally require less capital spending (Kachaner & Whybrew, 2014) 

For this reason, it is very difficult to compare companies with different backgrounds, because 

they can differ significantly in their capital spending.  Minton & Wruck (2001) find that many 

firms with a low-leverage policy do not remain that way and once they take on debt financing, 

their capex typically increase. Additionally, Ahn, Denis & Denis (2006) find that diversified 
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firms have higher amounts of leverage than their focused counterparts, along with higher capital 

spending.  

As previously mentioned, companies tend to spend more when market conditions are 

favourable, and they expect growth Minton & Wruck (2001). Capital expenditures can be 

expensed through either equity funding or debt funding, therefore capital structure plays a very 

important role when it comes to the decision on how much to spend for new assets, but different 

studies show different results. Galizia and O'Brien (2002) study on European countries also 

show that companies increase their long-term debt in order to finance capital expenditures; 

however, these results varied from country to country. On the contrary, according to Ryan 

(2014) the Standard and Poor’s report, showed that U.S. companies increase their debt at a 

much higher rate than their spending. With that in mind, overall investment in capital 

expenditures falls slightly from one financial quarter to another, which implies that the recent 

financial crisis took a tool on companies, thus they are more risk averse and they do not want 

to embark on high capital spending on risky projects. 

Mixed results show the complexity of the capital expenditure decision-making process, 

and that it is difficult to predict how companies spend their funds on assets. However, there has 

been evidence to support that companies that plan their capital expenditures stick to their 

strategy in the long-run. Ozkan (2001), study on a large sample of more than 300 British 

companies suggest, companies set targets for their capital expenditure and tend to maintain the 

level of expenditures. Adjustments are usually made according to changes in market conditions; 

however, deviations are not that substantial, which suggests that significant costs are incurred 

for drifting away from predetermined targets. Likewise, there is evidence that show managers 

use different return measures to decide on capital expenditures. Gordon & Iyengar (1996) found 

a positive relation between the return on investment and capital expenditures and show how 
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managers use the return on investment indicator increasingly while deciding upon new 

expenditures. 

Therefore, it could be argued that investment strategy influences the development of 

capital expenditures, and that companies with an investment strategy maintain and 

appropriately adjust their capital expenditures in the long-run. From the above, we hypothesise 

the following: 

 

  Hypothesis 4 (H4): Companies with an explicitly stated long-term investment strategy 

to stakeholders experience less volatility in their capital expenditure (CAPEX), than companies 

without such a stated long-term investment strategy. 

 

2.6 Summary of Theoretical Review 

The literature review has covered important aspects of capital management and points 

out the significant link of strategy and finance. In the lights of the financial crisis in the US, the 

level of scrutiny skyrocketed, and the media started paying more attention to companies 

signalling risky behaviour. Even the largest corporations have short-term outlooks and agendas, 

which can hamper long-term success and value creation. This being said, it is of great 

importance for companies to look forward and create strategies which will have long-term 

impact. This does not mean that the theory suggests some companies do not have a long-term 

strategy at all, but it rather pinpoints the importance of transparent reporting of one.            

This literature review puts attention on how firms manage their capital, and do they act 

more prudently. Since markets are rising again, after the financial crisis, the literature suggests 

that it is common place for companies to take on more debt in order to grow their business; 

however, the evergreen question is how much debt the companies can take before it becomes 

too risky.  
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Even though financing with debt could be beneficial, various liquidity problems may 

occur if the company is unable to pay off its debt due. In actuality, if companies increase their 

debt to equity ratio, the capital structure becomes increasingly unstable and theory suggests that 

it might have costly implications in the future. Additionally, excessive debt taking impacts 

capital expenditures to a degree. The view is that companies finance their growth through 

capital expenditures using debt, but this could also be reversed if the company starts struggling 

with liquidity further down the road. This indicated that capital management and sound 

planning is substantially important, hence an explicitly stated long-term investment strategy 

could be a gateway to sustainable future success. Even though it seems as if it is common sense 

to take the long-term perspective, many companies still engage in risky behaviour hoping to 

gain short-term profits at the expense of long-term value creation. To give a visual 

representation of our hypotheses testing, a conceptual framework is provided in the figure 

below: 

Figure 1: The Conceptual Framework of the Thesis 
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3. METHODOLOGY 

 

3.1. Research Approach 

Easterby-Smith, Thorpe & Jackson (2015) identify qualitative and quantitative methods 

as two main approaches to research. However, they also point out the third option of research, 

the mixed research approach which is commonly used to address broad topics that might require 

using different methods throughout a case. This type could be referred to as a hybrid, since it 

has both element of qualitative and quantitative research. Considering the goal of this thesis is 

to analysis and test the impact of long-term strategy through numerical data, we use the 

quantitative approach. This method allows testing of the hypothesis drawn from academic 

literature, which seeks to grasp patterns in data and answer the underlying research question. 

The quantitative research helps in understanding of relationships between different variables 

by using numerical data. Throughout a research the data is gathered to quantify a specifics 

problem and convert it to useable statistics which aid in the hypothesis testing process. These 

results then are used to draw a conclusion about a population based on the extracted sample 

(Brandimarte, 2011).  

According to Bryman & Bell (2011) there is also a distinction between inductive and 

deductive approach to research. For the purpose of this thesis, we pursue the deductive approach 

since numerical data is used to test the hypothesis based on already existing academic literature. 

The hypotheses are developed in order to test certain assumptions; hence, the format of the 

deductive study is gathering the theory, setting hypotheses, performing statistical tests and in 

the end accepting or rejecting the developed hypotheses.  

 

3.2 Research Design and Unit of Analysis 

To effectively address the research problem, the research design needs to integrate 

different components in the study in in a coherent and logical way to constitute the blueprint 



 19 

for data collection, measurement and analysis (de Vaus, 2001). We use cross-sectional design 

in our research. In this design, the data is collected in one point of time and is analysed by 

examining the extent to which variation in the outcome variable is linked with group differences 

(de Vaus, 2001). The idea is to identify special characteristics within a group of comparable 

organisations, rather than to establish relationships. By comparing the two groups, we will be 

able to detect whether there are possible similarities, patterns or substantial differences in the 

data collected.  This type of analysis is based on information gathering and seeks to understand 

the “what” instead of the “why”. Cross-sectional analysis allows the formation of assumptions, 

and test hypotheses (Easterby-Smith et at. 2015). Thus, the main restriction of the cross-

sectional study is that we cannot answer why a certain development has taken place in our 

sample. Nevertheless, the cross-sectional analysis for our study is appropriate, since the thesis 

is observational and descriptive in nature, as we do not seek to determine the cause of changes 

in our variables nor do we recommend a specific course of action from our findings.   

  The Standard’s Poor’s 500 (S&P 500) is a stock market index of the 500 largest US 

companies, which are publicly listed on NYSE or NASDAQ with market capitalisations of at 

least $6.1 billion. It is a capitalisation index; thus, the top 150 companies are the largest 

companies by market cap. Though the Dow Jones Industrial Average (DJIA) is the best known 

and most quoted stock index in the world, it is selective and can be misleading, since it is 

comprised of only 30 stocks, and is thus less representative of the economy (Imbert and 

Bearman, 2018). Over time, the S&P 500 evolves to reflect the makeup of the American 

economy (Waggoner, 2018). Since the index is considered to be the best representation of the 

US economy, its companies are constantly under and increased level of scrutiny and attention, 

especially after the recent crisis. For this reason, the high level of transparency and 

accountability is expected; hence their publicly disclosed data is considered to be reliable.  In 
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2017, the five largest sectors of the index were (in descending order): Information technology, 

financials, health care, consumer discretionary and industrials (Amadeo, 2018).  

  In this thesis, our unit of analysis is large publicly listed companies, thus the sample 

comprises of the top 150 companies listed in the S&P 500 index. Due to time constraints of the 

study, we are unable to analyse all 500 companies in the index, but a sample of 150 should give 

a solid data on the development of variables being measured and aid in tackling the research 

question. 

 

3.2.1 Defining Long-Term Investment Strategy 

In order to quantify the consequences of firm investment decision making in the long-

term, a period of five years starting from 2012 to 2016 is used. The data is gathered from reports 

in the years 2012 and 2016. The reason for using five years between is in the authors’ view a 

period where long-term developments start to become clearly visible and it is a common 

performance measuring period in general (Schmidt 2018, Dobbs & Koller 2005, BDC 2018). 

In order for the research to be as recent as possible, the years 2012 and 2016 are used, and 

necessary quantitative data will be publicly available. Furthermore, the previously mentioned 

period has be quite stable and the economy has been growing steadily; thus, any form of 

distortion such a major recessions or crisis periods are not influencing the data used in the 

study.    

The academic paradigm is that business performance can be measured quantitatively on 

a variety of measures. What is beneficial for a firm is not necessarily so for the shareholder and 

vice versa. Because of inherent differences in performance measures, the literature examined is 

crudely divided into a business and shareholder perspective, namely Return on Invested Capital 

(ROIC) and Return on Equity (ROE). To maintain and sustain these measures at healthy rates 

requires thoughtful capital management and deployment. 
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Return on Invested Capital. The most successful businesses by far are those that have 

high returns on capital (Buffett, 2009). The higher the return on invested capital over its cost of 

capital, the more valuable the business. The importance of high returns on capital is fully 

revealed when we think about reinvestment and business growth. Businesses must constantly 

reinvest capital to maintain existing production capability (Gray & Carlisle, 2013). ROIC 

represents the most important measure of management ability and is often just as important as 

growth – and occasionally even more so – as a measure of value creation (Hackel, 2010; Cao, 

Jiang & Koller, 2006). 

  Return on Equity. The ROE tells you what percentage of profit is made for every dollar 

of equity invested in the company (Gallo, 2016). ROE tells investors how effectively their 

capital is being reinvested and for the most part, the higher a company’s return on equity 

compared to its industry, the better (Wilkinson, 2013; Kennon, 2017). The primary test of 

managerial economic performance is the achievement of a high earnings rate on equity capital 

employed (without undue leverage) and not the achievement of consistent gains in earnings per 

share (Buffett, 1980). 

In this thesis, we categorise firms into two groups, those that have an investment 

strategy explicitly stated in their annual reports and those that do not. The ones that have, 

mention at least one of the following terms in their annual reports as goals to be reached or 

levels to be maintained: “Return on Invested Capital (ROIC)”, “Return on Equity (ROE)”, 

“Capital Allocation”. By stating these targets in their annual reports companies show their 

prospect and long-term outlook, thus they are considered to have a long-term investment 

strategy.    

 

3.3 Data Collected  

According to Sekaran & Bougie (2016) there are two data types that could be used for 

research. The first type is primary which refers to the data that is gathered directly by the 
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researcher. This could be achieved by conducting various types of surveys or interviews to 

extract information about organisations. On the other hand, there is secondary data, which is 

gathering information that has already been processed and recorded by someone else. This is 

usually done by collecting public data, which could be easily accessible through different online 

search engines. Since, this research seeks to draw conclusions from a large sample of 150 U.S. 

public companies, we use secondary data exclusively.  

All information is gathered through annual reports available online, thus there is no 

primary data collected for this study. Considering that the entire data is extracted from 

companies reports, Easterby-Smith et al. (2015) describe this approach as archival research, 

where all information used for analysis derives from governmental and organisational public 

documentation. The main reason for using secondary, archival data is because of the 

convenience and accessibility. Due to the limited amount of time for the project, this method 

allows the research to gather enough data on a substantial sample size in order to perform the 

necessary hypotheses testing. Once the data is gathered, it is translated into independent and 

dependent variables. According to Easterby-Smith et al. (2015) independent variables are 

independent from the observation and they are causing the effects which are observed, whereas 

dependent variables ought to be predicted by the research. In this case the independent variable 

is the long-term investment strategy, since the research wants to test the effect of the strategy 

on capital management. Other variables derived from the literature are dependent, since they 

are believed to develop according to the investment strategy. These variables represent the 

measures extracted from financial statements found in annual reports, upon which the analysis 

and hypotheses testing in based on. 
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3.4 Measures Collected 

Once the independent variable is set and companies are grouped in accordingly, we start 

the measures collection by going through companies’ financials stated in annual reports of the 

years 2012 and 2016. Each of the four hypotheses derived from the literature review test a 

specific measure between the groups, with an exception of the second hypothesis which tests 

two measures.  

 Hypothesis 1 (H1) is testing the long-term debt measure, thus this line item is taken from 

the balance sheet of each company in the year 2012 and 2016. The change in the balance that 

happened within this time span is calculated as a percentage change using Microsoft Excel 

software. Companies that did not have any long-term debt on their balance sheet in one of the 

years were given a 0 for that specific year thus the change for such cases was 100 percent 

increase or decrease depending on the year in which they had no long-term debt. Furthermore, 

if a company had no long-term debt in any of the two aforementioned years, the percentage 

change value was automatically 0. We only incorporated the line-item which was explicitly 

labeled as long-term debt or obligation without further investigating balances named “other 

liabilities”, since they could encompass various types of liabilities.  

Hypothesis 2 (H2) is testing the growth of stock values and earnings. For the stock price 

growth, we took the historical share prices for all companies at the first trading day of 2012 and 

the trading day of 2016 from Yahoo!’s finance database. These number were once again 

calculated as a percentage change over the years for each company through Microsoft Excel. A 

couple of companies in the sample went public later in 2012, thus for such cases we used the 

day they went public as a starting stock price. Additionally, this hypothesis considers the 

earnings growth, thus the earnings per share (EPS) measure was extracted from annual reports 

and the percentage change was calculate. To be more precise the diluted earnings per share is 

taken and the reason for using diluted EPS instead of basic is to give more accurate portrayal 
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of EPS development, since EPS may be subjected to different accounting policy of a company 

(Menon, 2013).  

Hypothesis 3 (H3) tests the capital structure of companies. The choice between equity 

and debt financing of operations is a capital structure decision, thus the debt to equity ratio 

(D/E) is used to grasp the volatility over the determined timeframe. Though D/E ratios may 

differ between industries, the main purpose of this research is to analyse how debt to equity 

changes during the measuring period. The D/E ratio is derived from the balance sheet stated in 

annual reports by finding total liabilities and total shareholders’ equity and dividing them. The 

procedure for calculating the debt to equity ratio is the same for each company; however, there 

are companies that run on a shareholder deficit, therefore they are excluded from the sample 

for this particular test, since the debt to equity ratio cannot be calculated.      

 Hypothesis 4 (H4) the last test uses capital expenditures as a measure. The variable is 

taken from the annual reports as a line item usually named capital expenditures or spending. In 

some cases, companies did not disclose the entire amount of their capital expenditures, thus as 

a substitute we use R&D or property, plant and equipment expenditures. Depending on the 

nature of the business, capital expenditures can vary significantly. Some service companies 

have very small to no capital expenditures, thus there are companies, especially financial 

services, that did not report their capital spending in their annual reports. These companies are 

omitted from the sample for this test exclusively. As well as for all previous measures, capital 

expenditures are measured at two points in time, and the percentage change is calculated using 

Microsoft Excel software.    

 

3.5 Statistical Tests     

Once the companies are divided in two groups (based in investment strategy) and all the 

measures mentioned above are extracted from annual reports, the statistical tests are performed. 

First and foremost, the descriptive statistics is calculated using SPSS software package. 
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According to Salvatore & Reagle (2001) every quantitative research requires preliminary 

descriptive analysis which serves a cornerstone of the study. The descriptive statistics are 

eminently useful, since they show basic characteristics and summarise the data used in the 

research. For this particular study we seek to find measures of central tendency (mean), along 

with measures of spread (range, standard deviation and variance) for each sample and variable 

within that sample, in order to understand whether there are any patterns or similarities in the 

distribution of these variables.     

 Following the descriptive analysis, is the test of statistical significance. In order to grasp 

whether there is a significant difference between the two groups, the means of each measured 

variable needs to be compared. To compare these means, we use the t-test statistics. Also known 

as the student’s t-test, it compares the means of two groups (Salvatore & Reagle 2001). 

However, the ANOVA (Analysis of Variance) test could also be performed for mean 

comparison, but the ANOVA is usually used for multiple variables at the same time (Moore, 

2009). Since we only test a single variable at a time, the t-test is reliable enough to produce 

useful results. Furthermore, the decision to do this particular test is based on the characteristics 

of two groups taken for this analysis. The groups are normally distributed, independent and 

large enough (n ≥ 30) for the t-test to be conducted. All parameters are measured in exactly the 

same way for both groups and the shape of distributions are similar.  

Each hypothesis is phrased in the same way; thus, all tests undergo the same procedure. 

First, we need to conclude whether the two groups have significantly different means, hence 

the null hypothesis states that μ1 = μ2, meaning that if the initial position is not rejected there is 

no difference between means or that there is a difference which is not statistically significant 

enough to draw any concrete conclusions. On the other hand, each alternative position is based 

on the literature, meaning that we assume that one mean is either higher or lower than the other. 

If there is enough evidence to reject the null hypothesis, we would not reject the alternative 
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hypothesis, thus we vouch for our premise to hold true at a certain level of significance. 

Therefore, by plugging the numbers into the formula for t statistics and comparing that value 

with the critical point, we will be able to test our hypotheses, which is vital for answering the 

posed research question. The most common levels of significance used for t-tests are 0.05 and 

0.01. Since there are four hypotheses based on the reviewed literature, t-tests are performed 

independently from one another for each of the premises.   

 

3.6 Validity and Reliability 

 

3.6.1 Internal Validity 

The internal validity shows to a what degree the results of the study aid in drawing 

unambiguous conclusions (de Vaus, 2001). In other words, the internal validity, also called 

credibility, looks into the data selection, groups selection and tests which are performed in order 

to establish whether the study is legitimate. According to Willis (2007) the degree of internal 

validity refers to how the research can be replicated. For quantitative type of study this could 

be assessed by testing triangulation, which according to Altrichter, Feldman, Posch & Somekh 

(2008) gives a more detailed representation of the study. According to Denzin’s (1978) 

“Sociological Methods” triangulation can take four elementary forms: 

 Data triangulation – refers to cross checking the data using different sources in order 

to assure accuracy. However, considering the scope of the thesis and the limited time the data 

triangulation is weak, since everything than was gathered comes from public annual reports.  

 Investigator triangulation – means that the research involved more than one researcher 

while checking the data. Even though, our research did not involve many researchers, there is 

a decent degree of investigator triangulation, since all data used for hypothesis testing was 

double-checked by both researchers.   
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 Theory triangulation – refers to incorporating various theoretical frameworks and to 

describe a certain situation. With regards to this type of triangulation, our study has a high 

degree of it, since there is no cornerstone theory or study which the thesis revolves around. 

Each hypothesis is derived by taking into consideration various theories and sources. 

 Methodological triangulation – The last type refers to the number of methods used 

whilst collecting data. This research is exclusively quantitative, and all the data is extracted 

from companies’ annual reports using the same method, thus the degree of methodological 

triangulation is rather low.    

  Overall, the internal validity of our study may be described as moderate, since it has 

two out of four triangulation types. Even though theory and investigator triangulation exist, we 

acknowledge that the use on only one method for the study and data collection could have a 

possible impact on the hypothesis test results, which are to follow.  

 

3.6.2 External Validity 

Also known as transferability, external validity addresses the issue of results validity 

and can they be applied to a different setting (Last, 2001). In other words, the degree of 

generalisability of the research is measures through external validity. According to Mohajan 

(2017) there are four components which can increase external validity of a study.  

 Random selection – influences generalisability directly, since it refers to how well the 

sample chosen represents the entire group. Considering, we had a predetermined agenda to test 

top 150 companies of the S&P 500 there was no random selection, thus we cannot safely say 

that the results would be the same if we were to take mid or bottom 150 companies from the 

index.  

 Heterogeneous groups – refers to whether there was any specific characteristics used to 

allocate data into different groups. In our case the only distinction was made between 
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companies that do state and do not state their investment strategy, since that is the gist of the 

entire study. However, no other distinctions were made, thus the two groups are rather diverse, 

since companies within the same groups come from various industries and backgrounds. Thus, 

the groups can be considered heterogeneous which increases external validity of the research.  

 Non-reactive research – indicated the degree to which researchers’ engagement with 

companies or individuals influence the results of the study. Considering that we do not have a 

specific case study, and that we have no direct involvement with any of the companies in the 

sample, this effect does not influence our research.  

 Precise description –  refers to how well the entire research process is explained so that 

it could easily be replicated by other researchers. The previous section describes the whole 

process and data and measures collection, as well and how the statistical test is performed; thus, 

it would be easy for anyone to replicate this study.  

       The degree of external validity is moderate. The sample size is large enough to draw 

conclusions from, due to substantial heterogeneity and variety of measures included. While the 

sample is not made up of all 500 companies in the S&P 500 index, it still represents almost a 

third of the index. Our research methods and approaches are also highly replicable, further 

increasing external validity. Nevertheless, we must acknowledge the fact that the companies 

were not chosen at random, which could decrease the overall generalisability of the study.  

 

3.6.3 Reliability  

Reliability refers to the inherent repeatability and generation of results of the research, 

where other researchers would use the same methods under similar conditions (Shuttleworth, 

2018). According to Blumberg, Cooper & Shindler (2005) properties of reliability are 

consistency, precision and repeatability; hence, an increase in any of the three contributes to 

higher reliability. The ability to be objective and reduce any possible subjective judgement 

during the process is vital for conducting reliable research. Therefore, studies that are of 
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quantitative nature are usually more reliable than qualitative studies, since there is less room 

for interpretation. Even though, validity requires measures and tests performed to be reliable, a 

research model can be reliable but not valid, which means reliability of the date is quintessential 

for any research (Kimberling & Winterstein, 2008).   

According to Mohajan (2017) the reliability of a thesis can be measured through 

stability and internal consistency reliability. 

Stability – refers to how stable the measures of the tests are, and if the same result is 

achieved when measured again using the same test in the future (Allen & Yen, 1979). This 

could be evaluated by using the test-retest reliability. The stability is strong in our case, since 

all data gather is archival, and the mean comparison test is basic and universally accepted. Thus 

we can say than neither measures nor tests performed will alter in the future, meaning that the 

retesting will give the same outcome.  

Internal consistency reliability – measures the consistency of data collection through 

either inter-rater consistency or split-half reliability. The inter-rater consistency captures 

whether the way the data is collected can differ if another researcher or observer conducted the 

same research (Keyton, King, Mabachi, Manning, Leonard & Schill, 2004). In this case data 

was cross checked by two researchers who came up with the same measures which increases 

reliability to a degree; however, this does not mean that every researcher conducting the 

research will generate exactly the same measure due to subjective judgement of an individual. 

On the other hand, the split-half reliability splits the data in half, and measures the same thing, 

but it is usually used when the testing process is very long and robust (Ganesh, 2009); thus, this 

method for assessing consistency does not apply in this thesis.   

Overall, we consider our study to rank high in term of reliability, since the data is 

secondary, archival and all test performed are standard in the field. Financial statements are a 

snapshot in time, and thus the data they provide should be treated at their stated value. However, 
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there is always a degree of subjectivity, since researchers’ judgements may differ. In the case 

of this particular study the nature of the research is quantitative, thus there is less room for 

possible biases. Nonetheless, the straightforward research model gives a high degree of 

replicability and the overall results should be the same in the future, if a researcher collects the 

data in the exact same way and performs the statistical tests in the same manner as they were 

conducted in this thesis. 
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4. RESULTS 

 

4.1 Descriptive Statistics Results 

 As a preliminary step in the thesis we seek to find measures of central tendency (mean), 

along with measures of spread (range, standard deviation and variance) for each sample and 

variable within that sample, in order to understand whether there are any patterns or similarities 

in these variables.  

• Interpreting the descriptive statistics of the entire dataset  

Table 1: Summary of the descriptive statistics of the entire dataset 

 

The table above provides a summary of five variable for the entire sample used in 

answering the research question. N represents the number of observation, which was initially 

150 companies; however, some companies had a shareholder deficit or did not disclose their 

capital expenditures, thus SPSS excluded them from the analysis. Therefore, D/E percentage 

change and capex percentage change column have less observation even though they derive 

from the exact same data set as the other three variables.  

The range shows the actual difference between the minimum and the maximum value, 

which grasps the entire spread of observations for each variable. Since the S&P 500 comprises 

of various different companies at different stages and from different industries, it is not unusual 

to see such major spreads in all variables. One variable that stands out significantly is the 

earnings per share percentage change which increased over three times in the span of five years. 

Nevertheless, all variables support the state of the US economy at the time of observation, since 
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the markets are booming companies on average take on more debt and increase expenditures in 

order to take advantage of the situation and increase their stock price and earnings. We can see 

a noticeable increase especially in the long-term debt and earnings per share growth, which 

could have indicated riskier behaviour in order to obtain short-term gains.  

 

• Interpreting the descriptive statistics of companies with a stated investment strategy   

 

Table 2: Summary of the descriptive statistics of companies with a stated investment strategy  

 
 

The first group comprises of companies with a stated investment strategy, and the 

hypotheses based on the literature presume that they are more cautious with their capital 

management, thus they experience slower growth with less debt taking and a more stable 

spending and capital structure. The descriptive statistics showed that these companies do 

experience lower growth and debt developments than the average of all companies taken for 

the study; however, the capital expenditure development showed opposite results, meaning that 

companies with a stated investment strategy increase their expenditures more than the overall 

average. The long-term debt increase and the earnings per share increase was noticeably 

different than the overall average with less noticeable differences for the other three variables. 

Another, noticeable observation is each variable has a standard deviation over 100, which 

indicates that the companies are spread out and that some are significantly far away from the 

average. Especially, the capital structure which has a range of 4471 percent show a wide array 

of possible financing options companies can take. Even though the results show more prudent 

capital management in companies with a stated investment strategy than the average of all 
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companies taken into consideration, there is a high number of exemptions that do not follow 

any specific pattern.    

 

• Interpreting the descriptive statistics of companies without a stated investment strategy 

 

   

Table 3: Summary of the descriptive statistics of companies without a stated investment strategy 

 
 

The second group of companies are the ones without a stated investment strategy, thus 

the assumption is that they are more likely to mismanage their capital. This means that they are 

prone to taking more debt in order to boost short-term growth. The descriptive analysis on the 

group shows that there are some signs of riskier behaviour, since they on average take on almost 

four times more debt than their peers from the first group. Additionally, the earnings per share 

increased on average about four times in just five years, which is significantly more than the 

first group. However, the stock price increase is higher in this group, but just by a couple of 

percent, which is also the case for debt to equity ratio. The only variable which had a mean 

lower in the second group than the first group was capital expenditures, which suggests that 

these companies spend less, even though they take on more debt.      

Standard deviation and Range for all five variables are very high and much higher than 

the first group. This suggest that companies without a stated investment strategy are even more 

spread out, thus there are companies that stand out especially by their earnings growth pace 

which ranged from -336 to 34800 percent. Likewise, long-term debt and debt to equity ratio 

development differ between companies significantly, hence it is not possible to spot any 

patterns or come to any valid conclusions. Even though the numbers are escalating in the second 
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group more than compared to the first one, the statistical significance of these differences could 

not be known without further testing.   

 

4.2 Hypothesis Testing Results  

 

• Long Term Debt Hypothesis (H1) 

 

H (1) Companies with an explicitly stated long-term investment strategy to stakeholders 

experience lower long-term debt than those companies without such a stated long-term 

investment strategy. 

 

Mathematical formulation of the hypothesis: 

H0: μ1 = μ2; ⇒ μ1 - μ2 = 0 

H1: μ1 <μ2; ⇒ μ1 - μ2 <0, thus a left tailed t-test is used for this hypothesis 

Therefore. by plugging in the values from the SPSS table above we get the t value of -1.62 for 

this hypothesis.  

Testing at the 0.05 level of significance  

 

Figure 2: Left-tailed student t-test distribution H1 

 

 

  

t > t critical, (- 1.62 > -1.684), thus the result falls into the white, accept region.  
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In order to double check our test we use SPSS independent t-test to compare the p – value of 

the statistic to the level of significance.  

Table 4: SPSS independent samples test for hypothesis 1 (H1) 

 

 

Since our variances are not assumed to be equal we use the results from the second row of 

the Independent Samples Test table.  

Sig. – represents the p value of the test, which should be, in our case, divided by 2 since we 

only test a left-tail side. 

p > α, (0.054 > 0.05), since the p value is greater than the level of significance, the result 

falls into the white, accept region.   

At 0.05 level of significance the null hypothesis not rejected, hence the alternative 

hypothesis is rejected; thus, automatically we accept the null hypothesis at 0.01 level of 

confidence. This result indicates that the difference in means between the two groups is not 

statistically significant in the Hypothesis 1.  

 

• Short-Term Versus Long-Term Perspective Hypothesis (H2) 

 

H (2)  Companies with an explicitly stated long-term investment strategy to stakeholders 

experience lower stock price and earning per share growth, than companies without such a 

stated long-term investment strategy. 
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Mathematical formulation of the hypothesis (for both stock price and earnings per share): 

H0: μ1 = μ2; ⇒ μ1 - μ2 = 0 

H1: μ1 <μ2; ⇒ μ1 - μ2 < 0, thus a left tailed t-test is used for this hypothesis 

Therefore. by plugging in the values from the SPSS table above the t value equals – 0.32 for 

the stock price variable and -1.01 for the earnings per share variable.  

 

Testing at the 0.05 level of significance for the stock price variable   

 

Figure 3: Left-tailed student t-test distribution H2 (stock price) 

 

 
 

t > t critical (- 0.32 > -1.684), thus the result falls into the white accept region.  

In order to double check our test we use SPSS independent t test to compare the p – value of 

the statistic to the level of significance.  

Table 5: SPSS independent samples test for hypothesis 2 (H2), (Stock Price) 

 

 Since our variances are not assumed to be equal we use the results from the second row of 

the Independent Samples Test table.  
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Sig. – represents the p value of the test, which should be, in our case, divided by 2 since we 

only test a left-tail side. 

p > α, (0.375 > 0.05), since the p value is greater than the level of significance, the result 

falls into the white, accept region.   

At 0.05 level of significance the null hypothesis not rejected, hence the alternative 

hypothesis is rejected; thus, automatically we accept the null hypothesis at 0.01 level of 

confidence. This result indicates that the difference in means between the two groups is not 

statistically significant in the Hypothesis 2 for the stock price variable.  

 

Testing at the 0.05 level of significance for the earnings per share variable   

Figure 4: Left-tailed student t-test distribution H2 (earnings per share) 

 
 

t > t critical (- 1.01 > -1.684), thus the result falls into the white accept region.  

In order to double check our test we use SPSS independent t test to compare the p – value of 

the statistic to the level of significance.  
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Table 6: SPSS independent samples test for hypothesis 2 (H2), (Earning Per Share) 

 

Since our variances are not assumed to be equal we use the results from the second row of 

the Independent Samples Test table.  

Sig. – represents the p value of the test, which should be, in our case, divided by 2 since we 

only test a left-tail side. 

p > α, (0.157 > 0.05), since the p value is greater than the level of significance, the result 

falls into the white, accept region.   

At 0.05 level of significance the null hypothesis not rejected, hence the alternative 

hypothesis is rejected; thus, automatically we accept the null hypothesis at 0.01 level of 

confidence. This result indicates that the difference in means between the two groups is not 

statistically significant in the Hypothesis 2 for the earnings per share variable.  

 

• Capital Structure Hypothesis (H3) 

 

H (3) Companies with an explicitly stated long-term investment strategy to stakeholders 

experience less volatility in their capital structure (D/E), than companies without such a stated 

long-term investment strategy. 

 

Mathematical formulation of the hypothesis: 

H0: μ1 = μ2; ⇒ μ1 - μ2 = 0 

H1: μ1 <μ2; ⇒ μ1 - μ2 <0, thus a left tailed t-test is used for this hypothesis 
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Therefore. by plugging in the values from the SPSS table above the t value equals – 0.07 for 

the capital structure volatility. 

 

Testing at the 0.05 level of significance: 

Figure 5: Left-tailed student t-test distribution H3 

 
 

t > t critical (- 0.07 > -1.684), thus the result falls into the white accept region.  

 

In order to double check our test we use SPSS independent t test to compare the p – value of 

the statistic to the level of significance.  

Table 7: SPSS independent samples test for hypothesis 3 (H3) 

 

Since our variances are not assumed to be equal we use the results from the second row of 

the Independent Samples Test table.  

Sig. – represents the p value of the test, which should be, in our case, divided by 2 since we 

only test a left-tail side. 
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p > α, (0.474 > 0.05), since the p value is greater than the level of significance, the result 

falls into the white, accept region.   

At 0.05 level of significance the null hypothesis not rejected, hence the alternative 

hypothesis is rejected; thus, automatically we accept the null hypothesis at 0.01 level of 

confidence. This result indicates that the difference in means between the two groups is not 

statistically significant in the Hypothesis 3.  

 

• Capital Expenditures Hypothesis (H4) 

 

H  (4) Companies with an explicitly stated long-term investment strategy to stakeholders 

experience less volatility in their capital expenditure (CAPEX), than companies without such 

a stated long-term investment strategy. 

 

Mathematical formulation of the hypothesis: 

H0: μ1 = μ2; ⇒ μ1 - μ2 = 0 

H1: μ1 <μ2; ⇒ μ1 - μ2 <0, thus a left tailed t-test is used for this hypothesis 

 Therefore. using the values from the SPSS table we compute the t value of 0.47 for the capital 

expenditures variable. 

Testing at the 0.05 level of significance: 

 

Figure 6: Left-tailed student t-test distribution H4 

 
 

t > t critical (0.47 > -1.303), thus the result falls into the white accept region.  
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In order to double check our test we use SPSS independent t test to compare the p – value of 

the statistic to the level of significance.  

Table 8: SPSS independent samples test for hypothesis 4 (H4) 

 

Since our variances are not assumed to be equal we use the results from the second row of 

the Independent Samples Test table.  

Sig. – represents the p value of the test, which should be, in our case, divided by 2 since we 

only test a left-tail side. 

p > α, (0.322 > 0.05), since the p value is greater than the level of significance, the result 

falls into the white, accept region.   

At 0.05 level of significance the null hypothesis not rejected, hence the alternative hypothesis 

is rejected; thus, automatically we accept the null hypothesis at 0.01 level of confidence. This 

result indicates that the difference in means between the two groups is not statistically 

significant in the Hypothesis 4. 
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5 DISCUSSION AND CONCLUSION 

 

5.1. Discussion 

This thesis was inspired by many previous research papers that emphasise the 

importance of strategy and its link to financial success. The underlying problem found in the 

literature is not the existence of the strategy, but rather the lack of the long-term outlook of one. 

The evidence from previous studies support the fact that even though long-term success is the 

aim of every company, short-term behaviour is present in companies around the world. This 

business conduct translates into increased risk, which affects companies further down the road. 

With a short-term orientation debt accumulates, which could lead to severe liquidity issues. 

Therefore, the focus of the analysis was on long-term strategy and possible implications and 

consequences of the opposing short-term outlook. Thus, we split companies from the sample 

into two group to see whether one would differ from the other, by analysing components of 

capital management. More precisely, the analysis focuses on short-term profit maximisation 

and earnings growth, and debt development along with capital spending. These components 

summarised in four hypotheses were tested. However, even though the theory suggested on a 

possible impact strategy may have on capital management, all four assumptions ended up being 

rejected; the difference in means between the groups were not significant enough.    

For the first hypothesis on long-term debt, the descriptive statistics showed a substantial 

difference between the two groups. Companies with a stated long-term investment strategy had 

much lower long-term debt levels than companies without a stated long-term investment 

strategy. However, the t-test rejected the hypothesis and shows that the difference is not 

statistically significant to draw any conclusions. This could be due to the fact that the time 

period in which the observation took place (2012-2016) is the period of expansion after the 

recent crisis. Thus, companies want to take advantage of cheap debt and a favourable 
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macroeconomic environment. Since, this is a natural behaviour for this specific period of the 

economic cycle, even companies with long-term outlook increase their debt to finance their 

upcoming projects.  

The second hypothesis on short-term behaviour of companies showed the same results, 

meaning that there was no statistical significance in means of the two groups. Initially, the 

descriptive statistics indicated that the group of companies without a stated investment strategy 

experienced higher stock price increases and higher earnings per share increase than companies 

with a stated investment strategy. Even though the stock price difference was not significant, 

there was a noticeable difference in EPS. Companies in the second group showed more 

inclination towards short-term behaviour, with the mean almost four times greater than of 

companies in the first group. Regardless of the fact that the t value for EPS was fairly close to 

the critical value, we did not have enough evidence to support our hypothesis.  

The results could be due to the market conditions, which were very favourable at the 

time of observation, thus even the companies with a stated investment strategy were growing 

steadily. Additionally, growth could be overestimated by the market and stock prices could 

increase rapidly if investors become too optimistic. Especially in the tech sector, some 

companies experienced substantial growth in both earning per share and stock price, regardless 

of the stated strategy, which could be due to the fast-changing environment. Market leaders 

such as Facebook, Amazon, Netflix and Alphabet (Google) (collectively known as “FANG”), 

had a massive leap recently with P/E ratios that skyrocketed, which could be a signal that people 

are overestimating the value of these companies. Additionally, EPS value is subjected to 

companies differing policies, thus is it difficult to connect the earnings growth solely to 

strategy. All the above can be potential factors which could influence the results, and since 

these variables are influenced externally to a large degree, the test showed no clear link of these 

variables to strategy. 
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When it comes to the capital structure hypothesis, the results were the same; however, 

the difference between the two groups was almost non-existent. Even though the literature 

states that companies with a long-term outlook should keep their capital structure relatively 

stable, the test rejected that notion. This result may be due to the restrictions in the model used 

for the analysis. The debt to equity ratio is influenced by many different forces. In our model 

we had companies from different industries with different natures of operations in the both 

groups. Some companies have easier access to capital or lower average cost of capital, which 

can be specific to the industry and differ significantly from industry to industry. The 2018 

research by Damodaran from NYU Stern Business School show that industries such as chemical 

or steel industries have and average cost of capital as high as 12% whereas at the same time 

utility and power industries have the average cost of capital as low as 4%. Considering our 

sample was 150 companies, the division between industries would create too many groups of 

just a few companies, thus the statistical tests would be very difficult to perform. If this matter 

was to be approached in previously mentioned manner, a substantially larger sample would 

have been necessary.  

Regarding the capital expenditure measure, the test had once again no statistical 

significance between the groups. The descriptive analysis showed that companies with a stated 

long-term investment strategy spend a bit more on average on their capital assets. However, the 

literature had different perspectives on this measure. Some argued that companies take on more 

debt to finance their expenditures, and some argued that companies tend to maintain a certain 

level of capital expenditures over time. Companies in both groups, regardless of the strategy, 

increased capital spending from 2012 to 2016 which could be related to the favourable market 

conditions and linked to the increase in long-term debt. This notion would support the literature 

that companies take on more debt to increase their capital expenditures, but this would apply 

for all companies; hence, a stated investment strategy does not play a role in that scenario. Even 
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though the capital expenditures did not rise as much as other measures over the five years, there 

is not enough evidence to support the fact that companies maintain their capex and even less 

indications that a stated investment strategy influences such behaviour.    

In retrospect, the descriptive statistics indicated riskier behaviour of companies without 

a stated long-term investment strategy. The t-tests rejected the hypotheses, as the difference in 

means of the two groups were not substantial enough to draw any clear conclusions. The 

complexity of the matter is obvious, thus in order to come up with positive results, other factors 

must be considered. Decision-making processes, strategy implementation, performance 

measurement systems and various human factors could possibly influence the results of this 

study. Looking at the qualitative side is important, and this study showed that financial data, 

even though accurate, is not enough to explain or predict companies’ behaviour and future 

success. Furthermore, an important part of this topic is, as mentioned previously, the fact that 

companies do not have to state their strategies and targets in their annual reports. Even though 

the theory suggests they should, it is not obligatory.   

The sample was quite diverse, and it comprised of various different companies from 

different industries, thus the range and standard deviation of observations in both groups was 

quite large. Even though deviations from the mean were greater in the second group, both had 

a lot of dispersion, which indicates that there is no clear pattern in companies’ behaviour. 

Another important aspect of the sample was the number of observations in both groups. The 

number of companies without a stated long-term investment strategy was substantially higher 

with 107 observations, whilst companies with a stated long-term investment strategy were 43 

out of 150. Therefore, there was more room for deviations and exceptions in the former group, 

which could possible disrupt the testing model. Some of these issues came from the nature of 

the thesis and the research methods which were used for the analysis, thus this study is subjected 

to some research limitations.                 
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5.1.2 Research Limitations 

The research was subjected to various constraints due to the nature of the study, limited 

resources and constricted time. Since this thesis is focusing primarily on quantitative research, 

it is disregarding the qualitative managerial side. The thesis aimed to detect and describe 

patterns in capital management, and not to explain the reasons why a company makes a specific 

capital management decision. Likewise, we seek to find whether a company has a stated long-

term investment strategy, without evaluating performance or measuring the success of the 

strategy or the implementation process. Furthermore, capital allocation theories, such as 

internal capital markets, are not taken into account due to various difficulties arising from the 

measurement process as well as the availability of data. Hence, the study is based solely on 

public data and annual reports. Internal documents or private data is not used for the analysis, 

since we are looking into transparency of strategy disclosed in annual reports. 

  The focus is on the S&P 500 listed companies. Due to time constraints the sample is 

150 out of 500. A larger sample could possibly increase the accuracy of the results; however, a 

sample size of 150 is believed to be enough to draw representative conclusions, since it is almost 

one third of the entire index. Furthermore, companies that are subject to analysis come from 

different sectors and could be substantially different in size, hence their capital structure might 

differ significantly. Therefore, the research is grasping a percentage change in variables over 

time. Looking further into the actual amounts of balances is not a part of the study because it 

does not help in answering the predetermined research question. Finally, the aim is not to 

provide a specific conclusion or recommend an optimal capital management strategy, but rather 

to observe and describe the influence of strategy on capital management, thus the chosen 

methods for analysis are designed to strictly focus on the underlying research question. 
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5.2 Conclusion 

The purpose of this research was to gain insight into capital management of well-known 

corporations and more specifically, to find patterns of behaviour depending on an explicitly 

stated investment strategy. Our research question and tested hypotheses were well positioned 

in providing knowledge on these issues. Theory suggested that increased leverage comes with 

risk, and short-termism is still very prevalent. Open corporate disclosure was also suggested to 

be valuable, and companies that disclose more, radiate increased trust to stakeholders. Despite 

compelling theoretical literature, we could not accept our proposed hypotheses. 

Numerical data aids managerial decision-making and is an important factor in building 

competitiveness. Understanding the numbers reduces uncertainty, but uncertainty in business 

can never be completely removed. Our study shows that strategic management and its financial 

implications are inseparable from each other. However, numeric data alone is insufficient in 

dealing with business reality. There is a very real qualitative aspect of business that should not 

be ignored. Organisations are made up of people, and therefore decisions are also tied to 

individual cognitive capabilities, as well as limitations. 

Even though our study does not give fully conclusive answers to corporate behaviour, 

what was shown, is that an explicitly stated investment strategy may lead toward a more stable 

firm in terms of financial decision-making; specifically considering lower standard deviation 

in the measured variables. We speculate that decision-makers base their judgment on the 

information available to them at a certain moment in time, but there is an array of cognitive 

influences from within individuals and outside, that may steer a decision towards a specific 

direction. Our thesis is meaningful in the sense that we reduce the ignorance in the link of 

strategic management and financial implications. Additionally, the research clearly 

demonstrates the importance of acknowledging the qualitative aspects of business reality. For 

business practitioners and professionals within strategic management, we want to emphasise 
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that should they ignore the link of financial implications in their decisions, they do so at their 

own (and stakeholders) peril. With regards to communication with stakeholders, we suggest 

managers to follow a simple rule: “What would I want to know about the firm’s decision-

making, if our roles were reversed?”. The role of finance in strategy is clear, and CFOs play an 

increasingly important role in companies pursuing organic growth (Agrawal, Joshi & Seth 

2013). Working together, finance chiefs and strategy leaders can complement each other, 

helping the CEO, the board, and the rest of the executive team face the challenges of creating 

growth over the long term in the face of so many short-term challenges (Agrawal et al. 2015). 

Our descriptive statistical findings initially suggested that the proposed hypotheses 

could have held true. This gives direction for future research in the field of capital management 

and its link to strategic management. What we suggest for future researchers is to test a wider 

array of variables in relation to stated investment strategy, such as growth of book value or 

measuring return on assets to quantify if capital expenditures have generated or destroyed value. 

Further research on capital management can be conducted by dividing firms between capital 

intensive and capital light industries in search for patterns between the two. Our thesis also 

demonstrates the importance of the qualitative aspects in capital management decisions. Future 

research in this area may be conducted by for example conducting case studies on organisations 

that manage capital exceptionally compared to their competitors.  Research here could also look 

into how these companies resist the pressure on short-term earnings in favour of long-term 

competitive strategy, and how does the market perceive such companies. 

In summary, a stated investment strategy may give insight into managerial decision-

making regarding capital management, and if a firm favours stability over short-term earnings. 

However, in order to gain comprehensive knowledge into capital management decisions, 

qualitative elements need to be examined and evaluated. Our descriptive findings give a 

suggestive path for on where to look for those interested in the relationship between strategic 
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management and finance. We hope our thesis will encourage more interest in this engaging but 

overlooked topic. 
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Appendix 2a: The sample of 150 companies 
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Appendix 2b: The sample of 150 companies 
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Appendix 2c: The sample of 150 companies 
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Appendix 2d: The sample of 150 companies 

 

 



 63 

Appendix 2e: The sample of 150 companies 

 

 

*Note: The appendix displays a sample of 150 companies used for the analysis. However, 3 companies were taken out of the sample because 

they were merged or acquired between 2012 and 2016; therefore, the number of companies in the table is 153.  


