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Abstract 

   

Elevation models are important in many applications in Geographical Information System (GIS), 

both when applying environmental analyses and in urban planning studies. The production of 

elevation models has been a difficult and expensive task using traditional surveying techniques. 

Remote sensing methods for producing digital elevation models have solved the difficult part of 

the task, which consist of collecting high resolution elevation data; however, the cost of elevation 

datasets has resulted in the fact that they have been among the least updated GIS datasets. Using 

Unmanned Aerial Vehicles (UAVs) is an effective and inexpensive approach for data collection 

that can facilitate the production of high temporal and spatial resolution elevation models. The 

method used for obtaining 3D models from overlapping images has been known for decades. 

Software that uses scale invariant object recognition methods to obtain 3D models from multiple 

images has been used both in computer vision and GIS applications. This study investigates the 

quality of elevation models obtained from images in areas with low elevation changes and low 

image contrast, i.e. coastal areas. The influence of image pixel size on the quality of the results is 

studied, as well as how the number and distribution of the Ground Control Points (GCPs) 

influence the accuracy of the models. The outputs of the study show a high correlation between 

pixel size and the quality of the obtained elevation models. While the number and distribution of 

the GCPs have a strong impact on the results, neither number of overlapping images nor different 

land cover types record a clear effect on the quality of the calculated GCPs. The difference 

between a number of elevation models express a systematic distribution of error with lower error 

values around the GCPs. The study demonstrates that time and resources can be saved and still 

obtain better results by selecting the best flight height with the optimal number and distribution 

of the GCPs. 
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1. Introduction: 

 

The effect of climate changes, represented in a larger number and stronger storms during the last 

decades has caused substantial morphological changes in coastal areas (Taveira-Pinto et al., 

2011). The necessity of monitoring these areas appears clearly when we know that 10 percent of 

the world’s population and 13 percent of the urban population lives in areas lower than 10 meters 

above sea level (McGranahan et al., 2007). Hence, there is a major interest in efficient methods 

to monitor coastal areas. 

 

Producing Digital Surface Models (DSM), which is one of the tools for monitoring coastal areas, 

has been the area of airborne Light Detection and Ranging (LIDAR) for several decades (Haala 

and Rothermel 2012). Other techniques that have been used in this area are Terrestrial Laser 

Scanning (TLS), GPS surveys, total stations and All Terrain Vehicle (ATV) (Turner et al., 2016). 

However, these traditional monitoring techniques have either low spatial resolution or high cost 

limitations. 

 

One solution to these limitations is to take advantage of Unmanned Aerial Vehicles (UAVs) for 

coastal monitoring. Using UAVs in applications within the field of GIS is a hot topic in the 

community that works with spatial data. The main advantages of using UAV in coastal 

monitoring are low hardware cost compared to traditional surveying equipment, inexpensive and 

easy to operate, high level of automation of data acquisition (Goncalves and Henriques, 2015) as 

well as high spatial resolution. These features make UAV a reliable tool for applications that 

require a high temporal resolution. 

 

The main challenges related to using UAVs in coastal areas are the weather conditions and water 

bodies present in the images. Strong winds can challenge the process of data collection, water 

bodies and moving objects must be masked out during data processing to prevent using them in 

the DSM production (Long et al., 2016). In addition, the process of DSM production in sandy 

surfaces is not an easy task due to the brightness of the sand and the low contrast in the images. 

Efforts to manage this challenge has been carried out through acquiring the images in the early 

morning with a low solar elevation and marine debris on the sand resulting in increased contrast 

and thus has been helpful in the process of point matching (Goncalves and Henriques, 2015). 

However, we do not find many studies that use UAV images for monitoring and analysing 

coastal areas (Goncalves and Henriques, 2015). 
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1.2 Research questions and Aims 

 

The semi-uniform structure of sandy areas may challenge the process of finding corresponding 

points in a set of overlapping images. The aim of this study is to study whether it is possible to 

obtain DSMs from UAV images with qualities that can be compared to traditional surveying 

methods. 

 

Specific research questions are: 

- Analyze how pixel size of UAV images influences the quality of the obtained DSMs. 

- Investigate the influence of number and distribution of GCPs 

- Evaluate the effect of number of overlapping images 

- How or whether the existence of other land-cover types affect the results. 
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2. Background 

2.1 Monitoring coastal areas 

 

The two main components of the surface of earth, water and land, meet at coastal areas. The 

form and the structure of coastal areas depends therefore originally on the interaction between 

these two components. The fact that a large number of the world's population live in coastal 

areas with low altitude above sea level, demonstrate the significant value of monitoring and 

detecting changes in these areas (Casella et al., 2016). 

 

Changes in coastal areas are caused both by natural factors and human activities. Beside man-

made factors, for instance removal of vegetation, deforestation, removal of sand for construction 

purposes and other kinds of human interventions (Mangor, 2018), coastal areas are affected by 

natural factors such as wave and tidal forces, winds, sediment and initial topography (Yoo and 

Oh, 2016). Important parameters that can be used in monitoring these changes is changes in the 

elevation and the volume of sand. 

 

Applying ground-based surveying in coastal areas is associated with a number of challenges, 

among them, the difficulties related to the measurement process and the lack of ground control 

points and permanent objects that can be used as references. Other approaches that can be used 

to produce DSM with a high quality also have their limiting factors, for instance, the number of 

points to be measured using global navigation satellite system (GNSS), the long survey sessions 

when using TLS and the cost of using the LIDAR technology (Mancini et al., 2013). 

 

Beaches have been traditionally monitored with total stations, GPS surveys, laser scanners and 

LIDAR. Despite their high accuracy, the main disadvantage of using these techniques is their 

high price levels, that make them insufficient for tasks that require frequent data collection. 

Another disadvantage is that the end product of these techniques will not contain an orthophoto, 

that can be used to study the terrain from other perspectives, for instance in monitoring changes 

in gain/loss of vegetation (Casella et al., 2016). 

 

UAVs can help us in applying regular monitoring and better understanding the topography of 

coastal areas (Casella et al., 2016). One of the main benefits of using UAVs for monitoring 

coastal changes is the large amount of elevation data obtained via DSMs with a high spatial 

resolution, compared to traditional survey methods. Using high resolution data changes the 

quality of the elevation models resulting e.g. in more accurate estimates of volumes. Arango and 

Morales (2105) compared the accuracy of calculated volume obtained from UAV data with the 

traditional surveying method using total station and concluded that the estimated volume with 

UAV data is more accurate. 
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We can produce DSM using UAV with similar accuracies as the conventional LIDAR, both 

airborne and terrestrial (Long et al., 2016). The spatial resolution of the produced models 

depends nevertheless on the flight height and the sensor/camera specifications. A number of 

studies (Raeva et al., 2016; Stalin and Gnanaprakasam, 2017; Zylka, 2014) concludes that the 

UAV images have the potential to be considered as a competitive method both in comparison 

with traditional surveying techniques, GNSS based or LIDAR methods for producing digital 

elevation models and volume calculation. 

    

 

2.2 UAV data collection 

 

The main components used in topographic surveying with UAVs consist of the UAV airframe, 

equipment for measuring Ground Control Points (GCPs) with high accuracy and software to be 

used for processing UAV images. The UAV airframe incorporate the data acquisition unit which 

consists of a digital camera and in some cases a thermal, spectral or any other lightweight sensor.  

The next sections describe the three main components of UAV data collection and circumstances 

that must be taken in to account when using UAV in coastal areas.  

 

2.2.1 UAV data collection in coastal areas 

 

UAVs is a cost-effective way of surveying in coastal areas, especially when using autonomous 

flight techniques and survey-grade GPS, which eliminates the time intensive process of on-

ground surveying GCPs (Turner et al., 2016). Survey-grade GPS, compared to recreational and 

mapping GPS receivers are the most accurate receivers (eXtension, 2014). UAVs have been used 

in many projects and several GIS applications; however, we find only few studies related to 

using UAVs in coastal monitoring (Goncalves and Henriques, 2015). 

 

One main challenge related to using UAV in coastal areas is the weather conditions. Therefore, it 

is important to take advantages of the periods with low wind, especially early mornings. Another 

challenge is the existence of water bodies in coastal areas, these areas must be masked out before 

using the images, to prevent using them in the point matching process. It is also important to be 

aware of the time of the day where there is low tide, so that the largest coastal area is mapped. 

 

UAV images should generally be captured in cloudy skies to avoid shadows in the image 

(Casella et al., 2016). The technique used for DSM production relies mainly on feature 

identification which is apparently not an easy task due to the brightness of the area and the low 
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variation of the surface and the low contrast of the objects in the images. One of the methods to 

deal with this challenge is to perform data collection in the early morning with a low sun and 

marine debris on the sand to get as much contrast as possible (Goncalves and Henriques, 2015). 

 

2.2.2 Georeferencing and Ground Control Points (GCPs) 

 

Ground control points are important for precise georeferencing of images in the process of DSM 

creation. High accuracy measurements of a number of GCPs in the study area is required to 

georeference the models that will be obtained in the data processing steps. 

 

Real Time Kinematic (RTK) positioning with an accuracy of 1-2 cm can be used in surveying 

ground control points. It is important to be aware that the GPS pole can easily go through the 

sand surface when collecting data in coastal sand areas; this will influence the accuracy of 

elevation data. 

 

Long et al. (2016) concluded that it is important to have GCPs located in the corners and in the 

center of the study area in a homogeneous distribution. Having a GCP for about every 250 

meters has been one of the requirements for obtaining a DSM with a high accuracy. Increasing 

the number of GCPs decreases the vertical difference; however, the vertical difference, according 

to their study, remains unchanged when it reaches 9 cm, i.e. using more than 14 GCPs in an area 

of 75 ha do not result in DSMs with lower vertical error values than 9 cm. The study carried out 

by Long et al. records only a slight influence of the pixel size on the obtained results. 

Considering and excluding water surfaces before data processing is one of the recommendations 

of the study and apparently one of the error sources.    

 

A project carried out by Turner et al. (2016) emphasizes the advantages of using RTK-GPS for 

positioning the camera location at capturing time and concludes that combining the camera 

position with the redundancy of the image overlaps, will make ground surveys for GCPs 

unnecessary, which is a time-consuming process, generally, and a more difficult task in coastal 

areas. 

 

RTK GPS onboard UAVs will have advantages in coastal areas since the data-link connection 

will be stable, thus most of the images will have well corrected locations, opposite to urban areas 

where Post Processed Kinematic (PPK) may be required and the images most likely end up with 

uneven weighted camera location qualities. In a comparison between RTK GPS onboard UAVs 

and GCPs Chen (2017) concluded that DSM with 1 Ground Sampling Distance (GSD) error in 

elevation can be obtained from RTK GPS onboard UAVs in open areas, while well distributed 

GCPs result in the best output in urban areas. RTK GPS onboard UAVs is especially 

advantageous when there is dense vegetation, crops or where it is not feasible to measure GCPs 
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due to safety concerns, even though cost of equipment and software that can handle different 

weighted camera locations are parameters we have to take in to account. 

 

 

2.2.3 Structure From Motion (SFM) 

 

Structure From Motion (SFM) is a method used for calculating the 3D locations of features from 

multiple overlapping images through identifying the features in a system that is invariant to scale 

and rotation (Westoby et al., 2012). SFM uses the same principles that are used by traditional 

stereoscopic photogrammetry, i.e. 3D models construction from a number of overlapping 

images. However, the main difference between SFM and ordinary photogrammetry is that SFM 

calculates camera locations and orientations by using an iterative process based on a set of 

features extracted automatically from the images (Snavely, 2008).  

 

The first step performed by SFM is identifying a number of features from a set of images by 

using the Scale-Invariant Feature Transform (SIFT) algorithm (Westoby et al., 2012). SIFT 

allows matching corresponding features from multiple images even with variations in viewpoint, 

scale and changing illumination (Lowe, 1999). Having the location of two features on a 

minimum of two images, we can determine camera locations, orientations, focal lengths and 

relative location of these two features in a single step known as “bundle adjustment” (Nissen, 

2016). Figure 1 shows the parameters used in SFM. 

 

The output of the bundle adjustment step is a three-dimensional sparse point cloud. This output is 

then used by the MultiView Stereo (MVS) algorithm to produce a dense point cloud by using the 

calculated camera positions and SFM points (Westoby et al., 2012). 
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Figure 1. Structure From Motion (source Nissen, 2016) 

 

 

A required step to georeference the 3D model created in SFM is the process of georectification, 

which means converting the obtained point cloud from an internal, arbitrary coordinate system 

into a geographical coordinate system by using camera positions and focal lengths or GCPs 

(Nissen, 2016; Westoby et al., 2012).  

 

One of the popular software that has implemented SFM is Agisoft Photoscan1, which is used in 

this project; however, other commercial software like pix4d2 and open source software like 

OpenDroneMap3 are also available. 

                                                
1  http://www.agisoft.com/  
2 https://pix4d.com/ 
3 http://opendronemap.org/ 

http://www.agisoft.com/
https://pix4d.com/
http://opendronemap.org/


8 
 

2.3 DSM quality assessment, UAV versus traditional surveying 

techniques. 

 

Assessing the DSM quality is a complicated task, especially when the DSM is obtained using 

UAV images due to the diversity of error sources. The main two error sources are the error in the 

GPS measurements that we use to in georeferencing the model and software error when warping 

the DSM (Mancini et al., 2013). 

  

Comparing the measurements obtained monthly using ATV surveys with data produced from 

UAV images, the main benefit of the UAV surveying approach is the high spatial resolution of 

the point cloud achieved, with centimetres between the points, while low-density data need to be 

interpolated to be able to compare the obtained results with high density data from other sources.  

Turner et al. (2016) demonstrate that the differences between the two methods, ATV and UAV, 

are normally distributed with a mean difference of 2.6 cm that is perhaps related to the minor 

sinking effect of the ATV in the sand. The paper concludes that using UAVs for topographic 

surveying and mapping in coastal areas is an efficient and cost-effective approach. 

 

Other works have been implemented to compare the quality of elevation data obtained from 

UAV images with results from TLS approaches and data produced by using GNSS survey. 

Mancini et al. (2013) have obtained an average error in centimeter level in terrains with a 

continuous structure, while larger values are observed in areas with sudden changes in terrain. 

The paper concludes that UAV provides a straightforward method for producing DSM with 

elevation accuracy that is comparable with results achieved by using the TLS approach. 

 

Long et al. (2016) recorded results with low vertical error values, taking into account that the 

results are obtained from photogrammetry, they conclude that the average accuracy obtained by 

using UAV matches or exceeds the accuracy obtained with the conventional aerial photography. 

The same study has analyzed the effect of the numbers of GCPs on the quality of the generated 

DSMs and concludes that using UAV images, DSM with similar accuracies as the conventional 

LIDAR or TLS (Long et al., 2016) can be obtained. 

 

The high number of overlapping images obtained from UAV data has substantial advantages for 

the dense cloud process and reconstruction of the surface model (Haala and Rothermel, 2012). 

This is a major advantage of UAV created elevation models compared to traditional surveying 

methods. 
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3. Methodology 

 

This chapter is dedicated to defining the requirements and describing the preparations for data 

collection, processing of UAV acquired images and the approach used to answer the research 

questions. 

3.1 The study area: 

 

The study area is the upper part of the coastline at Ängelholm city in southern Sweden (Figure 2 

and 3), The area is about 400 meters long and 20 to 40 meters wide, less wide at the north part. 

The coastline is nearly 6 kilometers of sandy beach in total. The beach is one on the main 

attractions in the municipality, close to a residential area and other social and commercial 

activities and therefore of a great interest for monitoring. 

The coastline is mainly covered by sand. The eastern side of the beach is covered by bushes, 

sparse vegetation and rocks; therefore, we will also study how or whether vegetation and other 

land cover types influence the quality of the obtained DSMs. 

 

The extent of the area in WGS84 and EPSG:3006 SWEREF99 TM) is:  

Lower left: 12° 50' 10", 56° 16' 1" / 366000, 6237899 

Upper right: ,12° 50' 18", 56° 16' 17" / 366148, 6238395 

 

Figures 2, 3 and 4 show the location of the study area from different scales and sources. 

 

 
Figure 2. The study area in southern Sweden. Source: Geodatastyrelsen (www.gst.dk). 
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Figure 3. The study area, the upper part of the coastline at Ängelholm. Source: Google 

 

 
Figure 4. The northern part of the beach, a view at the end time of data collection. Approved for 

publication, LM2018/002559. 

3.2 Data collection: 

 

This section describes shortly the necessary equipment used for data collection, fight planning and the 

two data sets used in the project, namely ground control measurements and UAV images. 

3.2.1 Equipment 

 

The UAV used for data collection was a 3DR Solo Quadcopter, i.e. it has 4 motors, capable of 

vertical take-off and landing and supports autonomous flight modes. The UAV was equipped 

with a PeauPro82 3.97mm (22mm) f/2.8 GoPro Hero 4 Black4 camera and used to capture 

                                                
4 Hero 4 https://www.peauproductions.com/products/peaupro82 
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images with 8-bit depth in JPEG format and 4000 x 3000 pixels. The UAV and the camera is 

shown in figure 5.  

 

  
Figure 5. HERO4 camera on board of the 3DR Solo UAV. 

After UAV data collection, ground data collection was carried out with RTK GPS+GLONASS.  

A GPS of type Topcon and an RTK service from SWEPOS, the national service in Sweden were 

used. A total of 12 GCPs were measured. The observations were collected in the Swedish 

national reference system SWEREF99 TM and SWEN08-rh2000 geoid. 

3.2.2 Flight planning and UAV data sets 

 

The flight routes were designed using the Mission planner5 software to capture images with 80% 

overlap forward and 70% side overlap and carried out with a speed of 5 meter per sec. Figures 6 

and 7 are captured during planning and performing one of the missions. 

 

 
Figure 6. Planning UAV flight sessions 

                                                
5 http://ardupilot.org/planner/ 
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Figure 7. The 3DR Solo UAV at the time of performing one of the missions. Approved for publication, 

LM2018/002559. 

 

To compare the influence of spatial resolution, a total of three flight sessions at 20, 30 and 40 

meters flight height were designed and carried out in the study area resulting in GSD values 

shown in table 1. 

Table 1. Flight heights and ground sampling distances. 

Flight no. Height (m) GSD (cm) 

1 30 1.14 

2 20 0.79 

3 40 1.51 

 

As any other project where UAV is used for data collection, performing a flight session require 

flight planning and flight control. It is also important to be aware of the regulations related to 

using UAVs in the study area to ensure a safe and a proper use of UAVs both in regard to people 

in the area and their properties, but also to other flying objects. 
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Planning the day and the time for data collection required coordination with the municipality and 

Ängelholm Helsingborg airport because the study area lies within the flight control zone of the 

airport. The first hours of the 15. of May 2017 was unfortunately very misty, and thus we 

decided to have flights at low flight heights. The study area at the start time of data collection is 

shown in figure 8. 

 

The mist disappeared, and it was completely clear at the end part of the time window agreed with 

the airport. The advantage of cloudy weather when collecting UAV data is the absence of sun, 

which prevents having shadows in the images that can affect the process carried out for creating 

DSMs. Another noteworthy point is the creation of water droplets on the sand which will give a 

better contrast in sandy areas and will help the software in finding unique features, it is therefore 

recommended to perform UAV data collection in coastal areas early in the mornings (Goncalves 

and Henriques, 2015). 

 

 
Figure 8. The study area at the day of data collection; very misty at the start time, clearer at the end of 

the time window agreed with the airport. Approved for publication, LM2018/002559. 

 

Water bodies and moving objects must be masked out to avoid using these areas during the point 

matching process. Masking the water bodies is a time-consuming process, therefore it is relevant 

to take this point into account, as much as possible, when planning the flight route. In our case, 

the flights were controlled, and the drone returned home at the last part of the missions where we 

could see only images of the water bodies will be captured. 

 

The flights were designed to be carried out along the beach and a larger area than the study area 

was captured to avoid having blurred images when the UAV turns at the end of the flight lines. 

Images outside the study area and images that only contain water bodies must be excluded before 

processing. The number of overlapping images were analyzed and their effect in relation to flight 

heights were investigated, since insufficient image overlap may result in holes in the models.  
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3.2.3 Ground control points 

 

Pieces of white cloth (50cm x 50cm) with a black painted cross mark of 2 cm thickness were 

used as GCPs. Piece of cloth were used instead of a hard material so that it could follow the sand 

surface to get a more accurate measurement of the points and the surface of the area The GCPs 

were secured on the sand by using skewer pegs and partly covered by sand.  

 

To recognize the artificial GCPs from the UAV images, a numbering system both as numbers 

and as a dot indicating the short hand in a clock was used, since it was expected that the numbers 

would not be clear in some of the images, then we could use the location of the dot to recognize 

the GCP. To indicate numbers above 12 an extra dot at 12 was added. The numbers were always 

written at the upper left of the cross sign. Figure 9 shows an example of the artificial GCP used 

in the missions and how it appears in flight 2 at 20 meters flight height. The numbers were not 

always clear, but the location of the dot, the clock numbering system, helped in recognizing the 

GCPs. 

 
Figure 9. The artificial GCP, at the preparation time and from one of the flights. 

 

The approximate locations of the GCPs were designed before flight start, both for the GCPs 

planned to be used in creating the models (control points)6 and the GCPs that were used to 

evaluate the quality of the obtained models (check points). The artificial GCPs were distributed 

in the study area before starting the flight sessions. After collecting UAV data, the 12 GCPs were 

measured using Real Time Kinematic (RTK) GPS+GLONASS. The accuracy of the point 

measurements was 1-2 cm (horizontal and vertical). The GCP locations were saved and used in 

SWEREF99 TM coordinate system (EPSG:3006) and SWEN08-RH2000 geoid. When 

measuring the location of the ground control points, a small block of wood was used to avoid 

that the pole force itself through the sand. The height of the block was 1.9 cm which was 

subtracted from measured GCPs heights before using them in Agisoft PhotoScan. 

                                                
6 Applying the same terminology used by Agisoft, GCPs used in georeferencing the models will be 
referred as control points and GCPs used to evaluate the quality of the obtained models as check points. 
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3.3 Data processing 

 

Processing the UAV data required defining the methods and the software used in the processing 

stages to obtain the required outputs and carry out the analysis. The software used for processing 

the UAV images was Agisoft PhotoScan, version 1.4.1. The main steps applied by Agisoft 

PhotoScan for processing the images and producing DSM and orthomosaic images of the study 

area were applied with high quality settings. 

3.3.1 UAV data processing for DSM generation  

 

Digital elevation model is one of the outputs obtained from UAV data processing in Agisoft 

PhotoScan. Using the software and implementing the processing steps for producing DSM and 

orthophotos is straightforward, since the steps are listed under a workflow, where it is not 

possible to perform a step before the requirements of the step are available, however, obtaining 

high quality results require image quality assessment, placing GCP markers, masking water 

bodies and other manual steps shown in figure 10. 

 
Figure 10. Data processing workflow for DSM creation and applied Agisoft PhotoScan settings 
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Some of the known challenges when working with UVA images is blurred images due to wind 

effects or other error sources. Blurred images must be excluded from the dataset. Images that 

cannot be aligned by the software must be disabled in the next processing steps. 

 

Before running the alignment process, the quality of the images was verified. Agisoft PhotoScan 

provides a tool for estimating the quality of the images before using them in photogrammetric 

processing and recommends only using images with a quality unit of greater than 0.5. Images 

with a quality computed to less than this limit are classified as poor input and recommended to 

be disabled. The quality attribute in Agisoft PhotoScan is estimated from border sharpness and 

provides information about sharp borders in an image (Agisoft LLC, 2016). It is therefore 

expected to have images below the recommended values in flight 1 and 2, where the weather was 

misty. 

Masking water bodies was carried out for all the three datasets before performing the required 

steps, which consists of alignment of the photos, creation of the dense cloud and building the 

elevation models. 

 

3.3.2 DSM quality assessment 

 

To be able to compare DSMs obtained from different flight sessions with various number and 

distribution of GCPs, the collected data sets were processed using Agisoft PhotoScan with the 

same quality settings. The workflow for obtaining DSMs from different number and distributions 

of GCPs is described below: 

 

 

Based on number of GCPs: 

 

To study how the number of GCPs influences the quality of the obtained DSMs, UAV images 

were processed with different numbers of GCPs, the same 4 to 8 GCPs were used with the three 

datasets. This procedure resulted in 15 DSMs, 5 for each flight session. A diagram demonstrating 

the processing steps for a UAV dataset is shown in figure 11. 
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Figure 11. Creating DSMs with different number of GCPs. 

 

Based on distribution of GCPs: 

 

To study how the distribution of the GCPs influence the quality of the obtained DSMs, two other 

sets of DSMs were used. One set of 4 DSMs with different combinations of 4 GCPs and one set 

of 3 DSMs with different combinations of 6 GCPs. These combinations contain GCP sets that 

are distributed homogeneously, zigzag shaped, concentrated in the middle and the ends of the 

study area. The procedure used for creating DSMs from different distribution of 4 and 6 GCPs is 

shown in figure 12. 
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Figure 12. Creating DSMs based on different distributions of the same number of GCPs. 

 

The obtained DSMs from both above steps and the reference GCPs were imported to QGIS7. The 

altitude of the GCPs were extracted from the DSMs, the altitude values collected and differences 

with the measured GCPs were analyzed. 

 

3.3.3 Volume calculation 

 

The area covered by UAV datasets collected at different heights will usually not be the same. In 

this study flight 2 covered the smallest area and flight 3 covered the largest area. To be able to 

compare the estimated volumes from a different DSMs, a common area from the DSMs used in 

volume calculations were selected. 

 

  

                                                
7 https://qgis.org/en/site/ 
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4. Results 

 

The day we started data collection was very misty. The recorded wind speed was less than 5 m/s. 

We designed the first flight session at a flight height of 30 meters, after checking the quality of 

the images, we decided to try a lower flight height, this time 20 meters. When we were ready to 

the third flight, the weather conditions were good enough to perform a flight at 40 meters height. 

 

Data from three flight session collected the same day at three different height is processed using 

Agisoft PhotoScan with the same quality settings. Processing the steps required for creating 

DSMs takes approximately 7-10 hours on a machine with GPU, 64 GB RAM with 6 core 

running Microsoft Windows 10 Enterprise. 

 

The general processing information for the three datasets is shown in table 2. 

 

Table 2. General data attributes, number of UAV images, tie and dense cloud points from 3 flights 

 Flight 2 (20 m) Flight 1 (30 m) Flight 3 (40 m) 

Total number of photos 312 166 164 

Used photos in data processing 234 163 164 

Agisoft PhotoScan image quality 

> 0.5 

226 (72%) 31 (19%) 164 (100%) 

Tie points 283,784 82,251 163,854 

Dense cloud points 302,208,788 164,999,843 164,379,892 

 

 

The 8 GCPs, green represent control points and red are check points are shown in figure 13. 
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Figure 13. Control points (green dots) and check points (red crosses) on top of DMS from flight 2 and a 

rough drawing with approximate location of the GCPs. Approved for publication, LM2018/002559. 

 

 

 

From the total numbers of 312, 166 images from flight 2 and 1 only 234, 163 were used in data 

processing, 6 images from flight 2 were excluded due to their blurriness, the rest of the images 

were excluded because they covered areas outside the study area or mainly contained water 

bodies. All the images from flight 3 were used in data processing. Since Agisoft PhotoScan 

succeeds in finding 82251 tie points from flight 1 images, all the 163 aligned images from flight 

1 were used in DSM generation. Despite Agisoft PhotoScan’s estimated low quality values, the 

final results do not record low quality DSMs from flight 1 images.  
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4.1 DSM quality assessment 

 

The number and the distribution of the GCPs were designed before the flight sessions. 8 control 

points, defined to be used in the photogrammetric processes for creating the DSMs and 4 check 

points placed at different locations to be used to estimate the quality of the DSMs were measured 

by means of GNSS.  

 

4.1.1 DSM quality in relation to GSD  

 

DSM from the three flights using all 8 control points were produced with the same software 

settings. The obtained DSMs were loaded in QGIS and the estimated values of the check points 

were extracted from the DSMs, compared with the measured values, and standard deviation 

(STD) and Root Mean Square Error (RMSE) values were computed. The results shown in table 3 

demonstrate the effect of pixel size on the quality of the produced DSMs, the RMSE of flight 3 is 

four times larger than flight 1 and 2; however, the difference between flight 1 and 2 is low, we 

have actually obtained lower STD and RMSE values in flight 1 with 30 meters flight height than 

flight 2 with 20 meters, this means that we can, under similar circumstances, save data collection 

and processing time by flying at 30 meters instead of 20 meters height. 

 

Table 3. Standard deviation and root mean square error values for the three datasets using 8 GCPs. 

Flights Pixel size (cm) STD (m) RMSE (m) 

Flight 3 (40 m) 1.51 0.102 0.088 

Flight 1 (30 m) 1.14 0.020 0.018 

Flight 2 (20 m) 0.79 0.021 0.018 

 

The relation between flight height and the obtained STD and RMSE from table 2 is shown in a 

diagram in figure 20. It is expected that the absolute accuracy of the results will remain below 

the quality of the RTK-GPS measurements. 
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Figure 14. Standard deviation and root mean square error values for the three flights. 

4.1.2 DSM quality in relation to number of GCPs  

 

To study the effect of number of GCPs on the quality of the obtained DSMs, data from the three 

flight sessions were processed with the same GCPs, first with the four corner GCPs, then adding 

GCP5, GCP6, GCP3 and GCP8, see the location of the GCPs in figure 19. 

Table 4 shows the selected combinations of GCPs and combination/distribution names that will 

be used throughout this document. 

 

Table 4. Selected combinations of GCPs to study the relation between number of GCPs and DSM quality 

GCP combination name Selected GCPs 

4GCPs 1, 2, 10, 11 

5GCPs 4GCPs + 5 

6GCPs 5GCPs + 6 

7GCPs 6GCPs + 3 

8GCPs 7GCPs + 8 

 

The location of the GCPs used in the GCP combinations 5GCPs, 6GCPs and 7GCPs are shown 

in figure 21. The output of this part of the study was 15 DSMs, 5 for each flight session. The 

location of the check points was calculated from the obtained DSMs and the difference between 

the measured and the calculated values were computed. The RMSE values of the check points 

are given in table 5. 
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Table 5. Root Mean Square Error values using 4-8 GCPs to georeference the model and create DSMs  

 RMSE (m) 

 4GCPs 5GCPs 6GCPs 7GCPs 8GCPs 

Flight 3 (40 m) 0.445 0.148 0.107 0.108 0.088 

Flight 1 (30 m) 0.450 0.104 0.035 0.018 0.018 

Flight 2 (20 m) 1.238 0.031 0.029 0.034 0.018 

 

 
 

Figure 15. The labelled GCPs are used for georeferencing DSMs: 5GCPs, 6GCPs and 7GCPs. Approved 

for publication, LM2018/002559. 
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It is obvious from the results that the RMSE values decrease when more GCPs are used. When 

using only the four corner GCPs, the RMSE of flight 2 is three times the other two flights. 

Adding a single GCP, GCP5 at the middle of the area, the RMSE values are reduced by a factor 

of four in all the three flights, while the effect of more GCPs diminishes after GCP6. Figure 22 

shows the relation between flight height, the number of GCPs and the obtained RMSE values. 

 

Figure 16. Root Mean Square Error values using 4, 5, 6, 7 and 8 GCPs for all the three flights. 

 

4.1.3 DSM quality in relation to the distribution of GCPs 

 

To further explore how the distribution of the GCPs influence the quality of the obtained DSMs, 

3 combinations of 4 GCPs and 2 combinations of 6 GCPs from flight 2 were selected. The new 

GCP combinations/distributions were labelled as 4GCPs_D1, 4GCPs_D2 and 4GCPs_D3. 

 

 

Testing different GCP distributions with 4 GCPs 

 

The procedure defined in figure 12 were used to create 3 new DSMs with 3 different 

combinations of 4 GCPs. Figure 23 shows these 3 GCP combinations beside 4GCPs, which is 

the 4 corner GCPs used in the previous step. 
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Figure 17. Four different distributions of 4 GCPs. (a) 4GCPs_D1, (b) 4GCPs_D2, (c) 4GCPs_D3 and (d) 

4GCPs. Approved for publication, LM2018/002559. 

The RMSE values of the control points obtained from DSMs created with 4 different 

distributions of 4 GCPs are shown in table 6 and figure 24. 
 

Table 6. Root Mean Square Error obtained from different distributions of 4 GCPs. 

Flight 2 (20 m) Short name RMSE (m) 

DSM2 GCP (1, 5, 6, 11) 4GCPs_D1 0.025 

DSM2 GCP (1, 6, 8, 11) 4GCPs_D2 0.050 

DSM2 GCP (3, 5, 6, 8) 4GCPs_D3 0.070 

DSM2 GCP (1,2,10,11) 4GCPs (from previous step) 1.238 
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Figure 18. Root Mean Square Error values obtained from 4 GCPs in 4 different distributions. 

 

It is interesting that the common rule of having GCPs at the corners of the study area results in 

the worst RMSE value compared to the other combinations, the other three results are quite close 

to each other; however, the best result is obtained where we use two GCPs at the middle of the 

area and one GCP at each end, i.e. the distribution 4GCPs_D1. The oblong shape of the study 

area has obviously influence on the best distribution of the GCPS. 

 

 

Testing different GCP distributions with 6 GCPs: 

 

Two DSMs with different combinations of 6 GCPs were created using the procedure from figure 

12. The 2 new combinations are shown beside 6GCPs in figure 25. 
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Figure 19. Three different distributions of 6 GCPs. (a) 6GCPs_D1, (b) 6GCPs_D2 and (c) 6GCPs. 

Approved for publication, LM2018/002559. 

The RMSE values of the check points obtained from DSMs created with 3 different distributions 

of 6 GCPs are shown in table 7 and figure 26. 

 

Table 7. Root Mean Square Error obtained from different distributions of 6 GCPs. 

Flight 2 (20 m) Short name RMSE (m) 

DSM2 GCP (1, 2, ,3 ,8 ,10, 11) 6GCPs_D1 0.032 

DSM2 GCP (2, 3, 5, 6, 8, 10) 6GCPs_D2 0.022 
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DSM2 GCP (1, 2, 5, 6, 10, 11) 6GCPs (from previous step) 0.029 

 

 
Figure 20. Root Mean Square Error values obtained from 6 GCPs in 3 different distributions. 

 

Even though the results are similar, the same trend from 4 GCPs is repeated with 6 GCPs. The 

best result is not obtained by having two points at the ends and two at the middle of the area, but 

by distributing the GCPs so that we cover the study area best possible with the numbers of GCPs 

we have, 2 GCPs at the middle of the area and 2 distributed at each side of the area, in this case 

6GCPs_D2. 

 

Combining the RMSE values from 4 and 6 GCPs, we can see that the most accurate DSM from 4 

GCPs has lower RMSE value than two of the DSMs georeferenced with 6 GCPs. This implies 

that the distribution of the points is more important than the number of the GCPs in some cases; 

however, more GCPs with the best distribution results in lowest RMSE. The best results from 4 

and 6 GCP combinations are shown in figure 27. 
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Figure 21. Comparing Root Mean Square Error values using 4 and 6 GCPs in different combinations. 

4.1.4 Spatial distribution of the error 

 

To analyze the spatial distribution of the errors, the area covered by the 8 GCPs was clipped and 

the difference between a number of the obtained DSMs georeferenced with different numbers of 

GCPs were computed. The results show that the low deviations are concentrated around the 

GCPs used in georeferencing the 3D models and the large deviations at the areas further away 

from GCPs. 

 

The obtained DSM from a georeferenced model with 4 GCPs at the corners, i.e. 4GCPs deviates 

mainly with 5GCPs, in the middle of the study area, see figure 28 (a), while the difference 

between 4GCP_D1 and 4GCP_D3 that share GCP 5 and 6 in the middle of the study area, are 

largest at the corners. This indicates lower error values around the control points used in 

georeferencing the models. Distribution of the error between DSMs created from 4 and 5 control 

points are shown in figure 28. 
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Figure 22, The difference between a DSM created using (a) 5GCPs and the 4 corner GCPS, (b) 

4GCP_D1 and 4GCP_D3. 

 

The differences between the DSMs created from 8, 6 and 4 GCPS show the same pattern. The 

results demonstrate a systematic deviation related to the number and the distribution of the 

GCPs. The distribution of the 6 GCPs in 6GCP_D3 results in a more homogeneous distribution 

of the error, while The DSM created with 7 GCPs records the largest deviation around the GCP 

that is not included in the processing, i.e. GCP 8. 

 

Distribution of the errors between DSMs created from 8 GCPs and the best DSMs from 4 and 6 

GCPs are shown in figure 29, the effect of GCP8 is clear in image (c).     
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Figure 23, The difference between the DSM created using all the 8 GCPs and the best DSMs from (a) 4 

GCPs; 4GCP_D1 and (b) 6 GCPs; 6GCP_D3. image (c) is the difference between 8GCPs and 7GCPs 
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4.1.5 Overlapping images and DSM quality. 

 

The number of overlapping images were investigated. The datasets contain an average of 7, 9 

and 12 overlapping images for flight 2, 1 and 3 respectively at the location of the GCPs. The 

report created by Agisoft PhotoScan’s “Survey Statistics” confirm the same result and 

demonstrate that the datasets do not contain areas with insufficient image overlap, successful 

implementation of SFM requires 2 or more photos (Nissen et al., 2016). Number of overlapping 

images for every GCP are shown in table 8. 

 

Table 8. Number of overlapping images per GCP. 

 Number of overlapping images per GCP 

GCP 1 2 3 5 6 8 10 11 

Flight 2 (20m) 6 8 7 5 11 9 6 6 

Flight 1 (30 m) 5 6 8 8 13 9 16 12 

Flight 3 (40 m) 11 11 12 11 11 14 12 12 

 

 

The large number of overlapping images in flight 3 do not result in a DSM with higher quality, 

this is mainly due to the large GSD value of flight 3. Camera locations and image overlap 

statistics are shown in figure 30. Comparing the quality of the GCPs from the same flight session 

shows that GCP6 from flight 1 with 13 overlapping images is the only GCP with an error at 

centimeter level, see table 9 in section 4.3.6. 
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Figure 24. Image overlap statistics for flight (a) 1, (b)2 and (c) 3. 

 

4.1.6 Land cover and DSM quality  

 

The east side of the study area is covered by bushes and rocks, which results in more variation in 

the images. The size of the area covered by bushes and rocks in the datasets increases with flight 

height. The covered area by flight 2 at 20, flight 1 at 30 and flight 3 at 40 meters flight height are 

shown in figure 31. 

 

Comparing the quality of the points close to the bushes and rocks with the ones in proximity to 

water, the results do not indicate any clear relation between the location and quality. The points 

GCP2, 6 and 11 which are the points most close to the water, have not registered a systematic 

reduced quality. Analyzing the quality of the GCPs used to georeferencing the models, flight 1 

and 2 only have one point that exceeds the millimeter level, while 6 of the GCPs have an error 

greater than 1 cm in flight 3. The calculated values of the check points do not reflect any 

systematic relation to their locations, GCP 9 and 15 are the check points most close to the water 

side, se figure 32.  
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Figure 25. Land cover and the covered area by the three flights, (a) flight 2, 1 and 3. Approved for 

publication, LM2018/002559. 
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Figure 26. Near water GCPs are labelled blue on top of the orthomosaic from flight 3. Approved for 

publication, LM2018/002559. 

 

 

The near water control points, i.e. GCP2, GCP6 and GCP11 and the near water check points, 

GCP15 and GCP9 are marked on top of the obtained orthomosaic from flight 3 in figure 32, 

water areas are shown in white since they are masked out from the UAV images.  

 

The difference between measured and calculated elevation values of the 8 control points and the 

4 check points for flight 3, 1 and 2 are shown in table 9 and 10. 
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Table 9. The difference between measured (M) and calculated elevation values from DSMs obtained by 

using 8GCPs, for 8 control points for flight 3, 1 and 2. 

Name 

M - DSM3 

(m) 

M - DSM1 

(m) 

M - DSM2 

(m) 

GCP1 -0.014 0.008 -0.015 

GCP2 0.007 -0.006 -0.008 

GCP3 -0.058 -0.008 0.004 

GCP5 0.056 0.001 -0.010 

GCP6 -0.027 0.014 -0.004 

GCP8 -0.003 -0.003 -0.004 

GCP10 -0.027 -0.004 0.001 

GCP11 0.017 0.007 0.003 

 

Table 10. The difference between measured (M) and calculated elevation values for 4 check points 

GCP4 -0.018 -0.007 0.009 

GCP7 -0.137 0.025 0.026 

GCP9 0.099 -0.020 -0.005 

GCP15 0.047 0.015 -0.024 

4.1.7 DSM plane quality 

 

The overall quality of the DSMs in the plane were measured by the RMSE values of Easting and 

Northing, the total errors of the models from Agisoft PhotoScan range between 1-2 cm; however, 

a quick investigation of the error values shows that GCP6 records of the largest dx and dy values 

in all three flights. Table 11 shows the max dx, dy and the RMSE values of Easting and 

Northing. Tables 12, 13 and 14 show the three model errors both in plane and height from 

Agisoft PhotoScan. 

Table 11. Max GCP errors in plane 

Flight Max_dx (m) Max_dy (m) RMSEx (m) RMSEy (m) 

2 0.027 (GCP6) 0.016 (GCP2) 0.018 0.010 

1 0.030 (GCP6) 0.027 (GCP6) 0.017 0.015 

3 0.023 (GCP5) 0.017 (GCP6) 0.015 0.010 
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Table 12. Ground control point statistics. flight 3, 40 meters 

Markers East err. (m) North err. (m) Alt. err. (m) 

GCP1 -0,004 -0,002 -0,003 

GCP2 0,008 -0,007 -0,011 

GCP3 0,008 0,01 0,048 

GCP5 -0,023 0,015 -0,068 

GCP6 0,017 -0,017 0,016 

GCP8 -0,017 0,004 0,012 

GCP10 -0,004 0,005 0,031 

GCP11 0,021 -0,008 -0,034 

RMSE 0,015 0,01 0,035 
 

 

Table 13. Ground control point statistics. flight 1, 30 meters 

Markers East err. (m) North err. (m) Alt. err. (m) 

GCP1 -0,011 0,008 -0,003 

GCP2 0,009 -0,014 0,003 

GCP3 -0,004 0,008 -0,002 

GCP5 -0,002 0,022 0,004 

GCP6 0,031 -0,027 0,001 

GCP8 -0,007 0,002 -0,001 

GCP10 -0,016 0,009 -0,001 

GCP11 0,022 -0,007 0,001 

RMSE 0,017 0,015 0,002 

 

 

Table 14. Ground control point statistics. flight 2, 20 meters 

Markers East err. (m) North err. (m) Alt. err. (m) 

GCP1 -0,016 0,005 0,002 

GCP2 0,017 -0,016 0,004 

GCP3 -0,004 0,008 -0,009 

GCP5 -0,015 0,015 0,007 

GCP6 0,028 -0,016 0,006 

GCP8 -0,022 0,005 -0,007 

GCP10 -0,0009 0,002 -0,003 

GCP11 0,022 -0,001 0,005 

RMSE 0,018 0,01 0,005 
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The quality of the obtained DSMs in the project is high with an, RMSE of less than 2 cm, when 

we take into account the time and the effort used to collect the data and produce the results. The 

accuracy obtained by using UAV matches or exceeds the accuracy obtained with the 

conventional aerial photography. 

4.1.8 Sand volume estimates and DSM quality. 

 

To be able to compare calculated volumes from the three flight sessions, a common extent that 

covered all the GCPs, from the best DSMs were clipped and volume calculations were 

computed. Figure 34 shows the clipped area, the 8 GCPs, the hillshade from flight 2, in grey, 

flight 1 in red and flight 3 in green.  

 
Figure 27. The common area from the three flights and the area used in volume calculations. 

Volume calculations were carried out from the produced DSMs in QGIS. The volumes were 

calculated with the “Count Only Above Base Level” method, with base level assigned to 0.0. 

The calculated volumes are shown in table 15. 
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Table 15. Volume calculations 

Flight Volume (m3) 

2 (20 m) 11172 

1 (30 m) 11189 

3 (40 m)  11380 

 

 

The difference between flight 3 and 2 is 191 m3, i.e. more than ten times the difference between 

flight 2 and 1, which was computed to 17 m3. The output of volume calculation confirms the 

same trend observed from the previous results when analysing the effect of GSD on the quality 

of the produced DSMs. 
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5. Discussions 

 

This study shows that pixel size is important for the accuracy of the obtained DSMs. The 

different combinations of number and distribution of the GCPs verify that the number and the 

distribution of the GCPs have a large impact on the quality of the obtained DSMs. The results of 

the work confirm conclusions from other studies about the accuracy of UAV photogrammetry 

compared to Network RTK GPS (Barry and Coakley, 2015), stating that a vertical error of 1-3 

GSD is expected for the correctly reconstructed model. Flight 1 and 2 have recorded a RMSE of 

1.8 cm for GDS values of 0.79 and 1.14; however, flight 3, with a GSD of 1.51, results in a 

RMSE of 8.8 cm, when we were expecting a value less than 5 cm. The high RMSE value for 

flight 3 can also be seen in the statistics of the model, where large elevation errors at GCP3 and 

GCP5 were recorded, see Ground Control Point statistics from Agisoft PhotoScan in table 12. These 

two GCPs do not deviate from the rest of the GCPs in the other flights. We could try to reduce 

the error by locally adjusting the point cloud, but this has not been the intention of the study. 

Neither the quality of the images nor the number of the overlapping images explain the error in 

these two GCPs. 

 

According to Pix4D (2018a), a minimum number of 5 GCPs is recommended, 5 to 10 GCPs are 

usually enough, even for large projects. More GCPs do not contribute significantly to increasing 

the accuracy. The results obtained from this project demonstrate that more than 5 GCPs will 

change the quality of the DSMs in different quantities depending on the pixel resolution. For 

instance, for UAV images with 1.51 cm GSD, the calculated RMSE values decreases from 14.8 

to 10.7 and then to 8.8 cm when using 5, 6 and 8 GCPs, while UAV images with 0.787 cm GSD 

records high RMSE changes at 5 and 8 GCPs. It is important to mention that outputs from this 

study show that in some cases the distribution of the GCPs have higher impact on the accuracy 

than the number of GCPs. These results contradict recommendations from other experiences 

(PIX4D 2, 2018). 

 

An important point in the relationship between pixel size, numbers of GCPs and the quality of 

DSMs is that the accuracy of the model created with 4 GCPs records the least accurate results in 

flight 2, the flight with the lowest flight height. The RMSE value is around three times larger 

than for the other two flights. The calculated values of the GCPs shows that the model is elevated 

twice as the other models, especially in the middle of the study area, where two of the check 

points are located, GCP4 and GCP7 and records the largest deviations. The relation between 

pixel size and number of GCPs changes this behaviour when using more GCPs. 

  

The common recommendation of placing GCPs at the corners of the study area results in the 

highest RMSE values compared to the other combinations in this elongated study area. The best 
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results are obtained when having two GCPs in the middle of the area and other GCPs at each 

side. This combination of GCPs results in the best outputs both for 4 and 6 GCPs.  

 

Distribution of the GCPs is related to the shape of the study area; this point must be taken into 

account when collecting UAV data for DSM generation. When exploring the number and the 

distribution of the GCPs, it is experienced that the distribution of the GCPs is important, the 

outcome of few number of GCPs with the best distribution will result in higher quality DSMs 

than larger numbers of GCPs lacking the optimal distribution. However, another important issue 

to be considered, when deciding number and distribution of GCPs, is the variation of the surface, 

more GCPs lead to more accurate reconstruction in areas with complex topography (PIX4D 1, 

2018). More studies regarding distribution of GCPs both in plane and elevation are of great 

interest.    

 

When analysing the quality of the obtained DSMs, it is interesting to check the relation between 

the location of the control points and the check points, for example to have an idea about the 

quality of the model outside the area covered by the control points, especially when the results of 

this study shows, that the best results are obtained from point distributions that do not create a 

closed area. Future works evaluating this point will be interesting. 

 

It is expected that the absolute accuracy of any survey will remain lower than the accuracy of the 

measured GCPs used in the survey, therefore it is important to have the right consideration and 

expectation when planning UAV flights, It is important to measure the GCPs with a higher 

accuracy than the pixel size (Buczkowski, 2017). It is also important to be aware of the 

relationship between image pixel size and the size/width of the cross sign in the artificial GCPs, 

the larger the pixel size, the less is the accuracy of determining the central point of the GCP. 

 

Despite Agisoft PhotoScan’s low estimated quality values, all the aligned images from flight 1 

were used. Future works comparing the results using only images with quality values above the 

recommended 0.5 will be interesting. 

 

Assuming the availability of stable data-link connection in the study area, RTK GPS onboard 

UAVs would have advantages in this project since most of the images would have well corrected 

locations. Chen (2017) obtained elevation error of 1 GSD in open areas. 
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6. Conclusions 

 

The results of the study show that pixel size affects the quality of the obtained DSMs, however, 

the difference between the quality of the produced DSMs from flight 1 and 2 is small, this means 

that, under similar circumstances as in this study, it is possible to fly at higher height to save data 

collection and processing time and still obtaining high quality results.  

 

The number and the distribution of the GCPs are important parameters when georeferencing the 

model. The accuracy of the obtained DSMs is correlated to the number and the distribution of the 

GCPs. The combination 4GCPs_D1, with two points in the middle of the area and one at each of 

the ends, results in higher accuracy when the best result from 4 GCP and 6 GCP combinations 

are compared. This means that the distribution of the points has, in some cases, a stronger 

influence on the accuracy than the number of the GCPs, however, a larger number of GCPs with 

the best distribution results in lowest RMSE value. 

 

Despite the misty weather at the time of flight 1 and the low number of images with high Agisoft 

PhotoScan quality values, the results from flight 1 are quite close to the obtained results from 

flight 2 and are much better than the results from flight 3, that has the largest number of 

overlapping images per GCP.  

 

When analysing the relation between land cover and the quality of the check points, the study 

does not record any clear relation between the quality of the computed values and location of the 

calculated points, whether they are close to the bushes and rocks or located on the water side. 

 

Creating digital elevation models have always been an expensive and time-consuming task and 

therefore have been one of the less updated GIS data sources. Using UAV images in DSM 

generation and the availability of both commercial and free open source software with the 

capability of processing images in a semi-automated way facilitate more frequently updated 

DSMs. 
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