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Abstract 

 

 
This thesis studies the distribution of accessibility by public transport to retail concentrations and 
public hospitals in Athens, using spatial autocorrelation analysis based on Local Indicators of 
Spatial Autocorrelation (LISA) method and Geographically Weighted Regression (GWR). For this 
reason, the study area was divided in a 300x300 meter square grid of points representing the 
location points of the study. For each point, the travel time to each of the retail concentration and 
public hospital location was estimated using Google Directions API. The accessibility of each point 
was then calculated as the percentage of reachable destinations for each land use group within 45 
minutes. The results where then aggregated to zip code level, where along with data regarding the 
average annual zip code income, population density and destination from Athens’ central business 
district formed the final dataset. The analysis that followed suggests that there is a cluster of high 
accessibility in the city center and a cluster of low accessibility in the outer suburbs. In addition, a 
middle zone of insignificant clustering is located between the two clusters. The chosen urban 
structure and socioeconomic variables that were used for the geographically weighted regression 
have significant effects except for the case of population density on public transport accessibility. 
More specifically, distance from the central business district (CBD) is found to be negatively 
correlated with accessibility to both retail concentrations and hospitals. On the other hand, annual 
average income seems to be positively correlated with accessibility to both destinations. Finally, 
population density has a positive correlation with only retail concentrations. In addition, the 
analysis indicated that there may be more unknown factors affecting accessibility to retail 
concentrations in the city center than the periphery. 
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1  Introduction 
Cities keep expanding and developing constantly. This expansion is coupled with the increase in 
human activity and social processes. Each day more people need to travel from home to other 
destinations within the city limits in order to reach their working places, meet with other people, do 
their daily shopping, go to a cinema, visit a hospital or relax in a park. In addition, because city 
expansion is more often horizontal than vertical, the distance between existing land uses and new 
parts of the city keeps increasing. As a result, this causes the establishment of new land uses closer 
to the new development location and away from the city center. 

The land use destinations, whether already established or new, can be reached by the transport 
system. Where land uses can be conceptualized as areas in space, the transport system can be 
conceptualized as links and nodes. The links represents the space which enables movement between 
its nodes and they may be paths, residential roads, highways, rail tracks etc. The nodes represent the 
places of entrance or exit to the system and the more closely they are located to land use 
destinations the easier it is for the latter to be reached. 

Since there are several transport modes, the availability of the whole system cannot be guaranteed 
for all of them individually. It is impossible to reach a certain cinema by rail if there is no rail 
station nearby, as it is almost impossible to reach a business park which is located in the junction of 
two highways on foot. For this reason the majority of the travels consist of a combination of the 
available transport modes with the most frequent element being walking as it provides access to 
both the car and public transportation. However, private motorized modes (automobile, motorbike 
etc) pose a problem as elements of a combined travel since they may not constitute an available 
option for individuals due to a variety of reasons (age, driving capabilities, cost etc). In this case 
travels are restricted to the choice of walking and public transportation. 

Depending on the transportation system and whether it is fully available to an individual as well as 
the travel distance or travel time between the destination and the location, a destination can be 
reached from a specific location by a varying degree of ease. This degree of ease is called 
accessibility. Accessibility is defined by Geurs, Karst T. & van Wee (2004) as “the extent to which 
land-use and transport systems enable (groups of) individuals to reach activities or destinations by 
means of a (combination of) transport mode(s).'' It follows that accessibility is a multi-dimensional 
concept, involving the land-use pattern, the transport network as well as the individuals. Its 
importance lies in the fact that accessibility “enable[s] (groups of) individuals to reach activities or 
destinations” (Geurs, Karst T. & van Wee (2004)), as activity participation is a fundamental 
function for the reproduction of societies. As accessibility increases so does the number of choices 
and alternatives that are available to a person.  

Accessibility can be greatly impacted by the strategies and practices of land use and transport 
authorities. Both these aspects of urban structure can cause severe uneven distribution in 
accessibility. For instance, the construction of a metro station in a particular area can greatly 
increase its accessibility. At the same time, if there is inadequate transport connection of the 
surrounding areas to the metro station, their accessibility is significantly decreased in relation to the 
area with the metro station. This uneven distribution may cause social inequalities, such as social 
exclusion as the people do not have the same access to activities and/or displacement as a rapid 
increase in accessibility of an area may lead to increased rent.  

As accessibility is a vast concept, this thesis focuses on just one transport system, that of public 
transportation, and two land-uses: retail markets and public hospitals. Public transportation was 
chosen because it is one of the major transport modes that people use to access and participate in 
various activities throughout the city. It is also the only mode that offers an alternative to car use for 
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medium to long travel distances and it is widely inclusive for all social groups.  In contrast to car 
use, which requires the users to be of certain age, possess certain abilities, hold a driving license and 
own a car, public transportation is addressed to everyone.  

For the case of Athens, accessibility by public transport is of particular importance as during the last 
years over one million people chose to give up their car’s plate in order to avoid the annual car use 
tax (Andris, 2016). It can be assumed that the majority of those people were driven in this decision 
by economic difficulties caused by the ongoing economic crisis. Thus, dependence on public 
transport did only increase in general, but it did so for a significant portion of the economic 
vulnerable population. 

Finally, this thesis focuses on the impact of three variables in order to explain accessibility. The two 
of them are urban structure variables and namely, distance from the central business district (CBD) 
and population density. The third is a socioeconomic variable and consists of the annual average 
income. Distance from CBD impacts accessibility as Athens’ Transport Network is to a large 
extend radial based and center focused. Most of the public transport routes pass through or close to 
the center of Athens. This creates the phenomenon that there is a wide variety of transport routes 
and stops as the distance to CBD decreases. In contrast, as the distance from CBD increases and 
public transport routes branch off there are less available options and connections for remote 
locations. Population density impacts accessibility because public transport operation is more 
feasible for locations with high population density. This is because a certain stop or line is expected 
to serve more people than it would in a low density location. The last considered variable, annual 
average income, affects public transport accessibility because from a planning perspective, 
locations with lower income are expected to be better served by public transport, since the option of 
the car may not be available. At the same time good public transport provision in a given location 
may result in increased rents so that lower income population cannot afford to live in such 
locations. 

 

1.1  Research Questions 

This thesis aims to answer the following questions: 

 

1. How is public transport accessibility to a) retail concentrations and b) public hospitals 
distributed in Athens Metropolitan Area? Is it randomly distributed and/or are there clusters 
of high and/or low accessibility? 

2. Is it possible to explain the spatial pattern of public transport accessibility to a) retail 
concentrations and b) public hospitals by the distance from the city center, population 
density and average income? 
 

As far as the first question is concerned, the Null Hypothesis is: 

 H0-A1: Accessibility to retail concentrations is randomly distributed  
 H0-A2: Accessibility to retail concentrations is not significantly locally clustered. 
 H0-B: Accessibility to public hospitals is randomly distributed  
 H0-B2: Accessibility to public hospitals is not significantly locally clustered. 

 

As far as the second question is concerned, the Null hypothesis can be broken down to three 
hypotheses, each for one of the three predicting variables: 
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 H0-A1: In the presence of population density and average income, there will be no significant 
correlation between retail accessibility and distance from CBD.  

 H0-A2: In the presence of distance from CBD and average income, there will be no 
significant correlation between retail accessibility and population density.  

 H0-A3: In the presence of distance from CBD and population density, there will be no 
significant correlation between retail accessibility and average income.  

And for public hospitals: 

 H0-B1: In the presence of population density and average income, there will be no significant 
correlation between public hospital accessibility and distance from CBD.  

 H0-B2: In the presence of distance from CBD and average income, there will be no 
significant correlation between public hospital accessibility and population density.  

 H0-B3: In the presence of distance from CBD and population density, there will be no 
significant correlation between public hospital accessibility and average income.  

1.2  Thesis Outline 

The thesis is structured in six additional sections. Section 2 contains the fundamental background 
information that is necessary in order to ground the research theoretically. Section 3 describes the 
study area as well as the data used for the analysis. In section 4 the main methods of the analysis are 
presented while section 5 contains the results of the analysis. Finally, in section 6 there is a 
discussion of the results which are put in a broader context and, section 7 contains some concluding 
remarks. 
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2  Background 
This chapter presents the main theoretical background on which the thesis is built. Firstly, the 
concept of accessibility is presented and defined. Secondly, the public transport accessibility is 
being brought into focus. The third section describes the relation between accessibility and social 
equity. Finally, the analytical methods that were used in order to answer the research questions are 
described. 

2.1  Defining Accessibility 

Accessibility is a concept that has been used widely for social sciences. The first concise 
introduction of accessibility for land use research was introduced by Hansen (1959) in which he 
studies the effects of accessibility on land use patterns. A decade later, the work of Hägerstrand 
(1970) paved the way for the inclusion of agency in accessibility research. Geurs, Karst T. & van 
Wee (2004) define accessibility as “the extent to which land-use and transport systems enable 
(groups of) individuals to reach activities or destinations by means of a (combination of) transport 
mode(s)”. The definition makes accessibility relevant for fields like urban and transport planning, 
economic geography, transport geography, market analysis, social exclusion, real estate and other 
disciplines that are not only concerned with the proximity of two location, but with their ease of 
access.  

However, despite its wide use, accessibility still remains an elusive concept, with many researchers 
offering their own view of its definition and composition (Geurs, De Montis & Reggiani (2015)). 
For instance, Geurs, Karst T. & van Wee (2004) after an extensive review of accessibility studies, 
suggest that accessibility is composed of four elements: the land-use component (the spatial pattern 
and demand of land-uses), the transportation component (the transport network), the temporal 
component (temporal constraints such as rush hour or public transport operation hours) and the 
individual component (the needs and preferences of individuals). Ideally, each one has to be taken 
into consideration for accessibility evaluation. In another study Cass, Shove, & Urry (2005) suggest 
that accessibility has four dimensions: the financial (the monetary cost of travel), the physical (the 
physical ability to travel), the organizational (how systems and networks are organized) and the 
temporal (again, temporal constraints like rush hour or public transport schedule). As will be 
discussed later (section 2.2), this study uses the approach of Geurs, Karst T. & van Wee (2004). 

Some other authors are concerned directly with how accessibility is measured rather than what are 
its main components. Although more specific, these accessibility metrics still wield information 
about how it is conceptualized. For example, Lei & Church (2010) categorize accessibility into six 
metrics. The first is system accessibility, which is concerned with the physical access to any 
transport system. The second is system facilitated accessibility and is concerned with the ease that 
one can reach a particular destination through the transport system. The third metric, integral 
accessibility is a general accessibility indicator of an area, taking into consideration multiple 
destinations and networks. The fourth metric is the time-space accessibility of the user as defined in 
Hägerstrand (1970). The fifth metric derives from utility theory, and assumes that agents are fully 
aware of alternatives as well as they are rational thinkers. Finally, relative accessibility is the 
difference in accessibility caused by different transport modes. 

Moreover, although there are conceptual differences in accessibility, most models take into 
consideration in one way or another similar factors, such as travel time, travel cost, physical 
proximity, temporal aspects and user preferences/constraints. However as Bert van Wee (2016) 
highlights, there are still questions that researchers have to address in order to advance and fully 
mature the field.  
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2.2  Accessibility in the thesis 

The accessibility indicator which is used in this thesis follows the approach of Geurs, Karst T. & 
van Wee (2004). However, it does not consider all four accessibility components, but only the land 
use and transportation system. The accessibility index is based on the percentage of destinations 
reachable within 45 minutes from a location (further described in section 4.1). The form was chosen 
in order to better represent the number of alternatives that are available to someone who wishes to 
carry out the activity in question. This was preferred over the minimum travel time destination, as 
the latter may be misleading in cases where the destination is very close but there are no other real 
alternatives available. Secondly, the temporal threshold was chosen after reviewing acceptable 
travel times (Milakis, Cervero, van Wee & Maat (2015), Mokhtarian & Salomon, (2001)). The first 
study focuses on commuting preferences and it concludes that the ideal travel time is 18.4 minutes 
while the acceptable travel time is 42.8 minutes. However, public transport users have reported the 
highest acceptable commute time (60 minutes). Similarly, for the second study, the most agreed 
ideal travel time for commute lies between 15-19 minutes with no respondent stating an ideal travel 
time higher than 50 minutes. However, the actual travel time is much longer for most of the sample.  

Thus, the threshold of 45 minutes of this study was chosen in the basis that although it may not be 
an ideal travel time, this threshold seems to be acceptable which signifies that people would still 
consider it as an extreme case. In addition, the reported travel times of both studies were for 
commuting, which is different from the activities studied in this thesis. It is assumed that since 
shopping or visiting a hospital is not as frequent as commuting, ideal and acceptable travel times 
may be a bit longer than the ones reported. 

2.3  Public Transport Accessibility 

Public transport accessibility focuses on the role of the public transport network as an accessibility 
provider. Public transport may be the only alternative to car use for medium to long urban distances 
therefore its accessibility evaluation is important for environmental, equity and even economic 
reasons. Research on this field is conducted with multiple definitions of accessibility, methods as 
well as objectives, such as access to different land uses.  

Albacete et al. (2017), following the accessibility typology suggested by Geurs, Karst T. & van 
Wee (2004),use two individual methods: Structure Accessibility Layer (SAL) and Public Transport 
Walking Access Index (PTWAI), to measure the overall accessibility of Helsinki. The first is origin 
based, meaning that it is concerned with the ease that facilities can be reached from the origin, 
whereas the second is destination-based and is concerned with the ease that this particular 
destination is accessible. Both methods do not consider individual preferences/constraints and focus 
on the land-use and transportation components. In addition PTWAI considers partially the temporal 
component.  

In another study, Saghapour, Moridpour, & Thompson (2016) use public transport accessibility 
index (PTAI) to assess the accessibility levels of Melbourne. The model is destination-based and 
besides taking into consideration the walking time to the nearest stop and the frequency of the 
services, it also considers the population density in the origin points. 

An interesting approach is taken in Fransen et al. (2015) who try to indentify the public transport 
gaps in the area of Flanders in Belgium. The gaps are identified as the difference between two 
indices, the index of public transportation needs (IPTN) and the index of public transport provision 
(IPTP). 

As a conclusion, there is a wide selection of methodological concepts and measurement methods for 
accessibility. The choice of a particular method seems to depend on the requirements of each study. 
However, the common thread that connects all of them is the requirement of a land use element in 
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order to assess the accessibility towards that land use and a measure of friction which is usually 
captured by the transport network in travel time from the location of the measurement to the desired 
land use.  

2.4  Accessibility and social equity 

Accessibility enables groups of people and individuals to reach and participate in activities. It is 
therefore a cornerstone for social equity since differences in accessibility result in differences in 
opportunities and social interaction (see Grengs (2012)). Researchers have neglected the spatial 
dimension of social equity/exclusion in the past, but during the past decade, new research tries to 
bring it in focus (Cass et al. (2005)). However, the concept of equity is diverse. As Wee & Geurs 
(2011) suggest, there are differences in how equity is understood depending on what ethical theory 
one follows. Examining three ethical theories (utilitarianism, egalitarianism and sufficientarianism) 
they conclude that utilitarianism, expressed through the Cost-Benefit Analysis Tool for accessibility 
evaluation may be the least desirable to use. 

When examining equity of transport systems, Neutens et al. (2010) note that the more a model is 
geared towards individual preferences, “the more conservative it will be in terms of signifying a 
state of equity”'. This is particularly relevant with the discussion for residential location “self-
selection''. By self-selecting, people choose their residential location based on their transport 
preferences and therefore to some extent the area's accessibility levels. Taking personal 
preferences/constraints into consideration may obfuscate the actual levels of accessibility because 
of two main reasons. The first is that affluent individuals prefer to live in areas with low 
accessibility by public transport and the second because people have a subjective view of 
accessibility (c.f.Cheng & Chen (2015) and Lättman, Friman, & Olsson(2016)). 

 

2.5  Spatial Autocorrelation 

Spatial autocorrelation measures the degree to which neighboring objects share the same qualities. 
In other terms, it helps us to determine whether a particular phenomenon is clustered, dispersed or 
random in the geographical space. In our project, spatial autocorrelation indicates if there are any 
clusters of high or low accessibility or if accessibility is random across Athens. 

One of the most widely used indicators of spatial autocorrelation is Moran’s I statistic, which has 
two versions: the global and the local. In its global version, the statistic yields an overall (global) 
estimation about the distribution of a phenomenon. This practically means that there is only one 
value ranging between -1 and 1, with the former indicating complete negative spatial 
autocorrelation and the latter positive spatial. The value of 0 indicates that there is no 
autocorrelation; the phenomenon is randomly distributed in geographical space. The global Moran’s 
I statistic formula according to Rogerson (2001, pp: 167) is: 

 

 

 

[1] 

 

Where n is the number of spatial entities,  is a weight of spatial proximity between entities i and 

j,  is the measured value of the variable in question at spatial entity y and  the mean value. 
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On the other hand, local statistics such as local Moran’s I statistic, are more sensitive to local 

clustering.  Local statistics may pick up pockets of spatial autocorrelation that would have passed 

under the global statistic’s radar. The formula of the local Moran’s I statistic according to Rogerson 

(2001, pp: 167) is: 

 

 

 
[2] 

 

2.5.1  Local Indicators of Spatial Association 

Local Indicators of Spatial Association (LISA) is a technique proposed in Anselin (1995), which: 

 for every observation “gives an indication of the extent of significant spatial clustering of 

similar values around that observation” and 

 “the sum of LISAs for all observations is proportional to a global indicator of spatial 

associations” 

The first aspect of LISA is the identification of local clustering, in what is often referred as hot 
spots. As Anselin (1995), notes “Similar to the rationale behind the significance tests for the Gi and 
Gi* statistics of Getis and Ord (1992), the general LISA can be used as the basis for a test on the 
null hypothesis of no local spatial association. However, in contrast to what holds for the Gi and 
Gi* statistics, general results on the distribution of a generic LISA may be hard to obtain”. 

The second aspect of LISA allows the link of local indicators to a “global measure of spatial 
association, […], thus enabling the assessment of influential observations and outliers.” 

Finally, LISA can be constructed from a variety of spatial autocorrelation statistics, one of them 
being Moran’s I. 

2.6  Multiple Linear Regression 

Multiple Linear Regression (MLR) is used for modeling the effects of one or more variables on 
another. The former are called independent variables and the latter dependent variable. This is 
because the values of the dependent variable are influenced by, or depend on the values of the 
independent ones. 

MLR as the name suggests, estimates a linear relationship between the dependent and independent 
variables. In order to estimate the line, it uses Ordinary Least Squares method, which is a curve 
fitting method based on the principle that the sum of the squared errors of the independent variables 
to the fitted line should be the minimum possible. The general formula is: 

 

 
 [3] 

 

Where  is the predicted value, a represents a constant and each set of represent the coefficient 

(b) and the value (  of each independent variable. MLR will be used in the thesis as a first overall 
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indicator for the global tendencies of the sample. However,The main analysis and conclusions will 

be drawn by applying Geographic Weighted Regression. 

 

2.7  Geographically Weighted Regression 

Geographically Weighted Regression (GWR) is a special form of spatial regression put forth by 
Fotheringham et al. (1998), where not only the residuals are a function of neighboring residuals but 
also the regression function has a local character rather than a global. This is achieved by assigning 
weights to all other observations. These weights are a function of distance and their value decreases 
as the distance increases. So, the dependent variable at location i is modeled as:  

 

 

 

[4] 

 

Where p indicates the number of independent variables, and the  represent the coefficient and 

value for variable j and location i respectively (note that  represents the constant for location i) 
and  represents the random error for the dependent variable in location i. Since accessibility is a 
highly spatially correlated phenomenon, GWR along with spatial autocorrelation are used in order 
to tackle the research questions. GWR was chosen because of its sensitivity to local variability 
rather than global as it is the case with MLR.  



 

10 

 



 

11 

 

3  Study Area and Data 

3.1  Study Area 

The study area is the current Urban Transport Service Area which includes most of the Athens 
Metropolitan area (Figure 1). The main responsible organization for it is Athens Urban Transport 
Organization (OASA). The metropolitan area consists of 84 settlements, which are organized in 52 
municipalities. The transport network consists of 3 metro lines, 3 tram lines, 2 rail lines and 243 bus 
lines and the total length of each subsequent public transport network as well as the number of stops 
can be seen in the Table 1 (Table 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Length and stops by mode for Athens' Public Transport Network 

 

 

 Metro Tram Rail Bus total 

Total Length (km) 166 104 190 6011 6471 

Number of Stops 61 49 26 7787 7923 

Figure 1: Location of Athens in Greece 
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3.2  Data 

This study used data from multiple sources in order to study the research questions. All data where 
aggregated to zip code spatial level. The final dataset that was used for analysis consisted of the zip 
codes and their geometry, retail and public hospital access scores for each zip code as well as the 
distance from the city center, the population density and average annual income of each zip code 
(Table 2).  

 

Table 2: Final dataset of the study 

Field Units Type Description 

zip_code - string Primary key of the table 

Geom - Geometry(Po
int, 2100) 

The geometry of the point in Greek Grid 

Retail access Percentage value (%) Double 
precision 

The accessibility score of the zip code 

Hospital Access Percentage value (%) Double 
precision 

The accessibility score of the zip code 

Average income € (euro) Double 
precision 

Average income of the zip code 

Population 
density 

population/Ha Double 
precision 

Residential density of the zip code 

CBD distance m (meters) Double 
precision 

Euclidean distance from Athens’ Central 
Business District (also, the city’s center) 

 

3.3  Data processing 

This section describes the processing of the acquired data in order to reach their final state as 
described in the previous section (3.2). The dataset presented in Table 3 is a combination of several 
data sources and processes that are further described in this section. All collected data were 
imported in a PostGIS database, a spatial extension of PostgreSQL relational database management 
system. The acquired data include: 

 Transport Direction data 
 Population data 
 Income data 
 Retail location data 
 Hospital location data 
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Table 3: Dataset Characteristics 

The overall processing of the data can be seen in Figure 2. The key parts of the data consist of the 
Origins, the Destinations, Google Maps Directions API and the Zip codes. The origins and the 
destinations were used as input to Google Maps Directions API in order to calculate the travel time 
needed from each Origin point to each Destination. With the calculated travel times between every 
Origin-Destination pair, the retail and hospital access of each Origin point was calculated as the 
percentage of reachable destinations within 45’ to the total number of destinations. Next, the 
accessibility values of each Origin were aggregated to their respective zip codes in order to 
calculate the mean accessibility of the zip code. This was done in order to bring all relevant data the 
same spatial level as well as to have a more realistic accessibility value for each zip code than 
having to rely on its centroid accessibility value alone. Finally, as far as the three remaining 
variables are concerned, population density was calculated using the population of the zip code. The 
calculation of distance from CBD is a straightforward Euclidean distance and the average annual 
income was provided as is. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Dataset Format Spatial 
Level 

CRS Provider 

Transport Direction Data JSON - WGS'84 Google 

Population spreadsheet zip code  ELSTAT 

Income text zip code  GSIS 

Retail business locations shapefile  GGRS'87 ESEE 

Hospital locations spreadsheet   Ministry of Health 

Figure 2: Overall data processing workflow 
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3.3.1  Construction of Origin points 

More specifically, the Origin points (Figure ) represent the locations whose accessibility was 
assessed. They were constructed by creating a point grid of 300 meters inside Athens’ Urban 
Transport Organization (OASA) area of service. Because OASA's area of service is described by 
administrative boundaries, points that fell outside of built up area and to some extend inside special 
urban land uses such as airports/parks were removed. The final product was a grid consisting of 
6526 points. The 300m step is considered a good compromise between spatial detail and calculation 
efficiency. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.2  Construction of Destination points 

The destinations represent the access destinations of the study. They consist of retail concentrations 
and public hospitals. The retail dataset is composed of 21 urban retail concentrations and shopping 
malls (Figure ). The shopping malls' locations were geocoded using their addresses. In cases where 
more than one shopping mall was in close proximity, a single point was geocoded. The urban retail 
concentrations derived after creating a heatmap (Figure 5), which shows the concentration of retail 
businesses in number. The map was created by applying a kernel density function over the business 
locations. The kernel itself is a Gaussian kernel while the search radius was set to 150m. The 
datataset for the heatmap was provided by ESEE. The dataset is a geocoded version of the data that 
is being updated by G.E.MI (General Commercial Registry) and includes all retail business. The 
hospitals dataset is compiled by a list of 30 public hospitals provided by the Ministry of Health. The 

Figure 3: The location of origin points. 
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dataset was processed so that hospitals that are in close proximity are represented with only one 
Destination point (Figure ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Concentration of retail business 

Figure 4: The location of retail concentrations 
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3.3.3  Calculation of Origin-Destination travel characteristics 

The transport connection between Origins and Destinations was calculated using Google Map 
Direction API. For this reason, a Python script was developed in order to pass the origin and 
destination locations and handle the response (see Appendix). The original response from Google 
Map Direction API is a JSON file with directions from the origin location to destination. This 
response was parsed and processed by the Python script in order to create a more compact file that 
would be easier to import to a database. Each file contains information about the origin point, 
destination point, total travel distance, total travel time, number of transport modes used and the 
details of each one (travel distance, travel time, type, line number and stops). An example can be 
seen in the following box: 

 

 

 

For both datasets the departure time was set for 9 am of a weekday morning with no special traffic 
regulations, which means that the results and conclusions of this study are limited to this specific 
time of day. 

Figure 6: The location of public hospitals 

9705|6|2772|23.633|3|[[1168, 13.767, 'WALKING'], [1529, 9.0, 'BUS', '560', 7], [75, 0.883, 'WALKING']] 
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3.3.4  Calculation of Retail and Hospital Access 

Retail and Hospital access was calculated as the number of Destinations which are accessible from 
each Origin within 45 minutes divided by the total number of destinations of this particular land 
use. The accessibility of each Origin point was then aggregated to zip code level, by calculating its 
mean value, in order to estimate the average accessibility score of the zip code. 

3.3.5  Calculation of Population Density 

Residential density was calculated by dividing the zip code population by its built-up area, which is 
different from the zip code area. This is because the boundaries of some zip codes include other 
land-uses as well like farmlands, forests etc. Including the area of these land-uses dramatically 
decreases residential population density and may lead to false assumptions.  
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4  Methods 
This thesis attempts to answer the research questions by applying two main methods. Firstly spatial 
autocorrelation statistics, both global and local, are used in order to determine and identify if public 
transport accessibility to retail and hospitals is a random, clustered or dispersed phenomenon. 
Secondly, geographic weighted regression is applied to examine if there is a relationship between 
the public transport and urban structure or socioeconomic factors. 

4.1  Measuring Accessibility 

Public transport accessibility was measured in zip code level by averaging the accessibilities of each 
of the origins points inside a given zip code. The indicator satisfies two out of the four components 
according to the typology of Geurs, Karst T. & van Wee (2004), namely the land-use and 
transportation. This does not mean that the other two components (the temporal dimension and user 
preferences) are not important. Rather, the reasons for their omission are practical. Inclusion of the 
temporal component requires multiple runs of the same dataset for different times of the day. This 
would require more time and, more importantly, higher costs. Similarly, the individual component 
requires an additional questionnaire survey to assess  the individual needs and characteristics of 
individuals. Since the aim of the study was to cover the whole area of OASA’s service it would 
almost be impossible to gather that many questionnaires, let alone achieve a homogeneous spatial 
distribution. 

4.2  Data Collection 

In this study the accessibility of an area is seen as relative to a specific social activity. In order to 
calculate it, a three step approach was taken to compile the dataset. Firstly, because it is impossible 
(and unnecessary) to measure the accessibility of every point in a continuous surface, the study area 
was chosen to be represented by points which form a 300m grid in space. These points mentioned 
from now on as Origins.  

Secondly, as far as specific types of activities are concerned, the study focuses on retail 
marketplaces and public health-care. The location of those activities had to be identified in order to 
calculate the transport relation between them and the Origins. Activity locations are going to be 
mentioned as Destinations for the rest of the document. Thirdly, the transport relation between 
Origins and Destinations was calculated by Google Maps Directions API. The algorithm 
constructed for this purpose executed requests from all Origins to all Destinations and stored the 
total travel distance, total travel time, number of transport mode changes and specific details for 
each transport mode used (travel distance, travel time, transport type, number of stops). 

Additionally, some other datasets were collected for analytical purposes. OASA's public transport 
network and General Transit Specification Feed (GTFS) for the year 2016 was used in order to 
calculate the proximity of Origins to public transportation stops and lines. Furthermore, the average 
annual income by zip code compiled by General Secretary of Information Systems for the year of 
2011 was used to assess the overall income level of an area and the population by building block of 
Hellenic Statistical Authority for the year of 2011 was used to calculate residential densities. All of 
the above datasets were used as independent variables and are described in the following chapter. 

4.2.1  Independent Variables 

The study makes use of three explanatory variables for accessibility variability. The first is the 
distance from central business district (CBD) which is also Athens’ city center and is represented as 
a single point located in the Omonoia Square. This can affect accessibility in two ways. Firstly, 
given that the Destinations are spread throughout Athens, the shortest origin location to reach all of 
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them would be the center of Athens. Therefore, as the distance from the city center increases so 
does the distance to some of the Destinations (while the distance to other destinations decreases). 
Secondly, the road network of Athens has a radial pattern with Athens' center as its center. 
Therefore, it is expected that there are more transport options in its center compared to its periphery. 

The second variable is residential density. Residential density is expected to have a positive effect 
on accessibility. This is because as density rises, the operation of public transport becomes more 
sustainable because there it can serve more people. Moreover, when taking into account the land 
use, it is expected that more retail stores and hospitals will be in the vicinity of a high density 
neighborhoods than in the vicinity of low density ones. It is worth noting that the study uses a 
simple approach for Hospital access, in which the number of hospitals that are accessible to a 
location are measured instead of the number of hospital beds. This is because hospitals are still 
being used in Greece as a first-level medical provider, meaning that people visit hospitals without 
having first visited a doctor. In addition, if an incident can’t be treated in a particular hospital the 
patient will be transferred to another hospital with an ambulance. Finally, in medical emergencies it 
is hypothesized that there will be an ambulance call instead of using public transportation in order 
to reach the hospital. 

The third variable is average annual income. The hypothesis behind the effect of this variable is that 
public transport accessibility will decrease as the income increases. This is because, even though 
there is a preference of affluent people to live in the outskirts, where there is low public 
transportation service, their number is far smaller than those who live in under-serviced areas 
because they have no other choice. 

4.3  Spatial statistics 

The study hypothesizes that the spatial distribution of variability is not random and that it can be 
explained by urban and socio-economical characteristics. This means that variability in accessibility 
will be neither homogeneous nor random, but instead it will rise and decline in specific areas 
according to some underlying causal mechanisms. 

4.3.1  Spatial Autocorrelation 

This study uses both the global as well as the local version of Moran’s I statistic in combination 
with Local Indicators of Spatial Association (LISA) technique in order to examine whether there is 
spatial autocorrelation and clustering in accessibility. The method was proposed by Anselin (1995). 
The global Moran’s I statistic will yield an overall estimation about the spatial autocorrelation of 
accessibility while the LISA technique using local Moran’s I will identify potential clusters of 
accessibility.  

The basis of clustering estimation is each zip code and the estimation is calculated by taking into 
consideration the queen contiguity; that is all the neighboring zip codes that share an edge or a 
corner with the zip code in question. The results will be two maps for each destination land use. The 
first will depict the clustering results for accessibility. There are five possible categories:  

 high-high, indicating that the high accessibility value of the zip code is surrounded by high 
accessibility values of the neighboring zip codes 

 low-low, indicating that the low accessibility of value of the zip code is surrounded by low 
accessibility values of the neighboring zip codes 

 high-low, indicating that the high accessibility value of the zip code is surrounded by low 
accessibility values of the neighboring zip codes  

 low-high, indicating that the low accessibility of value of the zip code is surrounded by high 
accessibility values of the neighboring zip codes 

 insignificant clustering 
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The second map depicts the p-values of the zip codes for the estimation of LISA indicators. 

The above to maps will allow for the confirmation or rejection of the null hypothesis as well as shed 
light on the spatial clustering of accessibility. 

 

4.3.2  Ordinary Least Squares Regression 

An Ordinary Least Square (OLS) regression will be executed before the Geographically Weighted 
Regression (GWR), in order to get an overall view of the dataset as well as its global tendencies. 
The OLS well reveal whether all independent variables (population density, distance from CBD and 
average annual income) are significant and it will act as a guide for the participating variables in the 
GWR. 

In order to test for multicollinearity of the independent variables the Variance Inflation Factor (VIF) 
test will be used. The test is the ratio of the variance of the model including all three independent 
variables divided by the variance of the model which is specified by only one independent variable. 
The closer its result is to 1 the less are the effects of multicollinearity. Although there is no 
agreeable value, as Myers suggests (in Field (2009, p. 224) VIF values higher than 10 suggest that 
there are multicollinearity issues. 

Additionally, Koenker (BP) statistic will be used in order to test for model heteroscedasticity. 
Significant results will mean that the variation in the relationship between dependent values and 
each independent variable change with changes in independent variable magnitudes. According to 
ESRI (2018) models with significant heteroscedasticity are considered non-stationary and they are 
good candidates for Geographical Weighted Regression. 

4.3.3  Geographically Weighted Regression 

Geographically Weighted Regressions are used as the main method of inquiry regarding the 
association between the dependent variables on retail and Hospital access and the independent 
variables. The regression was executed two times, one for retail concentrations and one for public 
hospitals. The dependent variable is the accessibility score of the zip code while the independent 
variables are the ones discussed in section 4.2.1. 

The output of the analysis is a shapefile which contains information for every local model. More 
specifically, it contains the Local R2 which takes values between 0 and 1 and describes the 
goodness of fit for the model. The closer the number is to 1 the better is the dependent variable 
explained by the independent ones. In addition, the coefficients of the independent variables are 
also contained. The coefficients indicate the magnitude of the effects of the independent variable to 
the dependent one. 
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5  Results 
This chapter contains the results from the methods used in order to answer the research questions. 
The first section contains an overall overview of the sample with some descriptive statics for the 
involved variables as well as figures illustrating the spatial dimension of the variables. In the second 
section, the results of the autocorrelation statistics are presented for the global and the local Moran’s 
I statistic. Finally, the results of GWR are presented in the third section. 

5.1  Sample overview 

This section presents some descriptive statistics of the sample. Table 4 contains the basic statistics 
for the five variables, in zip code level, used in the regressions. The variables of Retail access and 
Hospital access measure the accessibility to retail and hospitals. They represent the percentage of 
the destinations which are accessible from a zip code within 45 minutes. According to it, the mean 
retail accessibility by public transport in the whole Athens Metropolitan Area is 47.46% while the 
median is 44.44% which indicates that half the study’s zip codes reach up to 44.44% of the retail 
concentrations. The range, on the other hand, indicates that there are zip codes with absolutely no 
access to retail concentrations and zip codes which have access to all retail concentrations. 
Similarly, for public hospital access, the mean accessibility value for the whole sample is 39.35% 
while the median value is 43.44%. The range for hospital access indicates that there are zip codes 
with no access to public hospitals and also the highest public hospital accessibility that can be 
achieved for a zip code is 80% 

Table 4: descriptive statistics of zip codes for participating variables 

variable N mean sd median range 

Retail access (%) 268 47.46 27.76 44.44 0-100.0 

Hospital access (%) 268 39.35 22.55 43.33 0-80.0 

CBD distance (m) 268 5603.67 4585.05 4430.56 0.1-22709.91 

Population density 
(population/ha) 

268 122.88 99.96 103.75 0.0-416.10 

Average income (€) 267 26201.00 11128.27 22547.00 16081-122879 

 

In Error! Reference source not found., the correlation between each pair of variables is shown. 
The bottom diagonal contains a scatterplot for each pair of the variables, whereas the top diagonal 
contains a measure of their correlation. The degree to which each circle is filled with color indicates 
the value of the correlation coefficient (ρ). The hue indicates whether a correlation is positive (blue) 
or negative (red). Finally, the tint indicates a qualitative description of the correlation’s strength 
(high, moderate, low). The strong positive correlation between the two accessibility variables 
indicates that the accessibility to the land uses in question is fairly similar for a given location. A 
moderate positive correlation is observed between the population density and the retail and Hospital 
access and small positive correlation between the average income and the distance to CBD. 
Furthermore, there is a strong negative correlation between both hospital and Retail access to the 
distance from the CBD. In addition, there is a moderate negative correlation between the population 
density with both average income and the distance from CBD. Finally, there is a small negative 
correlation between average income and both accessibility variables.  

The relation of the three explanatory variables of the study is further illustrated in Error! 
Reference source not found.. The figure shows a scatterplot of population density and distance 
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from CBD. Additionally, average income is incorporated into the figure by adjusting the color and 
size of the plot points. More specifically, the radius of each point is an indicator of the average 
income, while its colors an indicator of its categorization within the variable’s standard deviation. It 
can be observed that low income zip codes tend to have higher population density and closer to the 
city center than their more affluent counterparts. This is especially true for the high income zip 
codes which although have a varying degree of distance from the center of Athens, their majority is 
found on the low side of population density. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The spatial dimension of the variables is presented in Figures 9-12.  As can be observed, for both 
land uses, the accessibility is higher in the city center and decreases in a rather radial pattern. The 
“corridors” of accessibility that are formed, are caused by the metro lines. The spatial dimension of 

Figure 7: correlation matrix between dataset variables  

Figure 8: Scatterplot of CBD distance, Average income and Population density 
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population density can be seen in Figure 11. According to the figure, the high population density zip 
codes are clustered around the historical and business center of Athens, where the residential 
population is rather low. Finally, Figure 12 depicts the average annual income distribution. As can 
be clearly seen the most affluent are located in the north-east and south-east of Athens as well as 
some zip codes in the city center. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Accessibility to retail by zip code 

Figure 10: Accessibility to hospitals by zip code 
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Figure 11: Spatial distribution of population density 

Figure 12: Spatial distribution of annual average income 
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5.2  Spatial autocorrelation in accessibility 

 

5.2.1  Global Moran’s I statistic 

The results for the global Moran’s I statistic are presented in Table 5. The high positive value of the 

index in both cases suggests that there is a significant, high spatial autocorrelation between the 

accessibility values of the zip codes. Thus the null hypothesis for both destination land uses can be 

rejected. 

Table 5: Global Moran's I summary 

 Moran’s Index z-score p-value 

Retail access 0.83 23.72 0.0000 

Hospital access 0.81 23.05 0.0000 

 

5.2.2  Local Indicators of Spatial Association (LISA) 

The LISA, using local Moran’s Index, shed more light on how the accessibility is clustered 

spatially. Figure 13, presents the result for the local clustering of Retail access. A cluster of high 

accessibility is observed in the city center (CBD) followed by a middle ring of insignificant 

autocorrelation and finally an outer ring of low Retail access clustering. The significance of LISA 

for retail concentration is depicted in Figure 14. As can be observed, the High-High and Low-Low 

accessibility clustering for most of the zip codes of Figure 13 is significant. 

 

 

 

 

 

 

 

 

 

 

 

Figure 13: Accessibility clustering for retail concentrations 
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The accessibility clustering for hospitals has more or less the same characteristics (Figure 15). As 

for the Retail access, an inner but slightly different cluster of high accessibility is observed, 

followed by a similar middle ring of insignificant clustering and finally the ring of low accessibility 

clustering. The significance of the respective LISA indicators can be seen in Figure 16. Again, there 

is significant clustering for most of the High-High and Low-Low zip codes. 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Accessibility clustering for hospitals 

Figure 14: LISA significance for retail concentrations 
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5.3  Ordinary Least Squares regression 

Taking a closer look on Retail access, an initial OLS regression reveals the overall tendencies of the 
model (Table 6). According to the regression, the explanatory power of the model is slightly less 
than 70% (R2and adj.R2). All our independent variables are significant at p<0.1. Therefore we can 
reject the null hypothesis and assert that all independent variables have a significant effect on Retail 
Access. The effect of CBD distance is negative and Population density is positive, indicating that 
the accessibility increases as distance to CBD decreases and as population density increases. In 
addition, there is a positive relation between Retail access and income, indicating that as income 
increases so does the accessibility to retail concentrations. 

The preliminary OLS regression for Hospital access suggests that the models explanatory power is 
slightly greater than the one for Retail access. More specifically, the value of R2 and adj.R2 is 75%. 
However, in this model, population density seems to have an insignificant impact on accessibility. 
On the other hand, CBD distance and Average income are both significant at p<0.01, with CBD 
distance and Average income having a negative and positive impact, respectively, on accessibility. 
Therefore the null hypothesis can only be rejected for the two variables (distance from CBD and 
annual income). 

For both models the coefficient values indicate the increase of accessibility score relative to the 
increase of the independent variables. For instance, in the retail access model, an increase of the 
distance by 1 meter is associated with a decrease of retail access by 0.005. Using more appropriate 
values, accessibility decreases by 1% for every 200 meters away from the city center. Similarly, for 
the hospital model an increase by 1 euro in the annual average income is associated with an increase 
of accessibility by 0.002%. Again, using more appropriate measures, for every 500 euro increase in 
annual average income the accessibility is increased by 1%. Finally, for the population density 

Figure 16: LISA significance for hospitals 
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coefficient, a population density increase by 50 population/Ha is associated with an increase in 
retail access by 1%. 

 

Table 6: OLS regression summary 

 Retail access 

model 

Hospital access 

model 

CBD distance coefficient -0.005*** -0.004*** 

Average income coefficient 0.0003*** .0002*** 

Population density coefficient 0.020* 0.008 

Constant 66.031*** 56.760*** 

Observations 267 267 

R2 0.695 0.753 

Adjusted R2  0.691 0.750 

Residual Std. Error   15.375 (df = 263) 11.235 (df = 263) 

F Statistic 199.302*** (df = 3; 263) 266.839*** (df = 3; 263) 

Note:               *p<0.1; **p<0.05; ***p<0.01 

 

The models do not seem to have any particular multicollinearity issues as the Variance Inflation 
Factor (VIF) suggest (Table 7). In addition, the Koenker (BP) statistic for stationarity (Table 8) 
suggests that Hospital Access model is not stationary across geographical space and therefore, a 
GWR would be a better method to construct the model.  

 

Table 7: Variance Inflation Factor for independent variables 

CBD distance Average income Population density 

1.243714    1.154339    1.356413 

 

Table 8: Koenker (BP) Satistic 

Model BP Df P value 

Retail access 1.04 3 0.7916 

Hospital access 31.219 3 7.643e-07 

 

5.4  Geographically weighted regression 

In order to determine whether there is any effect of urban structure or socioeconomic factors on 
public transport accessibility, two separate GWR models were specified. The dependent variables 
were retail and Hospital access and the independent variables were distance from CBD (CBD 
distance), population density (Population density) and average annual income (Average income). 
The explanatory power of the two models can be seen in Figures 15 & 16. Overall, the models 
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demonstrate a high R2 which suggests that the selected variables adequately explain retail and 
hospital access. Locally, the power of both models seems to gradually increase as the distance from 
the CBD increases, but even in the central parts of Athens R2 is greater than 0.5. 

5.4.1  Accessibility to retail concentrations 

The model’s explanatory power (R2) for accessibility to retail concentrations ranges roughly from 
0.6 to 0.8 (Figure 17a). However, for most zip codes this value is somewhere between 0.6 and 0.7.  
In addition, there is a clear spatial pattern on its power, as it increases along with the distance from 
the city center. The summary of the model can be seen in Table 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17: GWR results for retail access 
a) R2 values of GWR model b) CBD distance coefficients  

c) average annual income coefficients d) population density coefficients 
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The effect of the independent variables on Retail access can be seen in Figures 15b-d in the form of 
their estimated coefficients, one for each coefficient. The purpose of the maps is to showcase the 
effects of each coefficient and by no means to suggest an isolated operation from the others.  
According to it, distance from CBD (CBD distance, Figure 17b) has a negative effect on Retail 
access, which is highest for the zip codes to the south-west part of the city, as in this area the 
regression coefficients have the lowest values. For this area, there is a 0.06% decrease in Retail 
access for every meter away from the city center. On the contrary, the zip codes which seem to be 
less affected by the distance to the city center are those in the edges of the area of research.  

Average income (Average income, Figure 17c) seems to have a homogenous, positive effect for the 
most zip codes of the research area. Exceptions to this are the northern suburbs where income has 
the lowest effect and again the zip codes located to the edges of the research area which seem to be 
affected the most by it.  

Finally, the effects of population density (Population density, Figure 17d) seem to increase in a 
radial pattern, especially to the north and eastern directions. The largest effect of population density 
to the accessibility of retail concentrations seem to be for the zip codes at the edge of the research 
area. For this cases, there is an up to 8.8% increase in Retail access for every 1 person/HA increase 
in population density. 

 

Table 9: GWR summary for Retail access 

 

 

 

 

5.4.2  Accessibility to Hospitals 

The model’s explanatory power (R2) for accessibility to hospitals ranges roughly from 0.52 to 0.82 

(Figure 18a), while for the vast majority of zip codes this value is somewhere between 0.68 and 

0.82. However, in this case the model’s explanatory power seems to be more homogenous 

throughout the study area. The model’s summary statistics can be seen in Table 8. It has to be noted 

that since population density was found to be insignificant during the OLS specification, it has been 

excluded. 

Respectively, the coefficients of the independent variables, and hence their effect on accessibility to 

hospitals can be seen in Figures 18b-c. It is worth mentioning again that the purpose of the maps is 

to showcase the effects of each coefficient and by no means to suggest an isolated operation from 

the others. As far as distance from CDB (CBD distance, Figure 18b) is concerned, its effects seem 

to match the ones of the retail concentration model, at least for the south west part of the research 

area. However, in this case, the relevance of CBD distance seems to decrease for the north and east 

zip codes as they get further away from the city center. 

Average annual income (Average income, Figure 18c) seems to have a positive effect for all cases. 

The coefficient values seem to be quite homogeneous as almost all zip codes have values in the 

same category (0.0001-0.0003). The only exception to that are the two westernmost zip codes of the 

R2 R2 adj. AICc Bandwidth Residuals 

0.758 0.745 2177.34 10793.75 49235.14 
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study as well as the single most south zip code. Other than these, zip codes located to the northeast 

seem to be less affected by income as they all belong in the lowest category (0-0.0001). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 10: GWR summary for Hospital access 

R2 R2 adj. AICc Bandwidth Residuals 

0.807 0.798 2001.84 10793.75 25849.14 

 

Figure 18: GWR model performance for hospital accessibility 
a) R2 values of GWR model b) CBD distance coefficients  

c) average annual income coefficients 
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6  Discussion 
This thesis has set out to answer two questions. Firstly, whether there was any pattern in the spatial 

distribution of accessibility to retail concentrations and public hospitals by public transport and 

secondly, whether accessibility can be explained by basic urban structure and socioeconomic 

variables. Although some patterns and relations seem to be intuitive, what is not intuitive is the 

magnitude of the effect of the factors on accessibility when they are examined in combination. 

Before proceeding, it has to be highlighted that the following findings are solely based on the 

research’s results and are limited to the specific parameters of the study, including the travel time 

threshold (45 min), the date and time of the estimation (weekday 9am), the selection of the 

destinations (retail concentration and public hospitals), the definition of accessibility (percentage of 

destinations reachable within 45 min) and the overall presentation of figures and maps. 

For the first part, the global Moran’s I suggests that there is significant spatial autocorrelation of 

accessibility and the LISA analysis based on Moran’s I indicates that the distribution of accessibility 

by public transport to retail concentrations and public hospitals has two significant clusters: one of 

High to High and one Low to Low accessibility. More specifically, there is a high accessibility 

cluster in the zip codes located in the core of Athens’ Metropolitan network and a low accessibility 

cluster in the zip codes of the periphery. There is no evidence that there are other clusters of high or 

low accessibility within the research area.  

In the middle ring, which is located between the high accessibility and low accessibility clusters, the 

analyses suggests that there is no spatial clustering for accessibility, suggesting that the accessibility 

on those zip codes is circumstantial. A reason for this may be the location of metro stations inside 

this middle ring. Metro stations dramatically increase the accessibility to other land uses in general, 

creating islands of high accessibility amid an ocean of inaccessibility. However, this is not enough 

to create a local cluster of accessibility or a cluster of inaccessibility as a high accessibility zip code 

due a metro station is surrounded by low accessibility zip codes with no metro station. The same 

effect is created by bus lines running on major roads.  

As far as explaining accessibility, the OGR and GWR models confirm that there is indeed 

significant prediction of accessibility by the independent variables as all of the Null Hypotheses are 

rejected except from the effects of population density on accessibility to public hospitals. However, 

it has to be noted that the difference in explanatory power of the model between the city center and 

periphery for the case of retail accessibility, suggests that there might be other factors in operation 

which affect accessibility. As expected, the distance from the CBD has a negative impact on 

accessibility for both land uses. The fact that the effects of the distance (as they are perceived 

through the model’s CBD coefficients) become less important for the zip codes located in the edge 

of our research area, far from the city center, may imply that beyond a particular distance from the 

city center, the effects of distance on accessibility decrease as the accessibility has stabilized in low 

values and it is no further decreasing. 

The results confirm that the association between population density and accessibility by public 

transport is significant as hypothesized only for the case of retail concentrations. The importance of 
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the population density increases along with the distance from the city center, suggesting that 

population density is a critical factor for public transport in areas away from the city center. 

Finally, the output of both models suggests that there is a positive relation between income and 

accessibility. The only exception is the local negative effect of income to Hospital access for the zip 

codes to the north edge of the study. Despite of this, the positive link between the two variables 

suggests that there is an underlying social equity concern. Accessibility by public transport should 

be higher in low-income zip codes where car use may either be not an option or a very expensive 

one.  

At this point and from a planning perspective, it has to be noted that accessibility as was defined by 

Geurs, Karst T. & van Wee (2004), is not a characteristic of the transportation network alone, but a 

combination of the transport network with the land use pattern. Under this light, inequalities in 

accessibility are not only caused by an unjust transportation network, but also by an unjust land use 

pattern. This is especially relevant for Hospital access, since the location of public hospitals is a 

result of a very specific planning process.  

Although this thesis brings new knowledge on the distribution of accessibility and its association 

with urban structure and socioeconomic factors, it is not free of limitations. Firstly, in order to 

investigate the effects of accessibility on vulnerable social groups, one has to use a questionnaire 

survey, something which was not possible within the framework of this thesis. This is mainly 

related with the access to the transportation network itself. So for instance, the access to a metro 

station or bus stop can differ for certain social groups with disabilities. The analysis that was 

conducted by the study did not take into consideration such factors. The reason for this is not that 

they are insignificant (on the contrary) but because the inclusion of such factors requires additional 

data collection techniques, something that was not possible under the scope of this Thesis. In 

addition, the initial intention of the thesis was to study accessibility in a more detailed spatial level 

than that of the zip code. The goal was to use each point in the grid as an input for the spatial 

autocorrelation analysis and GWR. This was not possible due to the fact that the available 

population and income data were aggregated to zip code level. Sequentially, this caused a problem 

for local coefficient estimation in GWR due to the fact that different accessibility values had the 

same set of values for their independent variables because they were inside a given zip code.   

Second, the definition of accessibility is something which can greatly affect the results of the 

research. This thesis used a rather simple but straightforward definition, lacking the resources for a 

more complex one which would require additional data and probably disaggregate in nature. This 

was also the reason why the all travel times within the 45 min threshold have the same weight. 

Although it is clear that having one hospital within 5 minutes is more preferably than having a 

hospital within 45 minutes, the actual weighing of the two choices (and all the possible alternatives) 

requires disaggregate stated preference data.  

Third, due to area differences of the zip codes the accessibility scores of each zip code are 

calculated using different number of points. Small zip codes in the city center may include just a 

couple of origin points while large zip codes of the periphery can include significant more origin 

points. This may cause small zip codes to have more extreme accessibility values while large zip 
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codes to smooth accessibility differences. Essentially, this issue is linked with the issue discussed in 

the previous paragraph, that of the availability of population and income data for more detailed 

spatial levels that forced the analysis to be carried out at the zip code level.  

Under this light, although the Thesis answers the questions it set in the beginning, it also opens new 

questions for further research. One of them is the inclusion of the other two components of Geurs, 

Karst T. & van Wee (2004) concept of accessibility, namely the temporal and the individual. The 

same process could be carried for different time of the day as well as the weekends, in order to have 

better overall picture of accessibility. In addition, the individual component requires questionnaire 

surveys and interviews in order to uncover new factors affecting accessibility as well as understand 

what the concept means for different people. Finally, there are other land uses worth investigating 

such as green/open areas, cultural places and education. 
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7  Conclusions 
This thesis studied the distribution of accessibility by public transport to retail concentrations and 

public hospitals by the use of spatial analysis methods namely spatial autocorrelation and 

geographically weighted regression. It has to be highlighted that the following conclusions are 

solely based on the research’s results and are limited to the specific parameters of the study, 

including the travel time threshold (45 min), the date and time of the estimation (weekday 9am), the 

selection of the destinations (retail concentration and public hospitals), the definition of 

accessibility (percentage of destinations reachable withn 45 min) and the overall presentation of 

figures and maps. 

In order to achieve this, the travel time to 21 retail and 30 hospital destinations was measured from 

a grid of 6500 points. The accessibility score of each point to retail and hospital destination was 

calculated as the percentage of accessible destination within 45 minutes. These scores were then 

aggregated to zip code level and produced the average accessibility for each zip code. Along with 

the zip code distance to CBD, population density and annual average income, they form the final 

dataset for the analysis. 

The global Moran’s I and LISA of local Moran’s I indicated that there is a cluster of high 

accessibility for both land used located in the city center, followed by a ring of insignificant 

autocorrelation and by an outer ring of low accessibility clustering. The findings found some 

support for the initial hypothesis, though more clusters were expected to form in the middle ring. 

The hypothesized associations between accessibility and urban structure and socioeconomic factors 

were confirmed by both OLS regression and GWR, except for the case of population density in the 

public hospitals model. The model, although simple, manages to explain a significant portion of the 

variability in accessibility. However, the GWR models provide a better insight regarding the local 

effects of the variables. Distance from CBD was found to be negatively related to accessibility, 

meaning that as distance from CBD increases the accessibility decreases. On the other hand, there is 

a positive relation of population density and annual income to accessibility. 
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9  Appendix 1 
Python script which handles the request and response to and from Google 

Directions API 

 

1. from gmaps import Directions 

2. import json, time 

3.   

4. api=Directions(api_key='AIzaSyDXuiOSoEJk6Vb7Rm8ksjJSNIMrh54ijPQ') 

5.   

6. def steps_breakdown(steps): 

7.     steplist=[] 

8.     for step in range(len(steps)): 

9.         step_travel_mode=steps[step]['travel_mode'] 

10.         step_travel_distance=steps[step]['distance']['value'] 

11.         step_travel_time=round(steps[step]['duration']['value']/60.0,3) 

12.   

13.         if step_travel_mode=='TRANSIT': 

14.             step_line_type=steps[step]['transit_details']['line']['vehicle']['type'] 

15.             step_num_stops=steps[step]['transit_details']['num_stops'] 

16.             steplist.append([step_travel_distance, 

17.                              step_travel_time, 

18.                                  step_line_type])        

19.             try: 

20.                 step_line_shortname=steps[step]['transit_details']['line']['short_name'] 

21.                 steplist[step].append(step_line_shortname) 

22.             except: 

23.                 pass 

24.   

25.             steplist[step].append(step_num_stops) 

26.                     

27.         else: 

28.             step_tm=steps[step]['travel_mode'] 

29.             steplist.append([ 

30.                      step_travel_distance, 

31.                      step_travel_time, 

32.                        step_tm]) 

33.     return steplist 

34.   

35. with open("RemainingOriginsforOD3.csv") as o: 

36.     for line in o.readlines(): 
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37.         org=line[:-1].split("|") 

38.         with open("HospitalDestinations3.csv") as d: 

39.             for dline in d.readlines(): 

40.                 try: 

41.                     dest=dline[:-1].split("|") 

42.                     directions = api.directions(origin=org[1], 

43.                                          destination=dest[1], 

44.                                          mode="transit", 

45.                                          departure_time='1513751600') 

46.   

47.                     data=json.loads(json.dumps(directions)) 

48.   

49.                     print(org[0],dest[0],data[0]['legs'][0]['distance']['value'], 

50.                   round(data[0]['legs'][0]['duration']['value']/60.0,3), 

51.                     len(data[0]['legs'][0]['steps']), 

52.                   steps_breakdown(data[0]['legs'][0]['steps']), sep="|") 

53.                     time.sleep(0.3) 

54.                 except Exception as e: 

55.                     print(org[0],dest[0],"no transit available", sep="|") 

56.                     time.sleep(0.3) 

57.                     if dest[0]=='1': 

58.                         break 

59.                     else: 

60.                         continue
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