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Abstract	

	

This	study	aims	to	perform	stress-testing	of	the	Russian	banking	sector	with	a	focus	on	credit	

risk	measures	derived	by	using	contingent	claims	analysis,	an	extension	of	Black-Scholes	and	

Merton	 option	 pricing	 theory.	 Risk	 exposure	 indicators	 are	 linked	 to	 a	 number	 of	

macroeconomic	 variables	 that	 describe	 global	 and	 domestic	 economic	 and	 financial	

development.	 To	 reduce	 the	 dimension	 of	 the	 dataset,	 principal	 component	 analysis	 is	

applied.	 The	 derived	 factors	 of	 financial	 stability,	 economic	 growth,	 and	 interest	 rates	

together	with	credit	risk	measures	are	used	in	vector	autoregressions	so	as	to	draw	impulse	

response	functions,	which	allows	for	stress-testing	of	the	analyzed	banks	by	estimating	the	

effect	of	adverse	and	severe	adverse	shocks	to	the	factors	specified	by	95%	and	99%	VaR.	

Stress	 test	 analysis	 revealed	 that	 shock	 to	 the	 economic	 growth	 factor	 shows	 more	

persistence	compared	to	the	financial	stability	factor.	Surprisingly,	shock	to	the	interest	rates	

factor	resulted	to	be	insignificant	at	a	chosen	lag	length.	The	results	also	suggest	high	degree	

of	banks’	heterogeneity,	which	complicates	a	derivation	of	a	parsimonious	model	suitable	

for	the	whole	system.	While	international	banks	are	barely	affected	by	the	proposed	shocks,	

domestic	banks,	regardless	of	their	size,	may	react	rather	strongly	to	the	financial	stability	

and	economic	growth	shocks	–	to	the	point	of	reaching	distress	level	within	several	months	

after	the	adverse	event.		

	

Keywords:	 credit	 risk,	 stress-testing,	 contingent	 claims	 analysis,	 Merton	 model,	

vector	autoregression,	impulse	response	function,	principal	component	analysis.	
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CBR	 The	Central	Bank	of	the	Russian	Federation,	Bank	of	Russia	

CCA	 Contingent	claims	analysis	

CPI	 Consumer	price	index	

DD	 Distance	to	default/distress	

IRF	 Impulse	response	function	
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1. 	Introduction	
Before	 the	 global	 financial	 crisis,	 the	 application	 of	 stress-testing	 techniques	 was	

largely	 limited	 to	 individual	 companies	 that	 used	 them	 for	 internal	 risk	 management	

purposes.	However,	the	crisis	that	emerged	from	the	excessive	risk-taking	of	major	financial	

institutions	exposed	some	deficiencies	in	the	financial	regulation,	leading	to	the	introduction	

of	 Basel	 III.	 It	 was	 shown	 later	 that	 the	 severity	 of	 the	 crisis	 was	 mainly	 caused	 by	 its	

unexpected	nature	and	some	of	its	repercussions	could	have	been	avoided	or	mitigated	given	

a	more	extensive	use	of	stress	tests	(Quagliariello,	2009).	Since	that	time,	stress-testing	for	

banks	has	become	relatively	well	established	worldwide.	Now,	macroprudential	stress	tests	

are	 used	 by	 financial	 regulators	 to	 assess	 banks’	 resilience	 to	 the	 adverse	 economic	

conditions	so	as	to	possibly	identify	the	vulnerabilities	of	the	banking	sector.		

This	may	be	especially	 relevant	 to	 the	 case	of	Russia	 that	 currently	 faces	 a	 rather	

turbulent	economic	situation	that	negatively	affects	the	stability	of	the	financial	system.	In	

this	regard,	financial	stability	implies	that	the	financial	system	is	able	to	survive	and	perform	

its	key	functions	when	faced	with	unfavorable	economic	developments.	 Imposed	external	

economic	sanctions	on	Russian	credit	institutions	in	2014,	which	restricted	their	access	to	

some	attractive	foreign	financial	markets,	resulted	in	overall	instability	of	the	financial	sector	

so	that	some	key	performance	indicators	of	the	Russian	banks	still	show	a	negative	trend.	

Along	with	 this,	 fragmentary	 nature	 of	 the	 Russian	 banking	 sector,	 high	 vulnerability	 of	

banks’	operation	models	to	the	external	shocks,	and	their	low	adaptability	to	the	changing	

macroeconomic	 environment	 increase	 the	 relevance	 of	 stress-testing	 analysis	 for	 the	

Russian	banking	sector.	

Banking	systems	are	exposed	to	different	types	of	risk.	However,	credit	risk,	resulting	

from	inability	of	an	obligor	to	meet	their	contractual	obligations,	i.e.	make	debt	payments,	is	

considered	 to	 be	 of	 the	 utmost	 importance,	 especially	 for	 the	 emerging	 economies	

(Fungáčová	&	Jakubík,	2013).	Thus,	this	study	aims	to	assess	the	exposure	of	the	Russian	

banking	sector	to	credit	risk	by	using	the	contingent	claims	analysis	(CCA)	approach.	This	

method	is	based	on	the	estimation	of	 the	probability	that	an	entity	(in	our	case,	banks	 in	

Russia)	 defaults	 on	 its	 obligations.	 It	 is	 based	 on	 the	 combination	 of	 balance-sheet	 and	

market	 data,	 which	 makes	 up	 one	 of	 the	 main	 advantages	 of	 this	 approach.	 While	 risk	
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indicators	derived	from	the	bank	balance	sheet	data	(non-performing	 loans,	 for	 instance)	

tend	to	be	rather	static,	risk	measures	based	on	market	data	can	not	only	be	calculated	at	a	

higher	 frequency	but	also	reflect	 the	 forward-looking	expectations	of	 the	market	(Gray	&	

Walsh,	2014).	

After	deriving	a	credit	risk	measure	of	the	Russian	systemically	important	banks	by	

using	 the	 CCA	 methodology,	 we	 proceed	 to	 assess	 how	 changes	 in	 macroeconomic	 and	

financial	variables	affect	 it	by	specifying	macroeconomic	shocks.	The	Central	Bank	of	 the	

Russian	 Federation	 (Bank	 of	 Russia,	 CBR)	 regularly	 assesses	 the	 stability	 of	 the	 banking	

sector	 by	 using	 macroprudential	 stress-testing.	 However,	 the	 applied	 methodology	 is	

somewhat	 limited	 as	 argued	 by	 the	 IMF	 (2016).	 In	 the	 latest	 stress-test,	 the	 CBR	

macroeconomic	scenario	modelling	is	based	on	changes	in	four	main	parameters:	oil	price,	

GDP	growth,	CPI,	and	growth	of	fixed	capital	investment	(Bank	of	Russia,	2018).	This	study	

expands	this	 list	by	including	some	other	internal	(inflation,	unemployment,	MOEX	index,	

production	index,	etc.)	and	external	(USDRUB,	US	Treasury	rate,	S&P500	index,	etc.)	factors.	

Since	the	dataset	of	used	variables	is	rather	extensive,	principal	component	analysis	is	used	

to	decrease	its	size.	Then,	VAR	models	are	estimated	for	each	bank	by	using	the	obtained	risk	

measure	 and	 macroeconomic	 factors,	 which	 are	 later	 used	 to	 derive	 impulse	 response	

functions	 so	 as	 to	 assess	 how	 macroeconomic	 shocks	 affect	 banks’	 risk	 measures.	

Importantly,	 stress-testing	will	 include	 two	specifications	of	 shocks	–	adverse	and	severe	

adverse	events,	which	are	based	on	95%	and	99%	VaR	estimates,	respectively.		

Overall,	the	aim	of	this	research	is	twofold.	First,	this	paper	contributes	to	the	existing	

academic	literature	on	the	topic	of	stress-testing	by	implementing	a	relatively	uncommon	

contingent	 claims	 analysis	 method	 to	 estimate	 the	 credit	 risk	 exposure	 of	 the	 Russian	

banking	 sector.	 Second,	 it	 develops	 the	 currently	 used	 stress-testing	methodology	 of	 the	

main	Russian	financial	sector	regulator	by	using	a	different	measure	of	risk	exposure	and	

identifying	some	other	risk	factors	that	may	potentially	affect	the	banking	system.	So,	the	

main	research	question	is	which	macroeconomic	factors	Russian	banks	are	exposed	to	the	

most.		

The	main	objectives	include:	1)	to	investigate	the	main	theoretical	frameworks	and	

methodologies	 of	 the	 stress-testing	 of	 banks;	 2)	 to	 use	 the	 CCA	methodology	 and	 derive	

credit	risk	measures	of	the	Russian	banks;	3)	to	evaluate	the	resilience	of	the	chosen	Russian	
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banks	to	main	macroeconomic	risks	by	carrying	out	sensitivity	and	top-down	stress-testing	

analysis.	

The	paper	is	structured	as	follows.	In	Section	2,	the	main	sources	of	literature	on	the	

topics	of	contingent	claims	analysis	and	stress-testing	are	covered.	Section	3	provides	some	

description	 of	 the	 Russian	 banking	 sector,	 which	 is	 necessary	 to	 support	 some	 of	 the	

assumptions	made	in	 later	chapters.	Then,	 in	Section	4,	after	providing	some	background	

theory	 on	 contingent	 claims	 analysis,	 we	 proceed	 directly	 to	 the	 qualitative	 analysis	 –	

estimation	of	the	default	probabilities	of	the	chosen	banks	in	Russia.	Section	5	deals	with	

stress-testing	of	 the	Russian	banking	sector,	starting	with	a	derivation	of	macroeconomic	

risk	factors	by	using	PCA	and	analysis	of	their	effect	on	the	banks’	credit	risk	measure	by	

implementing	 VAR	models	 and	 impulse	 response	 functions.	 Finally,	 after	 discussing	 the	

limitations	 of	 the	 conducted	 research	 and	 providing	 some	 suggestion	 for	 its	 further	

development	in	Section	6,	some	conclusions	are	drawn	based	on	the	obtained	results.		
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2. 	Literature	review		
Performing	a	stress	test	on	the	banking	sector	poses	two	main	challenges	–	the	first	

one	deals	with	the	choice	of	an	appropriate	risk	measure,	the	second	one	is	connected	to	the	

macroeconomic	 shocks	 simulation	 and	 the	 stress	 test	 per	 se.	 Thus,	 in	 this	 section	 two	

corresponding	groups	of	literature	sources	will	be	covered,	after	providing	a	brief	history	of	

macroprudential	stress-testing	practices’	development.		

Still,	it	is	necessary	to	particularly	mention	two	sources.	The	first	one	is	the	article	by	

Dale	F.	Gray	&	 James	P.	Walsh	 (2014)	published	 in	 “A	Guide	 to	 IMF	 stress-testing”	 (Ong,	

2014).	In	the	paper,	they	carry	out	the	stress-testing	of	Chilean	banking	system	using	the	

contingent	claims	analysis	approach.	This	thesis	mainly	follows	the	methodology	laid	out	by	

the	authors,	 although	 some	adjustments	were	made	 to	account	 for	 the	differences	 in	 the	

economy	as	a	whole	and	 in	 the	banking	sector	of	Russia	compared	 to	 those	of	Chile.	The	

second	 source	 is	 the	 book	 “Stress-testing	 the	 banking	 system:	 Methodologies	 and	

applications”	by	Mario	Quagliariello	(2009)	which	provides	a	general	methodology	and	main	

frameworks	for	bank	stress	tests.		

	

2.1. 	Development	of	macroeconomic	stress-testing	practices	
Stress	tests	as	a	risk	management	tool	have	been	used	by	various	credit	institutions	

since	1990s;	however,	at	first,	they	were	considered	as	a	supplementary	tool	in	evaluating	

bank’s	trading	or	credit	activities	(Blaschke	et	al.,	2001).	The	formalization	of	stress-testing	

practice	began	in	1996	with	the	introduction	of	Market	Risk	Amendment	to	the	Basel	Accord.	

Later,	in	2004	with	the	emergence	of	Basel	II,	banks	were	recommended	to	conduct	stress	

tests	on	the	capital	requirements,	which,	however,	served	only	as	guidelines	for	the	bank	

risk	 management	 and	 was	 not	 universally	 implemented	 (Basel	 Committee	 on	 Banking	

Supervision,	2009).	So,	stress	 tests	were	mainly	applied	at	 the	micro	 level	and	 in	general	

were	 relatively	 simple	 (Blaschke	et	 al.,	 2001),	but	 in	 the	early	2000s	 financial	 regulators	

started	 to	 consider	 the	possibility	 of	 using	 them	as	 a	 part	 of	macroprudential	 regulation	

framework	(Committee	on	the	Global	Financial	System,	2000).		

In	 1999,	 the	 IMF	 and	World	 Bank	 initiated	 Financial	 Sector	 Assessment	 Program	

(FSAP)	so	as	to	analyze	the	stability	and	soundness	of	a	country’s	financial	sector.	Since	the	
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introduction	 of	 FSAP,	more	 than	 350	 financial	 sector	 assessments	 have	 been	 conducted.	

Besides,	many	central	banks	(although	mainly	in	the	developed	countries	–	Spain,	Sweden,	

Canada,	 Denmark,	 etc.)	 have	 been	 developing	 their	 own	 macroprudential	 stress-testing	

methodologies	 and	 regularly	 communicating	 the	 assessments’	 results	 to	 the	 public	

(Baudino,	2009).	However,	prior	to	the	financial	crisis,	stress	tests	were	considered	rather	

uninformative	 and	 did	 not	 encourage	 appropriate	 policy	 actions	 from	 the	 financial	

regulators	 (Čihák,	 2007).	 Nevertheless,	 system-wide	 applications	 of	 stress	 tests	 have	

encouraged	the	development	of	more	holistic	methodologies	and	frameworks	based	on	the	

lessons	learned	from	the	crisis.		

In	 2009,	 the	 Basel	 Committee	 published	 stress-testing	 principles	 that	 addressed	

major	weaknesses	of	the	used	methodologies	that	were	made	evident	by	the	financial	crisis.	

Having	acknowledged	the	integral	role	of	stress-testing	techniques	within	more	recent	risk	

management	 frameworks,	 these	 principles	were	 reviewed	 and	 updated	 by	 the	 regulator	

almost	 10	 years	 later	 in	 “Stress-testing	 principles”	 (Basel	 Committee	 on	 Banking	

Supervision,	 2018).	 These	 principles	 are	 essentially	 high-level	 guidelines	 for	 financial	

regulators	and	large	internationally	active	banks	so	each	entity	develops	and	calibrates	the	

applied	stress	tests	to	their	own	needs.	Nevertheless,	since	the	emergence	of	Basel	III,	stress-

testing	established	itself	as	a	one	of	the	major	tools	of	the	macroprudential	policy.	

	
2.2. 	Risk	exposures	of	the	financial	system	

One	of	 the	primary	practical	 issues	 a	 researcher	 should	 address	while	 conducting	

stress	tests	deals	with	selecting	an	appropriate	risk	measure	to	be	stressed	and	connecting	

it	to	the	risk	factors	that	are	likely	to	affect	it.	This	decision	is	usually	based	on	the	scope	of	

the	 research	 comprising	 a	 set	 of	 institutions	 and	 portfolios	 (Sorge	 &	 Virolainen,	 2006).	

Ideally,	 a	macroeconomic	 stress	 test	 should	be	 conducted	on	 the	whole	 financial	 system.	

However,	in	practice,	such	test	is	almost	impossible	to	implement	due	to	significant	increase	

in	the	model	complexity	and	lack	of	necessary	data.	The	most	common	approach	is	to	subject	

a	part	of	 the	 financial	system	to	stress-testing	–	 it	can	be	a	pension	 fund	or	an	 insurance	

company	but	the	most	common	one	is	a	banking	sector	given	its	apparent	importance	to	the	

financial	stability	(Borio	et	al.,	2012).	In	case	of	Russia,	for	instance,	banking	assets	constitute	

around	85-90%	of	total	assets	of	the	financial	system;	for	comparison,	in	the	USA	and	China	



	 12	

it	 is	approximately	55%,	 in	Brazil	–	around	60%	(Dzhagityan,	2016).	So,	by	assessing	the	

stability	 of	 the	 Russian	 banking	 sector,	 it	 would	 be	 possible	 to	 extrapolate	 the	 obtained	

results	to	the	whole	financial	system.		

Generally,	a	suitable	risk	measure	should	meet	two	main	requirements	(Čihák,	2007):	

(1)	the	chosen	variable	should	be	relatively	easy	to	interpret	as	a	measure	of	the	soundness	

of	the	analyzed	financial	system,	and	(2)	it	should	be	possible	to	credibly	connect	it	to	risk	

factors.	Most	 of	 risk	metrics	 are	 based	 on	 aggregate	 and	 accounting	 data	 including	 non-

performing	 loans	 (NPL),	 risk-weighted	assets,	 loan	 loss	provisions,	 level	of	 indebtedness,	

banks’	capital,	profits	and	their	components,	etc.	 (for	detailed	analysis	of	advantages	and	

disadvantages	of	 these	metrics	 refer	 to	Čihák	 (2007)	and	Quagliariello	 (2009)).	They	are	

usually	linked	to	some	rather	typical	macroeconomic	factors.	For	example,	Blaschke	et	al.	

(2001)	connect	GDP,	nominal	interest	rates,	inflation,	and	shifts	in	trade	structure	to	NPL	to	

total	assets	ratio.	However,	in	case	of	using	aggregated	data,	it	is	implicitly	assumed	that	all	

the	 analyzed	 banks,	 regardless	 of	 their	 size	 and	 strategies,	 have	 the	 same	 level	 of	 risk	

exposure.	 To	 address	 this	 issue,	 Quagliariello	 (2007)	 tried	 to	 account	 not	 only	 for	

macroeconomic	factors	(including	GDP,	stock	indices,	interest	rates,	and	spreads)	but	also	

for	 idiosyncratic	 ones	 (total	 bank	 assets,	 credit	 growth,	 capital-to-asset	 ratio,	 etc.)	 that	

resulted	to	have	a	significant	impact	on	Italian	banks’	loan	loss	provisions.		

One	of	the	alternatives	to	stress-testing	models	based	on	balance-sheet	data	is	contingent	

claims	analysis	 that	 allows	 to	derive	 a	 credit	 risk	measure,	 relating	 it	 to	 future	values	of	

assets	 in	 relation	 to	 debt	 payments.	 This	 approach	 is	 based	 on	 the	 estimation	 of	 the	

probability	that	the	bank	(or	any	other	institution)	defaults	on	its	obligations.	The	theoretical	

framework	was	 laid	out	by	Dale	F.	Gray	with	 some	 co-authors	 (see,	 for	 example,	Gray	&	

Malone,	2008;	Gray	et	al.,	2007;	Gray	&	Jobst,	2010).		

Given	 that	 CCA	 constitutes	 an	 extension	 of	 the	 Merton	 model	 (1974),	 it	 manages	 to	

capture	 nonlinearities,	 which	 is	 considered	 as	 one	 of	 the	 advantages	 of	 this	 approach.	

Although	 the	 linear	 dependence	 between	 the	 economic	 variables	 is	 a	 quite	 common	

assumption	 in	 macroeconomic	 modelling	 and	 forecasting,	 it	 is	 only	 valid	 under	 normal	

economic	conditions.	However,	by	using	stress	tests,	one	analyses	the	economy	in	extreme	

market	situations	when	non-linear	relationships	between	the	variables	may	be	significant	

(Quagliariello,	 2009).	 It	was	 shown,	 for	 instance,	 by	Drehmann	 (2005),	who	 applied	 the	
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Merton	model	to	estimate	credit	risk	exposures	of	the	UK	banks	and	found	significant	non-

linear	 and	 non-symmetric	 impact	 of	 macroeconomic	 factors	 on	 credit	 risk.	 Another	

advantage	 is	 that	 CCA/Merton	 model	 approach	 uses	 market	 value	 of	 equity,	 which	 is	

forward-looking	and	is	available	at	a	high	frequency.	However,	this	method	requires	a	lot	of	

data	and	is	rather	computationally	demanding	(Sorge,	2004).		

	

2.3. 	Main	approaches	to	stress-testing	of	the	financial	system	
Stress	test	of	the	banking	sector	can	be	performed	in	two	main	ways	–	top-down	or	

bottom-up.	While	in	the	first	approach	the	same	assumptions	and	models	are	applied	to	all	

the	analyzed	banks,	the	latter	is	more	tailored	to	the	specifics	of	each	credit	entity.	Thus,	the	

top-down	method	 is	used	mainly	by	 central	banks	and	other	 regulatory	 institutions,	 and	

bottom-up	method	is	employed	by	individual	banks.	The	advantage	of	top-down	approach	is	

that	it	allows	for	comparison	across	different	entities,	the	disadvantage	is	that	some	of	the	

idiosyncratic	information	may	be	lost	due	to	data	aggregation	(Kapinos	et	al.,	2015).		

A	much	less	common	approach	is	so-called	reverse	stress-testing	when	researchers	

try	 to	 identify	 the	magnitude	 of	macroeconomic	 shock	 that	will	 result	 in	 banks’	 distress	

(Breuer	et	al.,	2009;	Glasserman	et	al.,	2015).	Although	it	is	unlikely	that	this	method	will	

find	a	wide	application	in	regulatory	stress-testing	due	to	interpretation	and	implementation	

challenges,	it	still	can	be	used	as	a	supplementary	tool	in	scenario	modelling	(Baudino	et	al.,	

2018).		

Any	stress	test	comprises	a	set	of	exogenous	shocks	that	may	threaten	the	stability	of	

the	financial	system.	Jakubík	&	Sutton	(2011)	identify	two	main	ways	of	specifying	adverse	

shocks	–	sensitivity	tests	and	scenario	analysis.	Under	the	first	approach,	only	one	risk	factor	

is	shocked	so	it	is	relatively	easy	to	implement	in	practice.	However,	sensitivity	tests	tend	to	

lack	plausibility	 since	 it	 is	unlikely	 that	under	adverse	economic	 conditions	only	a	 single	

variable	 undergoes	 negative	 changes.	 Thus,	 they	 argue	 that	 scenario	 modelling	 where	

several	key	macro	variables	are	shocked	together	tends	to	generate	more	plausible	results.		

Regardless	of	how	many	macro	variables	drive	the	shock,	one	should	specify	a	time	

horizon	over	which	the	effects	of	an	adverse	scenario	are	analyzed.	Since	it	may	take	a	long	

time	for	these	effects	to	be	realized	(especially	in	case	of	credit	risk	analysis),	practitioners	
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often	choose	a	horizon	from	one	to	three	years	(Jakubík	&	Sutton,	2011).		

Having	decided	on	the	risk	factor,	it	is	necessary	to	design	macroeconomic	scenarios,	

i.e.	 decide	 on	 the	 severity	 of	 the	 shocks	 and	 how	 fast	 the	 economy	will	 recover	 from	 it.	

Quagliariello	(2009)	suggests	that	the	simulation	of	the	shocked	variables	should	depend	on	

the	baseline	scenario,	which	can	be	based	on	simple	 forecast	using	historical	data.	While	

historical	 data	 is,	 by	 definition,	 backward-looking	 so	 it	 can	 become	 less	 relevant	 to	 the	

analysis	 because	 of	 market	 structural	 changes,	 it	 is	 the	 most	 intuitive	 approach.	 As	 for	

adverse	shock,	it	can	be	calibrated	based	on	the	largest	past	change	in	the	macroeconomic	

variable	or	on	historical	conditional	or	unconditional	variances	(Sorge,	2004).	This	way,	it	

would	be	possible	to	obtain	severe	but	rather	plausible	scenarios	–	what	happened	in	the	

past,	could	possibly	recur.		

Another	 method	 of	 scenario	 modelling	 is	 based	 on	 Value-at-Risk	 (VaR).	 The	

magnitude	 of	 simulated	 shock	 is	 defined	 by	 either	 historical	 simulation	 or	 parametric	

approaches	to	VaR	estimation.	In	many	credit	and	market	risk	models,	risk	factor	is	assumed	

to	be	normally	distributed.	Although	this	approximation	is	rather	useful	and	can	be	applied	

to	many	situations,	it	may	not	be	appropriate	because	of	fat-tails	inherent	to	financial	data.	

However,	 non-normality	 assumptions	 may	 lead	 to	 higher	 probability	 and,	 thus,	

underestimation	of	the	stress	event	risk	(Isogai,	2009).	Besides,	if	the	aim	of	a	stress	test	is	

to	assess	more	extreme	scenarios,	VaR	may	not	be	appropriate	since	it	tends	to	ignore	events	

at	the	end	of	the	tail.	So,	sometimes	a	worst-case	scenario	approach	is	applied.		

Overall,	the	research	in	the	field	of	macroprudential	stress-testing	is	quite	extensive.	

There	are	no	commonly	accepted	methods	but	there	are	some	key	issues	to	consider	while	

defining	the	applied	stress-testing	methodology.	As	argued	by	Drehmann	(2008),	the	design	

of	the	model	and	used	econometric	instruments	should	depend	on	the	objectives	of	the	stress	

test.	
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3. Characteristics	of	the	Russian	banking	sector	
Before	proceeding	 to	a	more	quantitative	analysis,	 it	 is	necessary	 to	provide	some	

information	about	the	banking	sector	of	 the	Russian	Federation.	According	to	the	Central	

Bank	of	Russia,	as	of	March	2019,	the	banking	system	of	the	Russian	Federation	consists	of	

478	operating	 credit	 institutions	with	banking	 license	—	435	of	 them	are	banks	and	 the	

remaining	43	are	classified	as	non-bank	credit	institutions.	In	total,	they	account	for	RUB	91	

trillion	 (or	 approx.	 EUR	 1.25	 trillion)	 the	 banking	 sector	 assets,	 which	 is	 roughly	

commensurate	with	the	GDP	of	Russia.	Around	70%	of	banking	assets	are	loans;	liabilities	

mainly	 consist	 of	 private	deposits	 and	deposits	 from	non-financial	 corporations	 (approx.	

25%	each).		

	In	2018,	the	Central	Bank	of	Russia	approved	the	latest	list	of	systemically	important	

banks	consisting	of	11	credit	institutions	that	are	shown	in	Appendix	A.	Overall,	they	account	

for	more	than	70%	of	the	assets	of	the	Russian	banking	sector.	The	shares	of	the	two	biggest	

banks,	Sberbank	and	VTB,	equal	31%	and	15%	respectively,	while	TOP-5	banks	constitute	

61%	 of	 the	 total	 assets.	 This	measure	 of	 banking	 industry	 concentration	 is	 equal	 to	 the	

average	readings	among	the	EU	countries	(Bank	of	Russia,	2018).		

Still,	the	sector	shows	a	clear	tendency	to	consolidation	as	can	be	seen	from	Figure	1.	

The	 number	 of	 banks	 started	 to	 decrease	 significantly	 in	 2014	 following	 the	 CBR	 policy	

aimed	at	recovery	of	the	Russian	banking	system	in	response	to	some	negative	changes	in	

the	external	political	and	economic	environment	–	oil	price	plunge	negatively	affected	the	

economic	 growth	 of	 the	 country	 (that	 experienced	 a	 slowdown	prior	 to	 it)	 and	 imposed	

sanctions	 restricted	 credit	 entities’	 access	 to	 international	 financial	markets.	While	 state	

ownership	continues	 to	prevail	 in	 the	Russian	banking	sector,	 small	 regionally	 important	

banks	 that	 operate	 in	 monoidustrial	 cities	 tend	 to	 hinder	 the	 CBR’s	 efforts	 to	 further	

consolidate	the	sector	(IMF,	2016).		
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Figure	1.	Banking	sector	concentration	and	number	of	operating	credit	institutions	(CIs)	in	
Russia	

	
Source:	Bank	of	Russia,	Author.	

	

Within	 the	 IMF’s	 Financial	 Sector	 Assessment	 Program,	 Russia,	 as	 one	 of	 the	 25	

jurisdictions	with	 systemically	 important	 financial	 sectors,	 has	 to	 be	 assessed	 every	 five	

years.	According	to	the	latest	assessment	that	was	carried	out	in	2016,	the	key	vulnerability	

of	the	Russian	banking	sector	is	the	asset	quality	leading	to	significant	credit	losses,	while	

market	and	liquidity	risks	appear	to	be	contained	(IMF,	2016).		

The	CBR	also	carries	out	the	macroprudential	stress	test	of	the	Russian	banking	sector	

on	a	regular	basis	since	the	early	2000s.	The	methodology	was	enhanced	in	2015	when	the	

Bank	 of	 Russia	 started	 to	 implement	 Basel	 III	 regulation.	 However,	 the	 applied	

methodologies	 are	 still	 somewhat	 limited	 under	 the	 existing	 legislation	 so	 the	 IMF	

recommended	the	CBR	to	further	develop	its	macroprudential	stress-testing	practices	(IMF,	

2016).	The	latest	available	results	of	the	CBR	stress	test	(based	in	the	data	from	2017)	are	

similar	to	the	ones	of	the	IMF	–	the	banks	are	more	prone	to	the	credit	risk,	followed	by	the	

market	risk,	as	can	be	seen	from	Figure	2.	For	comparison,	the	stress	test	carried	out	using	

the	data	from	2016	showed	a	significantly	larger	share	of	credit	losses	accounting	for	more	

than	85%	of	total	losses	of	the	banking	sector	(Bank	of	Russia,	2017).	
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Figure	2.	Bank	losses	by	risk	type	in	case	of	stress	event	

	
Source:	(Bank	of	Russia,	2018).		

	 	

Overall,	the	Bank	of	Russia	is	immersed	in	driving	the	process	of	the	banking	system	

recovery	following	the	events	of	the	economic	and	political	turmoil	of	2014.	Still,	although	

there	 have	 been	 some	 considerable	 developments	 in	 the	 banking	 system	 regulation	 and	

banks’	risk	management,	there	is	still	room	for	improvement.	Considering	a	crucial	role	of	

loans	in	banks’	assets	and	their	relatively	poor	quality,	credit	risk	seems	to	outweigh	other	

types	of	risk	of	the	Russian	banking	system.	Therefore,	the	usage	of	credit	risk	as	a	focus	of	

this	research	so	as	to	assess	the	stability	of	the	Russian	banking	sector	is	justified.		
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4. Estimation	of	Russian	banking	sector	default	probability	with	
Contingent	Claims	Analysis		

4.1. 	Background	theory	and	methodology	
Contingent	claims	analysis	can	be	considered	as	a	generalization	of	the	option	pricing	

theory	 developed	 by	 Black	 &	 Scholes	 (1973)	 and	 Merton	 (1974).	 A	 contingent	 claim	 is	

defined	as	a	financial	asset	whose	future	payouts	depend	on	the	value	of	another	underlying	

asset;	 in	 other	words,	 these	 payoffs	 depend	 on	 the	 realization	 of	 some	 uncertain	 future	

events.	So,	a	contingent	claim	is	viewed	as	an	option	that	gives	the	right	to	buy	(a	call	option)	

or	sell	(a	put	option)	the	underlying	asset	at	a	strike	price	within	a	specified	period.	While	

option	 pricing	 methodology	 (and,	 consequently,	 the	 CCA	 approach)	 can	 be	 applied	 to	

different	types	of	contingent	claims,	in	this	paper	it	is	used	to	analyze	the	credit	risk	of	the	

banking	sector	in	Russia.		

The	contingent	claims	approach	is	based	on	three	main	principles	(Gray	et	al.,	2007):	

(1)	the	value	of	liabilities	is	derived	from	assets;	(2)	liabilities	have	different	priority	level	

(senior	and	junior	claims),	and	(3)	assets	follow	a	stochastic	process.	Denote	𝐴\	as	the	value	

of	an	asset	at	time	t.	The	asset	return	follows	the	process:	
𝑑𝐴\
𝐴\

= 𝜇`𝑑𝑡 + 𝜎 𝑑𝑍\	

where	𝜇`	is	a	drift	term	(set	equal	to	the	average	return),	𝜎 	is	a	standard	deviation	of	the	

asset	return	per	unit	of	time,	and	𝑑𝑍\	is	a	stochastic	component	representing	an	uncertainty	

in	the	future	development	of	the	asset	value	–	it	is	basically	a	random	walk	process	where	

the	variance	of	the	asset	returns	is	assumed	to	be	proportional	to	time.	In	a	continuous	time,	

this	process	is	called	a	geometric	Brownian	motion,	where	the	diffusion	term	𝑑𝑍\	represents	

a	differential	increase	to	a	Wiener	process,	𝑑𝑍\ = 𝜀 𝑡, 𝜀~	𝑁(0,1).	This	stochastic	differential	

equation	can	be	solved	for	the	𝐴\	given	the	asset	value	at	time	zero:	

𝐴\ = 𝐴h ∗ exp 𝜇` −
𝜎k

2
𝑡 + 𝜎 𝜀 𝑡 , 𝜀~𝑁(0,1)	

The	 stochastic	 nature	 of	 any	 company’s	 assets	 can	 be	 shown	 as	 a	 probability	

distribution	at	some	horizon	𝑇	(Figure	3).	An	entity	defaults	if	the	value	of	its	assets	𝐴\	falls	

to	 or	 below	 some	 distress	 barrier	 that	 corresponds	 to	 the	 value	 of	 the	 promised	 debt	

(1)	

(2)	
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payments,	𝐵\ .	More	precisely,	it	is	the	value	of	risky	debt,	usually	calculated	as	a	sum	of	short-

term	debt	and	half	of	the	long-term	debt	(Gray	&	Malone,	2008;	Antunes	&	Silva,	2010).	

	
	

	

	

	

	

	

	

	

	

	

	

	

Source:	(Gray	&	Walsh,	2014).	
	

	Liabilities	are	seen	as	claims	(or	contingent	claims)	on	the	firm’s	uncertain	assets	so	

they	may	be	used	for	asset	value	estimation.	Thus,	default	risk	 is	driven	by	the	uncertain	

changes	in	the	assets’	value	in	relation	to	the	firm’s	liabilities.	The	probability	of	default	(PD)	

can	be	calculated	as:	

PDh = 	Pr 𝐴\ ≤ 𝐵\ = Pr	(𝐴h ∗ exp 𝜇` −
𝜎k

2
𝑡 + 𝜎 𝜀 𝑡 ≤ 𝐵\)	

It	 is	 possible	 to	 rearrange	 this	 formula	 of	 default	 probability	 so	 that	 a	 stochastic	

component	of	the	asset	return,	𝜀,	is	less	or	equal	to	a	negative	value	of	distance	to	default	

(DD):		

PDh = 	Pr 𝜀 ≤ −
ln 𝐴h

𝐵\
+ 𝜇` −

𝜎k
2 𝑡

𝜎 𝑡
= Pr	(𝜀 ≤ −𝐷𝐷h)	

The	larger	the	distance	to	default	is,	the	smaller	is	the	probability	that	the	analyzed	

entity	will	 default.	 Since	 the	 random	 component	 has	 a	 standard	normal	 distribution,	 the	

probability	of	default	can	be	rewritten	as	𝑃𝐷 = 𝑁(−𝐷𝐷).	This	is	an	“actual”	probability	of	

default.	It	is	possible	to	estimate	a	risk-neutral	PD	if	𝜇`	is	set	equal	to	the	risk-free	rate	𝑟u ,	

(3)	

(4)	

Figure	3.	Distribution	of	asset	value	and	estimated	PD	
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this	way	eliminating	asset	risk	premium,	which	results	in	a	higher	probability	of	default,	as	

can	be	clearly	seen	from	Figure	3.		

The	main	challenge	of	implementing	the	Merton	model	in	practice	is	that	𝐴h, 𝜎 ,	and	

𝜇`	are	not	directly	observable.	Within	Merton/CCA	framework,	a	risk-neutral	PD	is	assumed	

so	𝜇` = 𝑟u	(Gray	&	Malone,	2008);	however,	the	estimation	of	the	market	value	of	assets	and	

the	corresponding	volatility	is	not	that	straightforward.	One	way	of	doing	this	is	by	solving	a	

system	of	two	equations.	The	first	one	is	the	Black-Scholes	formula	for	call	option	(Black	&	

Scholes,	1973)	but	it	will	be	used	in	reverse	–	the	market	value	of	equity	will	be	used	as	an	

input	in	the	equation.	The	second	one	is	derived	from	Itô’s	lemma	(Gray	&	Malone,	2008).	

The	system	looks	as	following:		

𝐸h = 𝐴h𝑁 𝑑w − 𝐵\𝑒yz\𝑁(𝑑k)	

𝐸h𝜎{ = 𝐴h𝜎 𝑁 𝑑w 	

where	𝑑w =
|} ~�

��
� z�

�~
�

� \

�~ \
	and	𝑑k = 	𝑑w − 𝜎 𝑡,	𝐸	is	the	market	value	of	equity	and	𝜎{ 	is	the	

corresponding	volatility	(standard	deviation),	𝐵	 is	 the	value	of	risky	debt.	By	solving	this	

system,	one	obtains	the	implied	value	of	assets	and	its	volatility	that	are	later	used	as	inputs	

in	default	probability	calculation	in	the	Merton	model.	

	

4.2. 	Data	collection	and	applied	methods	
CCA	is	quite	data-intensive	–	it	combines	market	and	balance	sheet	data.	To	calculate	

the	probability	of	default	using	the	Merton	model,	one	needs	risk-free	rate,	market	value	of	

a	 firm’s	 assets	 and	 its	 annualized	 volatility	 (that	 are	 not	 observable	 directly	 but	 can	 be	

estimated	using	the	market	capitalization	of	the	banks),	and	value	of	debt.		

The	Black-Scholes	model	uses	risk-free	rate	as	an	input	in	the	equation.	However,	the	

sovereign	debt	of	Russia	is	far	from	AAA	and	it	only	recently	has	been	upgraded	from	a	‘junk’	

status.	 In	 this	 study,	 a	 fixed	 5	 percent	 rate	 was	 used,	 following	 Gray	 &	 Walsh	 (2014)	

assumption.		

	The	daily	data	on	market	capitalization	was	obtained	from	Bloomberg	for	7	years,	

from	January	2012	to	December	2018.	This	period	is	chosen	so	as	to	capture	the	banking	

sector	development	several	years	prior	to	the	sanctions	imposed	in	2014.	The	volatility	was	

(5)	
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estimated	by	using	a	 simple	GARCH(1,1)	model,	which	 is	 the	most	 common	 technique	 to	

obtain	conditional	second	moments	(Sorge	&	Virolainen,	2006).	While	market	capitalization	

can	be	obtained	on	daily	basis,	value	of	debt	is	obtained	from	a	bank’s	balance	sheet	and	it	is	

available	only	at	a	monthly	or	quarterly	frequency.	So,	daily	volatility	estimates	were	later	

transformed	to	monthly	values	by	taking	an	average	over	each	month	and	then	annualizing	

them	(since	the	Merton	model	requires	an	annualized	standard	deviation	of	the	market	value	

of	equity	as	an	input).	

In	 academic	 literature,	 there	 are	 different	ways	 of	 estimating	 the	 distress	 barrier.	

Pesaran	et	al.	(2006)	assumed	that	a	firm	defaults	if	its	asset	value	decreases	by	a	certain	

percentage	 in	 a	 quarter,	 which	 is	 determined	 by	 the	 firm’s	 credit	 rating.	 This	way,	 they	

managed	to	implement	the	Merton	model	by	using	only	two	variables	–	market	capitalization	

and	credit	ratings.	Altar	et	al.	(2014)	assumed	that	distress	barrier	equals	some	percentage	

share	 of	 bank’s	 total	 liabilities.	 However,	 it	 is	 rather	 difficult	 to	 justify	 such	 decision	

regarding	the	distress	level.	The	most	common	approach	is	to	sum	a	short-term	debt	and	

half	of	 the	 long-term	debt,	which	was	used	by	Gray	&	Walsh	 (2014).	They	calculated	 the	

distress	barrier	by	summing	banks’	demand	deposits	and	50%	of	the	senior	debt	plus	time	

and	saving	deposits.		

While	it	is	possible	to	obtain	the	amounts	of	demand,	time,	and	saving	deposits	as	well	

as	of	senior	debt	from	Bloomberg,	the	total	values	do	not	seem	to	match	the	amounts	directly	

reported	by	banks	to	the	Bank	of	Russia	(which	is	likely	to	be	attributed	to	differences	in	

accounting	principles),	and	they	are	available	only	on	quarterly	basis.	Thus,	the	amounts	of	

short-	and	long-term	deposits	were	obtained	in	the	following	way	from	the	Bank	of	Russia	

website.		

Each	credit	entity	on	monthly	basis	provides	the	CBR	with	special	accounting/balance	

sheet	reporting	forms	that	are	later	published	on	the	website	of	the	Bank	of	Russia.	Data	on	

deposits	 and	 senior	 debt	was	 gathered	 from	 the	 form	101.	Deposits	 that	 are	made	 for	 a	

period	of	less	than	1	year	(including	current	accounts,	deposits	for	a	term	of	less	than	90	

days,	from	91	to	180	days,	and	from	181	days	to	1	year)	are	considered	to	be	short-term.	

Respectively,	long-term	deposits	are	comprised	of	the	deposits	made	for	a	term	of	more	than	

1	year.		

Although	debt	value	can	be	gathered	 for	every	bank	registered	within	 the	Bank	of	



	 22	

Russia,	market	value	of	equity	can	be	obtained	only	for	listed	banks.	The	banking	sector	of	

Russia	is	characterized	by	a	significant	government	participation,	and	not	all	the	systemically	

important	banks	are	listed	on	the	stock	exchange.	The	two	biggest	banks,	Sberbank	and	VTB,	

are	listed	as	well	as	Rosbank	and	Credit	Bank	of	Moscow,	which,	however,	went	public	only	

in	2015.	Its	inclusion	in	the	analysis	is	bound	to	increase	the	complexity	of	an	already	rather	

complicated	modelling	process.	Besides,	3	year	monthly	observations	may	not	be	enough	for	

VAR	estimation.	Therefore,	this	bank	was	not	included	in	the	analysis.	

This	 sample	 is	hardly	 sufficient	 to	evaluate	 the	 stability	of	 the	banking	 sector	and	

identify	main	risk	factors.	Therefore,	it	was	extended	by	including	unlisted	banks	–	UniCredit	

Bank	and	Raiffeisenbank	that	are	subsidiaries	of	the	corresponding	public	banking	groups.	

The	importance	of	including	these	banks,	which	have	a	more	international	exposure,	is	to	

see	whether	they	are	affected	by	different	risk	factors,	compared	to	the	listed	Russian	banks.	

The	market	capitalization	of	the	affiliated	banking	groups	was	used	as	a	proxy	for	the	market	

capitalization	of	their	subsidiaries	in	Russia	by	making	an	adjustment	corresponding	to	the	

share	of	the	balance-sheet	equity	of	the	analyzed	subsidiary	in	the	total	balance-sheet	equity	

of	 the	banking	group.	Then,	 the	proxy	of	 the	equity	volatility	was	estimated	by	using	 the	

average	between	 the	volatility	of	 the	market	 capitalization	of	 the	banking	group	and	 the	

volatility	of	 the	Russian	banking	sector	measured	as	asset-weighted	average	of	 the	 listed	

banks’	market	capitalization	volatility.	Similar	approach	was	used	by	Altar	et	al.	(2014)	who	

performed	 stress	 tests	 on	 the	 Romanian,	 Bulgarian,	 and	 Hungarian	 banking	 sectors	 and	

faced	the	same	problem	of	somewhat	insufficient	sample	of	listed	banks.	

Then,	having	the	aim	of	the	research	in	mind,	two	regionally	important	banks,	Uralsib	

and	Bank	 Saint-Petersburg,	were	 included	 in	 the	 analysis	 as	well.	 Although	 they	 are	 not	

considered	as	systemically	important,	they	are	among	top-20	largest	banks	in	Russia.	This	

way,	the	research	covers	three	groups	of	banks:	(1)	large	systemically	important	banks	that	

are	likely	to	be	exposed	to	domestic	as	well	as	foreign	risk	factors,	(2)	international	banks	

largely	affected	by	external	or	global	risk	factors,	and	(3)	regionally	important	banks	that	are	

active	mainly	in	the	domestic	market.	In	total,	the	sample	of	the	Russian	banks	consists	of	7	

banks	corresponding	to	53%	of	the	banking	sector	assets.		
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4.3. 	Default	risk	indicators	of	the	Russian	banking	system	
As	described	in	the	methodology	laid	out	in	Section	3.1,	the	Merton	model	allows	to	

derive	a	time	series	of	risk	measures	–	distance	to	default	(DD)	and	probability	of	default	

(PD).	 It	 is	 necessary	 to	 mention	 that	 in	 case	 of	 risk	 estimation	 of	 banks	 (especially	

systemically	important	ones)	if	implied	assets	value	falls	below	a	distress	barrier,	it	does	not	

mean	that	the	credit	entity	will	default	–	central	banks	and	other	regulators	are	likely	to	take	

some	actions	 (bailing-out,	 for	 instance)	 to	avoid	huge	 fiscal	 costs	 caused	by	bank	default	

(Chan-Lau	&	Sy,	2006).	That	is	why	distance	to	default	rather	means	distance	to	distress	that	

is	a	level	below	which	a	regulator	will	intervene	and	save	the	bank.	

Figure	4	shows	the	development	of	distance	to	distress	measure	over	the	analyzed	

period	of	the	Russian	banking	system.	It	was	estimated	by	summing	market	capitalization	

and	debt	of	all	 the	analyzed	banks	and	using	the	obtained	values	as	 inputs	 in	the	Merton	

model.	Basically,	these	banks	were	treated	a	one	“big	bank”.	In	Appendix	B,	DD	time	series	

of	every	analyzed	bank	separately	are	provided.		

From	Figure	4,	we	may	see	that	DD	of	the	Russian	banking	system	was	rather	volatile	

over	the	analyzed	period.	The	most	severe	and	sharp	shock	occurred	in	March	2014,	when	

foreign	sanctions	were	imposed,	followed	by	a	2-year	period	of	increased	risk.	The	next	two	

relatively	huge	plunges	happened	in	the	beginning	of	2015	and	2016,	which	corresponds	to	

periods	of	ruble	depreciation	and	 low	oil	prices.	The	second	half	of	2016	and	2017	were	

marked	by	a	reduced	risk	in	response	to	gradually	growing	oil	prices.	The	latest	significant	

drop	 in	April	2018	corresponds	 to	an	 increased	political	 tension	between	Russia	and	 the	

USA,	which	is	largely	driven	by	higher	risk	of	Sberbank,	as	can	be	seen	from	Appendix	B.		
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Figure	4.	Distance	to	distress	of	the	Russian	banking	system	

	
Source:	Author.	
	

Having	obtained	values	of	DD,	it	is	possible	to	estimate	PD	for	each	analyzed	credit	

entity.	It	is	a	cumulative	probability	estimated	over	a	certain	period	(in	our	case,	one	year)	

that	 a	 bank	will	 default.	 Importantly,	 it	 is	 a	 risk-neutral	 PD,	which	 is	 bound	 to	 be	 lower	

compared	to	the	real-world	default	probability.	Still,	the	changes	observed	in	the	calculated	

PDs	are	pretty	demonstrative.	Appendix	C	shows	PD	time	series	 for	each	analyzed	credit	

entity	individually.	

As	in	case	with	DDs,	a	cumulative	PD	for	a	“big	bank”	was	calculated,	which	is	shown	

in	Figure	5.	This	risk	measure	peaked	in	March	2014,	and	the	second	largest	risk	increase	

happened	in	April	2018.	Over	the	remaining	period,	default	probability	was	close	to	zero.	

However,	considering	the	sample	of	banks	and	respective	weights	of	Sberbank	and	VTB,	risk	

exposures	of	smaller	banks	are	likely	to	be	lost	in	this	aggregated	“big	bank”	PD.	Therefore,	

asset-weighted	average	default	probability	was	included	as	well	(Figure	5,	light	blue	line).	It	

was	calculated	by	multiplying	banks’	PD	by	their	share	in	the	total	assets	of	the	analyzed	

banks	and	summing	them	up.	This	resulted	in	higher	default	probabilities,	especially	during	

the	turbulent	periods.	While	an	aggregate	PD	is	more	suitable	for	assessing	the	risk	exposure	
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of	 banking	 system	 as	 a	whole,	 an	 asset-weighted	 PD	 is	 better	 for	 indicating	whether	 an	

individual	credit	entity	may	suffer	distress.	
	

Figure	5.	Probability	of	default	of	an	aggregated	"big	bank"	and	asset-weighted	average	
default	probability	

	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Source:	Author.	
	
	 Several	 years	prior	 to	 the	 sanction	period,	default	 risk	of	 the	banking	 system	was	

somewhat	 lower	 compared	 to	 more	 recent	 periods	 that	 were	 also	 more	 volatile	 –	 risk	

measures	tended	to	vary	in	a	broader	range.	Besides,	huge	banks	remained	rather	stable,	

experiencing	relatively	severe	distress	only	as	a	result	of	deteriorated	political	relations	with	

foreign	partners.	Overall,	credit	risk	of	the	Russian	banking	system	seems	to	be	responsive	

to	 political	 tensions	 as	 well	 as	 oil	 price	 decrease	 and	 subsequent	 national	 currency	

depreciation.	 However,	 the	 analyzed	 banks	 are	 heterogeneous,	 as	 can	 be	 seen	 from	

Appendices	B	and	C;	thus,	they	are	likely	to	be	affected	by	different	risk	factors.	In	the	next	

Section,	 the	 relationship	 between	 default	 risk	 of	 the	 chosen	 Russian	 banks	 and	 some	

macroeconomic	variables,	that	are	likely	to	affect	it,	will	be	investigated.	
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5. Stress-testing	of	the	Russian	banking	sector		
5.1. 	Connecting	credit	risk	exposure	to	macroeconomic	variables	

The	choice	of	the	right	risk	factors	that	may	threaten	the	stability	of	the	financial	system	

is	not	straightforward.	It	depends	on	the	peculiarities	of	the	banks	comprising	the	financial	

system.	While	for	the	domestically	active	banks	internal	factors	–	such	as	unemployment,	

interest	rate,	or	 inflation	–	may	be	considered	of	higher	 importance,	 large	banks	 that	are	

active	on	foreign	loan	markets	are	more	likely	to	be	affected	by	external	or	global	risk	factors	

–	exchange	rates,	commodity	prices,	etc.	(Quagliariello,	2009).	Given	the	rationale	behind	the	

choice	of	the	banks	in	the	sample	and	peculiarities	of	the	Russian	economy,	three	groups	of	

macroeconomic	factors	were	analyzed:	(1)	internal	economic	development:	unemployment	

rate,	consumer	price	index	(CPI),	industrial	production	index;	(2)	internal	financial	market	

development:	 1-year	 OFZ	 bond	 (Federal	 Loan	 Bonds	 of	 Russia)	 and	 OFZ	 spread,	 MOEX	

(Moscow	 Stock	 Exchange	 Index);	 (3)	 global	 economic	 development:	 USDRUB,	 oil	 price	

(Urals),	 S&P500	 return,	 1-year	 Treasury	 rate.	 Importantly,	 the	 choice	 of	macroeconomic	

variables	was	limited	to	those	that	are	available	at	least	on	a	monthly	basis.	The	full	list	of	

used	macro	variables	with	respective	notations	and	sources	are	provided	in	Appendix	D.	

Before	 proceeding	 to	 shock	modelling,	 a	 simple	 sensitivity	 analysis	 of	 banks’	 risk	

measures	to	the	chosen	macroeconomic	variables	was	conducted.	To	assess	whether	these	

macroeconomic	 variables	 have	 any	 effect	 on	 banks’	 credit	 risk	 exposure,	 a	 stepwise	

regressions	 with	 backward	 elimination	 were	 run	 on	 each	 bank’s	 log-returns	 on	 implied	

assets	(estimated	with	the	Merton	model	earlier)	against	the	whole	set	of	macro	variables	

that	 were	 either	 transformed	 to	 log-returns	 or	 left	 without	 changes	 if	 already	 were	

expressed	in	percentage	points.	With	every	step,	the	least	significant	independent	variable	

was	 eliminated,	 until	 the	 remaining	 ones	 became	 significant	 at	 a	 chosen	 level	 (in	 this	

exercise,	10%	significance	level	was	chosen).	The	results	of	stepwise	regressions	are	shown	

in	Table	1.		
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Table		1.	Stepwise	regression	result	for	macroeconomic	variables	

	
Source:	Author.	
Note:	the	coefficients	shown	are	the	ones	that	are	jointly	significant	at	10%	significance	level;	corresponding	t-
statistics	are	in	parentheses.	
	

As	we	can	see	from	the	table,	only	for	1	out	of	7	banks	adjusted	R-squared	is	higher	

than	40%,	for	one	bank	it	is	around	35%,	and	all	the	remaining	ones	are	in	the	range	of	15-

25%.	It	may	not	be	considered	as	an	extremely	satisfactory	result,	but	 it	 is	 indeed	rather	

adequate	 for	proceeding	with	 further	 research.	 It	also	 implies	 that	a	more	 tailored	set	of	

variables	might	be	needed	to	account	for	higher	explanatory	power	of	the	regressions.	Still,	

all	the	regressions	are	significant	at	5%	significance	level.		

Most	 of	 the	 used	macroeconomic	 variables	 are	 significant	 for	 Sberbank	 and	 VTB.	

Given	their	position	as	the	two	largest	banks	accounting	for	more	than	45%	of	the	banking	

system	assets,	it	should	be	expected	that	they	tend	to	co-move	with	the	whole	economy	and	

have	significant	relationships	with	factors	determining	its	development	(production	index,	

unemployment,	MOEX	index,	USDRUB	exchange	rate).	Other	banks	have	a	smaller	number	

Sberbank VTB Rosbank Bank	SPB Uralsib UniCredit	Bank Raiffeisenbank

Intercept -0.192 -0.317 -0.122 -0.139 -0.169 -0.003 0.005
(-3.371) (-4.050) (-2.175) (-3.115) (-3.327) (-0.417) (1.608)

CPI 0.009
(2.146)

MOEX 0.175 0.161 0.0014 0.177
(3.386) (2.126) (3.734) (1.662)

OFZ_1year -0.124 -0.194
(-2.006) (-4.448)

OFZ_1year	(change) 0.195 -0.082
(2.773) (-4.173)

OFZ_sread 0.005
(2.207)

Production	 0.106 0.164 0.111 0.129 0.059
(4.006) (4.434) (2.231) (3.257) (3.740)

SP500 0.543
(2.450)

Tbill_1year	(change) 0.031
(2.414)

Unemployment 1.364 2.622
(1.954) (2.712)

Urals -0.111 -0.208
(-2.691) (-2.414)

USDRUB 0.990 0.312 0.274 0.409 0.397
(2.118) (4.262) (3.061) (2.723) (4.477)

Adj.	R-squared 0.365 0.452 0.144 0.193 0.184 0.243 0.188
F-stat 7.750 14.517 7.909 10.803 9.141 9.769 10.517

Return	on	Implied	Assets
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of	 significant	 coefficients,	which	may	 suggest	 that	 their	 credit	 risk	 is	 explained	 by	more	

idiosyncratic	factors.		

As	 for	macroeconomic	variables,	USDRUB	exchange	rate	and	 industrial	production	

index	 resulted	 to	 be	 significant	 for	 5	 banks,	 followed	 by	 MOEX	 stock	 index	 which	 is	

significant	 for	 4	 banks.	 Surprisingly,	 oil	 price	 is	 significant	 only	 for	 2	 banks,	 which	may	

suggest	that	the	effect	of	oil	price	change	becomes	evident	with	some	lag.	Credit	risk	is	not	

directly	 affected	by	 commodity	prices,	 rather	 this	 effect	 is	 translated	 through	 changes	 in	

disposable	income	of	households	and	financial	performance	of	businesses.	S&P500	index	is	

significant	 for	 UniCredit	 bank	 as	 expected	 since	 it	 has	 the	 largest	 exposure	 to	 foreign	

markets.	 Interest	 rates	 show	 low	 levels	 of	 significance,	 which	 is	 rather	 surprising	 since	

banks’	performance	and	risk	exposure	are	likely	to	be	directly	affected	by	them.	For	example,	

1-year	OFZ	rate	may	be	considered	as	a	proxy	for	the	CBR	key	rate	(Russian	analogue	of	the	

US	Federal	Reserve	rate)	that	affects	overall	level	of	interest	rates	(on	deposits,	loans)	in	the	

economy	and	inflation.	Thus,	the	key	rate	increase	may	lead	to	worsening	of	loan	portfolio	

quality	due	to	more	expensive	loans.	However,	as	in	the	case	with	oil	prices,	changes	in	the	

key	rate	may	have	a	delayed	effect	on	banks’	credit	risk	exposure.	This	may	also	be	a	reason	

for	a	relative	insignificance	of	CPI.	Still,	every	chosen	factor	seems	to	have	at	least	some	effect	

on	the	banks’	implied	assets.		

	

5.2. 	Dimensionality	reduction	with	principal	component	analysis	
Since	 some	 of	 the	 used	 variables	 are	 correlated,	which	 is	 bound	 to	 impede	VARs’	

estimation	 later,	 principal	 component	 analysis	 (PCA)	 was	 applied	 in	 order	 to	 address	 a	

possible	collinearity	problem	and	reduce	the	dimension	of	the	used	dataset,	which	is	crucial	

in	this	case	as	the	series	consist	of	only	84	observations.	In	short,	this	procedure	applies	an	

orthogonal	transformation	to	correlated	variables	so	as	to	create	a	set	of	nearly	uncorrelated	

principal	components.	PCA	is	designed	in	such	a	way	that	the	components	are	derived	in	a	

descending	order	of	importance	–	the	first	principal	component	is	a	linear	combination	of	

variables	with	the	maximum	explained	variance,	and	each	succeeding	component	has	the	

highest	possible	variance	of	all	combinations	of	variables	that	is	orthogonal	to	the	preceding	
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principal	 component.1	 Given	 the	 idea	 behind	 PCA,	 some	 of	 the	 last	 derived	 principal	

components	will	account	for	a	small	increase	in	variance	of	the	original	variables	so	that	it	

would	be	possible	to	discard	these	last	factors	without	losing	much	information.		

In	this	paper,	PCA	was	applied	to	the	full	set	of	macroeconomic	variables	specified	in	

previous	 sub-sections.	 Kaiser-Meyer-Olkin	 test	 measure	 resulted	 to	 be	 0.686,	 which	 is	

somewhat	 higher	 than	 a	 recommended	 threshold	 of	 0.6	 for	 sampling	 adequacy;	 and	

Bartlett’s	 test	 results	 strongly	 rejected	 the	 null	 hypothesis	 that	 correlation	matrix	 of	 the	

analyzed	 variables	 is	 an	 identity	 one.	 So,	 PCA	 should	 produce	 rather	 plausible	 factors.	

Ultimately,	 11	 principal	 components	 were	 derived	 that	 explain	 the	 total	 variance	 of	 the	

analyzed	variables.	The	first	three	factors	were	chosen	since	they	have	initial	eigenvalues	

larger	than	1	and	account	for	74.7%	of	variation	of	the	macroeconomic	variables	(Appendix	

E).	 Then,	 a	 varimax	 rotation	 method	 was	 applied	 to	 these	 factors.	 It	 maximizes	 the	

correlation	between	the	variables	and	factors,	leading	to	high	factor	loadings	for	a	relatively	

small	number	of	variables,	which	simplifies	further	interpretation	of	the	components.	The	

results	of	the	PCA	with	varimax	rotation	are	shown	in	Table	2.	
	

Table		2.	Factor	loadings	after	varimax	rotation	

	
	
Source:	Author.	
Note:	Numbers	in	blue	indicate	factor	loadings	greater	than	0.5	(in	absolute	value).	
	
																																																								
1	More	on	the	topic	of	PCA	and	types	of	rotations	can	be	found	in,	for	example,	Jolliffe	(2002).	

Factor	1 Factor	2 Factor	3
Financial	(in)stability Economic	growth Interest	rates

Urals -0.912 -0.323 0.044
OFZ_spread -0.897 -0.072 -0.032
OFZ_1year 0.846 -0.180 0.376
USDRUB 0.836 0.485 0.002
SP500 0.422 0.830 -0.032
MOEX 0.425 0.786 -0.241
Unemployment 0.260 -0.765 -0.196
Production 0.195 0.738 0.155
OFZ_1year	(change) -0.174 0.055 0.853
CPI 0.313 -0.455 0.582
Tbill_1year	(change) 0.138 0.139 0.421
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The	first	factor	includes	USDRUB,	OFZ	rate	and	spread,	and	oil	price.	These	variables	

seem	to	describe	the	financial	stability	(or	rather	instability)	of	the	Russian	economy.	This	

component	 is	 driven	 by	USDRUB	 exchange	 rate	 and	 oil	 price,	 that	 historically	 have	 high	

negative	 correlation,	 given	 the	 importance	of	 oil	 as	 the	main	 export	 item	of	 the	 country.	

USDRUB	has	a	positive	correlation	with	the	factor,	which	means	that	depreciation	of	ruble	

against	dollar	is	associated	with	higher	values	of	the	factor.	Then,	OFZ	rate	tends	to	co-move	

with	the	derived	factor,	while	the	OFZ	spread	has	a	negative	correlation	with	it.		

	The	 second	 factor	 seems	 to	 be	 linked	 to	 the	 economic	 growth.	 Production	 index,	

returns	 of	 S&P500	 and	 MOEX	 stock	 indices	 are	 included	 with	 a	 positive	 sign	 while	

unemployment	rate	shows	a	negative	sign.	Also,	CPI	has	a	relatively	high	factor	loading	and	

goes	into	the	component	with	a	negative	sign,	which	somewhat	surprising	since	economic	

growth	usually	entails	increase	in	inflation.	Still,	during	a	part	of	the	analyzed	period	Russian	

economy	suffered	from	stagflation	driven	by	sanctions	and	national	currency	depreciation.			

The	 last	 factor	 deals	 with	 interest	 rates.	 It	 weighs	 strongly	 change	 in	 OFZ	 rate	

followed	 by	 positive	 changes	 in	 CPI	 and	 in	 the	 US	 Treasury	 rate.	 As	 sensitivity	 analysis	

showed,	these	variables	were	significant	only	for	several	banks.	Hence,	this	factor	is	likely	to	

have	 low	explanatory	power	 in	 the	 further	analysis.	Still,	 these	macroeconomic	variables	

may	be	crucial	 for	explaining	risk	exposure	of	banks	 (as	explained	earlier),	 so	 it	was	not	

omitted	from	the	analysis.	

Overall,	3	components	were	derived	from	the	chosen	11	variables	that	explain	around	

75%	of	the	variance.	Using	these	factors	instead	of	separate	variables	allows	us	to	account	

for	most	of	the	variance	while	applying	a	universal	model	to	all	banks.		

	

5.3. 	Vector	Autoregression	models	and	Impulse	Response	Functions	
Having	 derived	 the	 macroeconomic	 factors,	 we	 proceed	 to	 estimate	 vector	

autoregression	(VAR)	models.	VAR	can	be	considered	as	a	generalization	of	AR	process	with	

more	 than	 one	 variable	 influencing	 the	 dependent	 one.	 Formally,	 VAR(p)	model	 can	 be	

defined	as	(Lütkepohl,	2005):		

𝑦\ = 𝜐 + 𝐴w𝑦\yw + ⋯+ 𝐴�𝑦\y� +	𝑢\, 𝑡 = 0,±1,±2,…			 (6)	
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where	𝑦\ = 	 (𝑦w\, 𝑦k\, … , 𝑦�\)′	is	a	𝐾	×	1	random	vector,	𝜐 = 𝜐w, 𝜐k, … , 𝜐� 	is	𝐾	×	1	vector	of	

intercepts,	𝐴�	 is	a	𝐾	×	𝐾	coefficient	matrix,	and	𝑢\ = 	 (𝑢w\, 𝑢k\, … , 𝑢�\)′	 is	a	𝐾-dimensional	

innovation	process.	Basically,	within	VAR(p)	framework,	a	certain	variable	at	time	𝑡	depends	

not	only	on	its	own	lagged	values	(like	in	AR	process)	but	also	on	the	p	lagged	values	of	other	

variables	included	in	the	model.		

VAR	models	were	estimated	for	every	analyzed	bank	in	Russia	and	each	specification	

included	four	variables:	returns	on	implied	assets,	and	previously	derived	factors	(that	were	

calculated	by	multiplying	every	variable	by	a	corresponding	factor	loading).	Note	that	the	

financial	 stability	 factor	 was	 multiplied	 by	 a	 negative	 one.	 The	 rationale	 is	 that	 it	 will	

facilitate	the	interpretation	of	the	negative	shocks	since	the	initial	values	of	the	factor	related	

more	 to	 financial	 instability	 which,	 by	 definition,	 corresponds	 to	 negative	 economic	

environment.	Then,	although	implied	asset	values,	estimated	with	the	Merton	model,	do	not	

directly	 measure	 banks’	 risk	 exposure,	 they	 seem	 to	 produce	 more	 plausible	 results	

compared	to	DD.	Implied	assets	value	is	used	to	derive	these	risk	measures,	so	the	results	of	

VAR	estimation	should	be	similar	(Gray	&	Walsh,	2014).	Log-returns	of	each	of	the	banks’	

implied	 assets	were	 calculated,	 resulting	 in	 83	 observations	 for	 each	 entity.	 The	 returns	

seem	to	be	stationary	under	the	augmented	Dickey-Fuller	test.	

The	main	challenge	of	VAR	estimation	is	in	choosing	the	appropriate	number	of	lags.	

For	 this	 purpose,	 Akaike	 (AIC)	 and	 Bayesian	 (Schwarz,	 BIC)	 information	 criteria	 were	

calculated	for	each	bank	for	VAR	models	with	up	to	4	lags.	One	should	choose	a	specification	

that	minimizes	information	criteria.	In	case	they	point	to	different	specifications,	results	with	

the	minimum	BIC	will	be	preferred	since	it	tends	to	penalize	large	number	of	parameters	

more	severely	compared	to	AIC.	The	information	criteria	were	pointing	out	to	either	1	or	2	

lag	specifications.	Specifications	with	2	lags	for	most	of	the	banks	showed	the	lowest	values	

of	information	criteria;	thus,	VAR(2)	models	were	used	in	the	analysis.	Table	3	provides	the	

results	of	VAR	models	in	a	rather	condensed	manner	–	it	shows	which	coefficients	resulted	

to	be	significant	(at	5%	level)	and	with	which	sign.	
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Table		3.	VAR(2)	estimation	results	

	
Source:	Author.	
Note:	“no”	means	that	the	coefficient	is	not	significant	at	5%	level,	+	or	-	indicate	the	sing	of	a	coefficient	that	
is	significant	at	5%	significance	level.	
	

Estimation	of	VAR	allows	us	to	derive	impulse	response	functions	so	as	to	see	how	

shocks	to	each	of	the	factors	affect	the	value	of	bank’s	implied	assets.	Gray	&	Walsh	(2014)	

argue	that	IRFs	estimated	with	factors,	which	should	be	orthogonal	by	construction,	have	an	

advantage	 over	 the	 ones	 calculated	with	 separate	macro	 variables,	 that	may	 affect	 each	

other.	For	example,	the	impulse	response	of	the	implied	assets	to	financial	stability	factor	

will	show	the	impact	of	shock	only	to	this	factor	while	other	factors	will	be	kept	constant.	In	

Appendix	F.1-F.7,	the	IRFs	for	banks’	response	to	shocks	of	each	of	the	three	factors	as	well	

as	their	own	assets	are	provided.		

First	of	all,	a	shock	to	banks’	own	assets	leads	to	positive	impulse	in	most	cases.	For	

big	systemically	 important	banks,	 the	response	seems	to	persist	 for	2-3	months	after	 the	

shock.	For	comparison,	Gray	&	Walsh	(2014)	 in	 their	analysis	of	Chilean	banking	system	

showed	a	much	higher	persistence	–	most	of	the	shock	effects	dissipated	within	8	months.	

However,	Russian	banking	system	during	the	analyzed	period	is	characterized	by	extremely	

high	volatility	and	risk	that	is	partly	explained	by	some	political	factors	not	directly	affecting	

fundamental	 economic	 indices.	 So,	 a	 relatively	 short	 persistence	 of	 the	 shock	 is	 rather	

justified.	

A	shock	to	the	financial	stability	factor	is	positive	and	significantly	different	from	zero	

for	4	out	of	7	banks.	In	the	sensitivity	analysis,	all	of	them	had	significant	coefficients	with	

either	Urals	price	or	USDRUB.	Sberbank,	being	the	largest	bank	in	Russia,	is	affected	by	the	

Sberbank VTB Rosbank Bank	SPG Uralsib Raiffeisen UniCredit
Assets	(t-1) + + + - - + +
Assets	(t-2) no no - - - no +
Factor1	(t-1) + + + + no + +
Factor1	(t-2) no no - no no no no
Factor2	(t-1) + + + no + no no
Factor2	(t-2) no no no no no no no
Factor3	(t-1) no + no no no no no
Factor3	(t-2) no no no no no no no

Adj.	R-sqr 0.315 0.298 0.517 0.259 0.298 0.2192 0.2391

Return	on	implied	assets
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overall	stability	of	the	economy	and,	besides,	has	a	relatively	significant	proportion	of	foreign	

currency	 loans,	so	 its	 loan	portfolio	 is	affected	by	exchange	rate.	The	same	goes	 for	Bank	

Saint-Petersburg	that	is	active	on	the	currency	market.	Finally,	the	importance	of	financial	

stability	 and	especially	 ruble	 exchange	 rate	 for	 two	 subsidiaries	of	 international	banking	

groups	–	UniCredit	and	Raiffeisenbank	–	is	quite	clear.	

Shock	 to	 economic	 growth	 factor	 seems	 to	 be	 significant	 for	 Russian	 systemically	

important	 banks	 and	 Uralsib.	 As	 it	 was	 shown	 previously,	 these	 banks	 are	 significantly	

affected	 by	 industrial	 production	 index	 (used	 as	 a	 proxy	 for	 GDP	 growth),	 MOEX,	 and	

unemployment.	This	result	was	expected	for	Russian	systemically	 important	banks,	given	

their	 large	 exposure	 to	 the	 domestic	market	 (compared	 to	Raiffeisenbank	 and	UniCredit	

Bank)	and	high	importance	for	the	overall	economy.	While	Uralsib	is	not	considered	to	be	

systemically	important	by	the	Bank	of	Russia,	it	indeed	has	a	crucial	importance	for	the	Ural-

Siberian	region.	

Finally,	the	coefficients	for	the	third	factor	(interest	rates)	are	not	significant	in	most	

of	the	models	(except	for	VTB),	as	was	expected.	Still,	VAR	models	of	higher	lags	that	were	

run	 on	 implied	 asset	 return	 with	 only	 the	 third	 factor	 included	 showed	 a	 significant	

coefficient	 at	 the	 third	 lag	 for	 some	banks.	 It	 supports	 a	 previously	mentioned	 idea	 that	

effects	of	interest	rate	changes	may	be	delayed.	It	may	be	advisable	to	estimate	VAR	model	

of	higher	lags	(3	and	above),	but	it	will	may	lead	to	overfitting.	Also,	considering	a	relatively	

small	number	of	observations,	increasing	the	number	of	parameters	in	VAR	models	hardly	

seems	a	worthwhile	pursuit.		

	

5.4. 	Specification	of	macroeconomic	shocks	
	 Derivation	of	impulse	response	functions	allows	us	to	analyze	how	the	chosen	risk	

measures	of	the	Russian	banking	sector	react	to	some	defined	macroeconomic	shocks.	In	the	

following	sections,	the	effect	of	three	shocks	will	be	estimated:	Urals	oil	price	decrease	(as	

part	of	 the	 financial	 stability	 factor),	 drop	of	MOEX	stock	 index	 (as	part	of	 the	economic	

growth	factor),	and	a	positive	change	in	the	OFZ	rate	(in	the	interest	rate	factor).		

There	are	various	ways	of	specifying	the	magnitude	of	shocks,	as	was	described	in	the	

literature	review	section.	In	this	research,	Value-at-Risk	(VaR)	measure	was	used	to	create	
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adverse	 and	 severe	 adverse	 shocks	 corresponding	 to	 VaR0,95	 and	 VaR0,99,	 respectively.	 A	

parametric	approach	to	VaR	calculation	was	applied	by	assuming	a	normal	distribution	of	

losses,	𝐿	~	𝑁(𝜇, 𝜎).	In	this	case,	VaR	can	be	obtained	by	the	following	formula:		

𝑉𝑎𝑅¥ 𝐿 = 	𝜇 + 𝜎 ∗ 𝑧¥	

where	𝑧¥	is	a	z-score	of	a	normal	distribution.	This	formula	was	applied	to	daily	returns	of	

the	shocked	variables	over	the	whole	analyzed	period	of	8	years.	Then,	the	daily	values	of	

95%	and	99%	VaR	were	multiplied	by	square	root	of	21	so	as	to	transform	them	to	monthly	

values.	This	way,	we	obtained	VaR	estimates	to	specify	the	shocks	of	the	chosen	variables	

(Table	 4).	 Then,	 the	 obtained	 VaR	 values	 were	 multiplied	 by	 the	 corresponding	 factor	

loadings	in	order	to	obtain	the	final	value	of	the	shock,	which	was	used	as	an	input	to	IRFs.		
	

Table		4.	Specification	of	shocks	

	
Source:	Author.	
	
	 We	obtained	the	value	of	log-returns	on	implied	assets	for	every	bank	for	11	months	

after	the	shock.	They	were	used	to	calculate	implied	asset	values	over	the	estimation	period.	

This	way,	it	is	possible	to	estimate	DD	for	each	bank	using	the	asset	values	derived	from	IRF.	

Other	inputs	in	the	DD	formula,	including	asset	volatility,	value	of	debt,	and	risk-free	rate,	

were	assumed	to	be	constant	and	equal	to	the	last	available	observation	(December	2018).	

Importantly,	this	is	bound	to	lead	to	overestimation	of	DD	(and,	thus,	underestimation	of	PD)	

since	asset	volatility	is	likely	to	increase	during	turbulent	periods	which	is	the	idea	behind	

stress	tests.			

	

Daily	VaR Monthly	VaR

Urals	oil	price	(shock	to	Financial	stability	factor)
VaR	95% -3.26% -14.93%
VaR	99% -4.60% -21.08%
MOEX	index	(shock	to	Economic	growth	factor)
VaR	95% -1.81% -8.32%
VaR	99% -2.58% -11.83%
OFZ	rate	(shock	to	Interest	rates	factor)
VaR	95% 2.57% 11.79%
VaR	99% 3.63% 16.63%

(7)	
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5.5.		Stress-testing	results:	Financial	stability	factor	

Figure	 6	 shows	 the	 effect	 of	 an	 adverse	 shock	 to	 the	 financial	 stability	 factor	

(estimated	by	95%	VaR	oil	price	decrease).	As	we	can	see	from	the	graph,	DD	decreased	in	

the	first	months	after	the	shock	for	every	bank,	however,	DD	reaches	its	lowest	point	in	3	or	

4	months.	As	for	the	systemically	important	banks,	DD	of	VTB	decreased	over	the	first	3-4	

months	by	0.5	showing	only	a	small	recovery,	Sberbank	was	hardly	affected	by	the	change,	

and	DD	of	Rosbank	was	gradually	decreasing	for	four	months	but	recovered	to	almost	pre-

shock	 values	 by	 the	 end	 of	 the	 year.	 International	 banks,	 Raiffeisenbank	 and	 UniCredit,	

showed	 similar	dynamics	 –	 a	drop	of	0.5-1	units	by	 the	4th	month	 followed	by	 a	modest	

recovery.	Bank	Uralsib	was	severely	affected	by	the	change	–	DD	almost	reached	zero	in	the	

first	3	months	after	the	shock	and	then	bounced	back	by	the	amount	equal	to	one	third	of	the	

fall	in	the	next	period.		
	

Figure	6.	DD	response	to	Financial	stability	factor	shock:	Oil	price	decrease	(95%	VaR)

	
Source:	Author.	

	

	 In	severe	adverse	shock	to	the	financial	stability	factor	(Figure	7),	determined	by	99%	

VaR	Urals	 price	 decrease,	 the	 banks’	 response	 is	 similar	 to	 the	 adverse	 shock	 in	 overall	

dynamics	 and	 magnitude	 for	 some	 banks	 –	 Sberbank,	 Rosbank,	 Bank	 Saint-Petersburg,	

UniCredit	and	Raiffaisen.	DD	of	VTB	showed	a	more	significant	decrease	–	by	around	1	unit.	
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Uralsib	was	severely	affected	by	the	shock	to	the	point	of	reaching	negative	values	of	DD.	

This	bank	historically	had	a	fairly	low	DD	compared	to	other	banks.	Still,	the	response	of	DD	

of	Urialsib	to	financial	stability	factor	shock	is	extremely	high.	
	

Figure	7.	DD	response	to	Financial	stability	factor	shock:	Oil	price	decrease	(99%	VaR)

	
Source:	Author.	
	
	 Banks	reacted	rather	differently	to	the	proposed	shock.	The	results	suggest	that	the	

analyzed	 banks	 do	 not	 reach	 default	 point	 except	 for	 one	 bank,	which	 should	 be	 closely	

monitored	by	 the	regulator.	Also,	 the	shock	has	a	somewhat	 long-lasting	effect,	and	most	

banks	show	an	extremely	modest	recovery	starting	around	the	5th	month	after	the	shock.		

	

5.6.		Stress-testing	results:	Economic	growth	factor	

Figure	 8	 provides	 the	 development	 of	 DD	 of	 the	 analyzed	 banks	 in	 Russia	 under	 an	

adverse	shock	to	the	second	factor	based	on	the	MOEX	stock	index	drop.	The	peak	of	the	

shock	 happens	 during	 the	 3rd	 -	 5th	month,	which	 is	 slightly	 longer	 than	 for	 the	 financial	

stability	 factor	 shock.	 Sberbank	 is	 affected	by	 the	 shock	only	 slightly	but	DD	of	VTB	and	

Rosbank	 decreased	 by	 more	 than	 1	 unit	 during	 the	 first	 5	 months.	 UniCredit	 and	

Raiffaisenbank	 risk	 increased	 for	 2-3	month	 after	 the	 shock	 but	 they	 almost	 completely	
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recovered	by	the	end	of	 the	year.	So,	 they	were	barely	affected	by	the	 factor,	determined	

mainly	 be	 domestic	 economic	 growth.	 DD	 of	 Uralsib	 plummeted	 after	 the	 first	 month	

following	the	negative	economic	growth	shock.	However,	it	recovered	by	around	half	of	the	

decrease	amount	in	the	next	period.		

	

Figure	8.	DD	response	to	Economic	growth	factor	shock:	MOEX	index	decrease	(95%	VaR)	

	
Source:	Author.	
	

	 Again,	 a	 severe	 adverse	 shock	 effect	 on	DD	 is	 similar	 to	 the	 one	 generated	 by	 an	

adverse	 shock,	 as	 seen	 in	 Figure	 9.	 The	 magnitude	 of	 the	 shock	 is	 quite	 the	 same	 for	

Sberbank,	 Bank	 Saint-Petersburg,	 UniCredit	 and	 Raiffaisenbank;	 they	 remain	 relatively	

unaffected	by	the	changes.	Uralsib,	as	in	the	case	of	financial	stability	shock,	reaches	distress	

point	rather	quickly	–	during	the	second	month	after	the	shock.	Also,	it	is	the	only	bank	with	

such	rapid	response	to	the	proposed	turmoil.	VTB,	surprisingly,	was	affected	the	most	–	DD	

decreased	by	around	2	units	in	the	first	five	months.	

Overall,	 a	 shock	 to	 the	 economic	 growth	 factor	 seems	 to	 have	 more	 persistence	

compared	to	the	financial	stability	one,	which	is	expected	since	fundamental	macroeconomic	

indices	take	more	time	to	change	and	take	effect.	The	regulator	is	recommended	to	monitor	

closely	systemically	important	banks	(except	for	Sberbank	but	including	Uralsib)	since	they	
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seem	to	be	severely	affected	by	the	economic	growth	shock.	
	

Figure	9.	DD	response	to	Economic	growth	factor	shock:	MOEX	index	decrease	(99%	VaR)	

	
Source:	Author.	
	

5.7.		Stress-testing	results:	Interest	rates	factor	

	 Finally,	an	effect	of	a	shock	to	interest	rates	factor	driven	by	OFZ	rate	increase	was	

analyzed.	OFZ,	or	Federal	loan	bonds,	rate	can	be	considered	as	a	proxy	for	key	interest	rate,	

set	by	the	CBR.	The	increase	in	this	rate	is	associated	with	higher	risk	–	for	example,	in	2014,	

in	response	to	sanctions,	the	key	rate	was	increased	from	5.5%	to	17%	by	the	end	of	the	year	

in	order	to	contain	the	inflation	risk.	Higher	level	of	key	rate	leads	to	higher	loan	interest	

rates,	which	may	lead	to	worsening	of	the	credit	portfolio	of	banks.	That	is	why,	a	positive	

shock	to	this	variable	was	specified.		

Still,	changes	in	this	factor	may	not	have	an	immediate	effect	on	the	banks’	credit	risk.	

As	it	was	shown	earlier,	2-lag	specification	of	VAR	was	not	enough	to	capture	this	effect	for	

most	of	the	banks	and	interest	rate	factor	coefficients	were	not	significant.	Hence,	the	results	

obtained	in	this	section	may	lack	reliability.	Nevertheless,	they	may	give	a	general	overview	

of	how	credit	risk	measures	react	to	interest	rate	shock.	

Figure	10	shows	banks’	response	to	1-year	OFZ	rate	increase	determined	by	95%	VaR.	

Sberbank	was	not	significantly	affected	by	interest	rate	factor	change	in	contrast	to	VTB	that	
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showed	a	rather	rapid	growth	of	around	1	unit	of	DD	in	the	first	three	months	after	the	shock,	

followed	 by	 a	 drop	 to	 almost	 pre-shock	 levels	 in	 the	 next	 month.	 The	 result	 is	 rather	

unexpected	since	an	increase	in	the	key	rate	should	lead	to	lower	DD	through	worsening	of	

banks’	 loan	portfolios.	The	 reason	 for	 this	 is	not	 clear.	Most	 likely,	 in	 case	of	higher	 loan	

interest	 rates,	 banks	 tend	 to	 conduct	 more	 rigorous	 assessment	 of	 potential	 borrowers	

resulting	in	improvement	of	loan	portfolio	quality	in	the	first	months.	However,	in	a	longer	

term,	people	may	not	have	enough	resources	to	service	the	loan	taken	at	a	higher	interest	

rate,	which	may	result	in	higher	NPL	negatively	affecting	bank	credit	risk.	Uralsib	showed	a	

dynamic	 similar	 to	 VTB.	 UniCredit	 and	 Raiffeisenbank	were	 affected	 by	 the	 change	 only	

slightly	 and	 reverted	 to	 their	 pre-shock	 values	 in	 4	 months.	 Rosbank	 and	 Bank	 Saint-

Petersburg	showed	periods	of	growing	and	declining	DD	measures	for	half	a	year	after	the	

shock	before	stabilizing	at	their	pre-shock	levels.	

	

Figure	10.	DD	response	to	Interest	rates	factor	shock:	1-year	OFZ	rate	increase	(95%	VaR)	

	
Source:	Author.	
	
	 Severe	 adverse	 shock	 (Figure	 11)	 produced	 larger	 changes	 in	 DD	 measure.	 Still,	

neither	 of	 the	 banks	 defaulted	 or	 showed	 a	 considerably	 lower	 DD	 after	 the	 turmoil	

produced	 by	 the	 shock.	 Overall,	 some	 results	 are	 indeed	 rather	 difficult	 to	 interpret,	 as	
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expected.	Still,	it	is	possible	to	notice	that	domestic	banks	are	more	affected	by	interest	rates	

shock,	compared	to	the	international	banks.	As	for	Sberbank,	it	was	hardly	affected	by	any	

of	the	analyzed	shocks	(although	it	showed	some	decline	in	DD	in	the	second	factor	shock	

specification).	It	is	likely	that	the	reason	for	this	may	be	the	size	of	the	bank	and	its	value	of	

implied	assets	which	is	more	than	15%	higher	than	the	value	of	risky	debt.	
	
Figure	11.	DD	response	to	Interest	rates	factor	shock:	1-year	OFZ	rate	increase	(99%	VaR)	

	
Source:	Author.	
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6. Limitations	and	areas	of	future	research	
One	of	the	main	limitations	of	the	research	deals	with	a	relatively	insufficient	sample	

of	banks.	As	it	was	stated	earlier,	the	analysis	covers	banks	that	correspond	to	less	than	55%	

of	total	banking	sector	assets.	Still,	while	the	expansion	of	the	sample	is	certainly	possible,	it	

is	hardly	worthwhile	and	requires	a	lot	of	resources.	There	are	around	500	credit	institutions	

in	 the	 banking	 system	 of	 Russia	 but	 the	majority	 of	 them	 are	 rather	 small.	 Every	 credit	

institution	starting	from	the	24th	biggest	bank	(ranked	by	assets)	accounts	for	less	than	0,5%	

of	total	banking	assets	in	the	system.			

Then,	the	results	of	a	sensitivity	analysis	showed	that	used	macroeconomic	variables	

explain	a	relatively	small	share	of	variance,	which	implies	that	some	important	factors	were	

not	included.	At	the	same	time,	heterogeneity	of	the	analyzed	banks	is	unlikely	to	allow	for	a	

larger	 number	 of	 factors	 that	may	 influence	 their	 credit	 risk	 exposure.	Nevertheless,	 the	

research	 may	 be	 extended	 by	 checking	 whether	 some	 macroeconomic	 variables	 may	

influence	the	credit	exposure	of	the	banks	with	lags	of	higher	order.	

Furthermore,	 the	 analysis	 only	 covers	 the	 credit	 risk	 but	 the	 financial	 system	 is	

exposed	to	different	kinds	of	risk	–	namely,	market	risk,	counterparty	credit	risk,	or	liquidity	

risk	that	are	slowly	gaining	momentum	in	the	academic	literature	(Borio	et	al.,	2012).	It	is	

possible	 to	 integrate	 credit	 risk	 analysis	 with	 some	 other	 risk	 exposures	 –	 for	 example,	

include	a	possible	domino	effect.	For	the	analysis	of	the	stability	of	the	system	as	a	whole,	

this	effect	of	counterparty	credit	risk	may	be	crucial	especially	if	the	sector	has	significant	

interbank	 lending.	 Still,	 some	 researchers	 suggest	 that	 this	 kind	 of	 risk	 is	 of	 secondary	

importance	(Elsinger	et	al.,	2006).		

Moreover,	one	of	 the	 limitations	 is	 a	 lack	of	 realism	 in	CCA/Merton	model	default	

estimates	–	for	example,	it	produces	risk-neutral	probabilities,	a	constant	risk-free	rate	and	

normal	distribution	of	the	asset	returns	are	assumed,	which	does	not	really	reflect	reality	

(Gray	&	Walsh,	2014).	These	drawbacks	can	be	addressed	by	adjusting	the	model2,	which	

will	increase	its	complexity	but	is	likely	to	produce	more	plausible	results.	This	research	may	

also	be	extended	by	using	estimated	by	CCA	credit	risk	measures	in	other	models	–	namely,	

Moody’s	KVM	–	so	as	to	derive	more	plausible	estimates	of	default	probability.	

																																																								
2	Some	possible	adjustments	are	described	in	Gray	&	Malone	(2008).	
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7. Conclusion	
The	present	 study	 investigates	 credit	 risk	 exposure	 of	 the	Russian	banking	 sector	

with	 an	 aim	 to	 identify	 major	 macroeconomic	 factors	 that	 may	 threaten	 its	 stability	 by	

performing	top-down	stress	test.	While	a	substantial	proportion	of	literature	on	the	topic	of	

bank	 stress-testing	 deals	 with	 balance-sheet	 credit	 risk	 models,	 this	 study	 focuses	 on	

contingent	 claims	 analysis	 that	 allows	 to	 derive	 forward-looking	 estimates	 of	 credit	 risk	

exposure,	based	on	market	data.	To	the	best	of	author’s	knowledge,	this	is	the	first	paper	to	

apply	this	method	to	the	banking	sector	of	Russia.	The	banks	included	in	the	analysis	can	be	

divided	 into	 three	 groups:	 large	 domestic	 systemically	 important	 banks,	 subsidiaries	 of	

international	banking	groups,	and	regionally	important	smaller	banks.	

The	development	of	derived	CCA	risk	measures	correspond	to	a	general	economic	

context	of	the	country:	a	period	of	gradually	improving	health	of	Russian	banking	sector	was	

interrupted	by	a	rapid	growth	of	credit	risk	as	a	result	of	imposed	economic	sanctions	on	

Russian	 credit	 entities	 in	 2014.	 While	 large	 systemically	 important	 banks	 remained	

relatively	stable	over	the	analyzed	period,	smaller	banks	showed	a	higher	level	of	credit	risk	

exposure	contributing	to	the	banking	sector	default	probability	increase.		

Then,	the	potential	effect	of	macroeconomic	risk	variables	on	the	CCA	risk	measures	

were	assessed	by	running	stepwise	 regressions.	The	results	 showed	 that	 large	banks	are	

significantly	 affected	 by	 most	 of	 the	 variables	 describing	 economic	 development	 of	 the	

country,	 while	 only	 several	 coefficients	 resulted	 to	 be	 significant	 for	 smaller	 banks	

suggesting	that	their	variance	may	be	explained	by	some	idiosyncratic	factors.		

By	using	PCA,	these	variables	were	further	transformed	into	three	factors:	financial	

stability,	economic	growth,	and	interest	rates.	Together	with	log-returns	on	implied	assets	

of	banks,	they	were	later	used	as	inputs	into	VAR	models,	allowing	for	derivation	of	IRFs.	The	

results	vary	considerably	across	the	entities.	Banks	show	a	relatively	short	persistence	of	the	

shock	to	their	own	assets	–	for	systemically	important	banks	the	response	persists	for	2-3	

months,	for	other	banks	it	is	around	1	month.	A	shock	to	financial	stability	factor	resulted	to	

be	 significant	 for	 international	banks,	 economic	growth	 factor	 is	more	 likely	 to	 influence	

domestic	systemically	and	regionally	important	banks.	Surprisingly,	a	shock	to	interest	rates	

factor	 resulted	 to	 have	 almost	 no	 effect	 on	 banks’	 credit	 risk.	 However,	 it	 is	 likely	 that	
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changes	to	this	factor	may	become	evident	with	some	lag.	

Finally,	using	derived	IRFs,	some	stress-tests	were	conducted	specified	by	95%	and	

99%	VaR	corresponding	to	adverse	and	severe	adverse	shocks.	The	shocks	of	the	derived	

factors	were	driven	by	oil	price	decrease,	decline	of	MOEX	index,	and	increase	of	OFZ	rate	

(proxy	of	 the	key	rate).	CCA	measures	of	Sberbank	were	 largely	unaffected	by	any	of	 the	

shocks.	 It	 is	 likely	 explained	 by	 the	 size	 of	 the	 bank	 and	 the	 value	 of	 its	 implied	 assets	

compared	to	the	value	of	debt.	VTB	and	Rosbank	responded	rather	similarly	to	the	first	two	

shocks	(although	in	case	of	VTB	the	magnitude	was	much	larger)	but	not	to	the	interest	rate	

factor.	 UniCredit	 and	 Raiffeisenbank,	 subsidiaries	 of	 international	 banking	 groups,	 were	

slightly	affected	by	the	shocks	(maximum	drop	correspond	to	around	0.5	units	of	DD)	and	

tended	 to	 move	 together.	 Bank	 Saint-Petersburg,	 although	 being	 one	 of	 the	 regionally	

important	 banks,	 showed	 dynamics	 similar	 to	 international	 banks’	 one.	 Finally,	 Uralsib	

responded	 strongly	 to	 the	 first	 two	 shocks,	 reaching	 default	 level	 in	 severe	 adverse	

scenarios.	

Based	on	these	results,	we	may	suggest	that	the	financial	regulator	should	focus	on	

domestic	banks	since	the	exposure	to	internal	risk	factors	is	much	higher	compared	to	more	

international	ones.	While	Sberbank	remains	stable	under	the	proposed	shocks,	VTB,	despite	

being	the	second	largest	bank,	tends	to	react	quite	strongly	to	all	the	shocks.	The	magnitude	

of	Rosbank	response	is	rather	small	but	in	case	of	extreme	shocks	it	may	suffer	some	distress.	

Uralsib	 reached	 distress	 level	 under	 the	 proposed	 scenarios	 of	 financial	 stability	 and	

economic	growth	shocks,	which	is	a	cause	for	concern	given	its	regional	importance	for	the	

Siberian	region	and	rather	turbulent	economic	situation	in	the	country.	

There	are	several	limitations	to	the	study	–	relatively	insufficient	sample	of	banks	and	

dataset	of	macroeconomic	variables,	lack	of	integration	with	other	risk	measures,	and	some	

drawbacks	intrinsic	to	the	chosen	credit	risk	model.	Nevertheless,	these	limitations	may	be	

addressed	by	further	developing	the	model,	but	it	will	require	a	lot	of	resources	and	lead	to	

a	substantial	increase	in	the	model’s	complexity.		
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Appendices	

Appendix	A.	List	of	systemically	important	banks	of	Russian	Federation	and	their	

corresponding	shares	in	the	total	assets	of	the	banking	sector	

	
	
Source:	Bank	of	Russia,	Author.	
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Appendix	B.	Distance	to	distress	of	analyzed	banks	in	Russia	

	
Source:	Author.	
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Appendix	C.	Default	probability	of	analyzed	banks	in	Russia	

	
Source:	Author.	
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Appendix	D.	List	of	macroeconomic	variables	
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Appendix	E.	PCA	results:	Total	Variance	Explained	

	
	
Source:	Author.	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

Total %	of	Variance Cumulative	%
1 4.507 40.977 40.977
2 2.320 21.094 62.071
3 1.388 12.619 74.689
4 0.984 8.943 83.633
5 0.566 5.144 88.777
6 0.456 4.150 92.927
7 0.393 3.572 96.498
8 0.178 1.622 98.120
9 0.124 1.126 99.246
10 0.064 0.584 99.829
11 0.019 0.171 100

Initial	Eigenvalues
Component
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Appendix	F.1:	IRF	to	one	unit	innovations	(Sberbank)	for	12	periods	

	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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Appendix	F.2:	IRF	to	one	unit	innovations	(VTB)	for	12	periods	

	
	

	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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Appendix	F.3:	IRF	to	one	unit	innovations	(Rosbank)	for	12	periods	

	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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Appendix	F.4:	IRF	to	one	unit	innovations	(Uralsib)	for	12	periods	

	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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Appendix	F.5:	IRF	to	one	unit	innovations	(Bank	Saint-Petersburg)	for	12	periods	

	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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Appendix	F.6:	IRF	to	one	unit	innovations	(Raiffeisenbank)	for	12	periods	

	
	

	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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Appendix	F.7:	IRF	to	one	unit	innovations	(UniCredit	Bank)	for	12	periods	

	
	

	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	

	
	
	
	
	
	
	
	
	
	
Source:	Author.	
Note:	Bounds	represent	±	2	𝑆. 𝐸.	
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