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Abstract

Recent developments in smart manufacturing enable convergence between the dig-
ital and physical worlds of modern manufacturing facilities. This evolution is, how-
ever, far from trivial and thorough research and investigation needs to be conducted
regarding dynamic connectivity of assets and implementation of data driven analyt-
ics, which provides deeper insight into the operational processes.

Scania in Södertälje is the object for the case study, with the aim of presenting
recommendations for future research projects within smart manufacturing. Also,
PTC in Boston, Massachusetts, has contributed with expertise and knowledge in the
matter. Addressing the problems regarding what future actions to pursue and what
methodologies to invest research in, this thesis base its analysis and discussion on
recent research papers and documentation from international standardization orga-
nizations.

The analysis identified and categorized the present problems into company wide
development architecture, information modeling, communication structures, com-
putational modules and collaboration with other companies and organizations.

Ultimately, four different project recommendations are presented. The first sug-
gestion includes development of a framework for using Reference Architecture
Model Industrie 4.0 (RAMI 4.0) in company wide development and research, as
a way of categorizing systems and functions. Secondly, a suggestion for generic
modeling of assets was presented. Assets could be anything from machining tools,
to analytics software and even operational personell. Thirdly, the thesis recommends
that Scania investigates dynamic communication structures, which breaks the tradi-
tional hierarchical view on information infrastructure across the company. Lastly, a
project regarding non-intrusive, online computational modules was discussed. This
suggestion was, however, not in particular detail, as the thesis concluded that the
foundation for data driven methods is of the highest importance, rather than sug-
gesting actual analytics algorithms.

Keywords: Smart manufacturing, Industrie 4.0, Reference Architecture Model In-
dustrie 4.0, Asset Administration Shell, Cyber-Physical Systems, Big Data, Ad-
vanced Analytics
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1
Introduction

This chapter will introduce the reader to the incentives of this thesis. It will also
present some delimitations for the study and state the research questions. Lastly, a
short outline of the thesis will be introduced.

1.1 Motivation

”Data is the new oil!”, the UK Mathematician Clive Humby declared in 2006
[Palmer, 2006], ”It’s valuable, but if unrefined it cannot really be used. It has to
be changed into gas, plastic, chemicals, etc to create a valuable entity that drives
profitable activity; so must data be broken down, analyzed for it to have value.”,
implying that huge potential lies in the development of data driven approaches.

Industrial companies are in the process of implementing Industrie 4.0 strate-
gies in their factories in order to realize better manufacturing efficiency and higher
product quality. Extensive amounts of data are gathered from different equipment in
modern manufacturing facilities and are output through multiple information chan-
nels and used in different systems and applications. With new disruptive techno-
logical advancements comes the need for a more systematical approach for gaining
insight and knowledge from the manufacturing and enterprise data, in order to fur-
ther automate the decision making process in industrial facilities.

The financial gain of Industrie 4.0 is hard to predict, but the general consensus
is that the impact will be significant. In a report from Boston Consulting Group
from 2015 it is suggested that Industrie 4.0 will contribute about 1 % per year
to Germany’s GDP over ten years. This includes creating up to 390,000 jobs and
adding C250 billion to manufacturing investments in Germany alone [Rüßmann et
al., 2015]

In order to further investigate the process of migrating into smarter manufactur-
ing, a collaboration between Scania in Södertälje and LTH has been initiated. This

1



Chapter 1. Introduction

collaboration will review the recent developments in the industry and suggest future
lines of action for proceeding with smart manufacturing.

Scania’s ambition is to start using acquired data in order to create business value
for their manufacturing and logistics areas, as a part of implementing the fourth
industrial revolution. Scania, amongst many other companies, is investigating how
Industrie 4.0 and Advanced Analytics could provide insight, improve and accelerate
production across the entire company. This thesis will base this research on Scania’s
internal goals for safety, quality, production efficiency and throughput.

It takes great effort for a factory to migrate over to a fully connected, Industrie
4.0 type operation. Rather than addressing all of the areas associated with Industrie
4.0, the ambition with this project is to try to address areas such as downtime preven-
tion, product quality assurance, production volume increase from the perspective of
Cyber-Physical Systems, Big Data and Advanced Analytics.

1.2 Scope

1.2.1 Aim and delimitation
The aim of this project is to investigate the future of the manufacturing industry in
terms of connectivity, analytics and automation, with emphasis on developments to
increase value for manufacturing businesses. Ultimately this thesis will serve as a
guide or roadmap for how to prepare and adapt factories for the fourth industrial
revolution, based on modern research in the field.

As this thesis takes a broad and strategical perspective, it will not discuss the
theory behind particular algorithms, data structures, etc in depth. It will instead map
out different approaches to how proceed with Industrie 4.0 and how to implement
data driven Advanced Analytics into the business’ operation and decision making.

Moreover, because of the thesis work’s investigative nature and the relatively
broad perspective on theoretical areas, all aspects presented in the theory chapter
may not be of equal relevance in the analysis and discussion.

1.2.2 Problem formulation
This thesis specifically aims to answer the following questions:

• What actions should be performed to drive the integration of Advanced Ana-
lytics into a manufacturing workflow?

• What would be the ideal Advanced Analytics methodologies for usage in
different manufacturing applications?

Based on the research made in this thesis, Scania IT could initiate future projects
with more focus on actual data processing and analytics.

2



1.3 Outline

1.3 Outline

This section will briefly present the structure of the thesis.
Chapter 2 will introduce the approach used in the thesis work as well as the

project process. Chapter 3 will present the necessary theoretical aspects for Indus-
trie 4.0, divided in three categories; namely Cyber-Physical Systems, Big Data and
Advanced Analytics. Chapter 4 will then introduce some background information
regarding the case at Scania used in this study. Chapter 5 presents the main analysis
of the thesis, where the theoretical aspects from the literature study are applied to
the case. This chapter will try to answer the research questions that are presented in
section 1.2.2 and present recommendations on future projects. Chapter 6 will hold
the discussion of the findings made in previous chapters and evaluate how well the
research questions were answered. Chapter 7 will, eventually, conclude the thesis
along with the suggestions on future research topics made in the analysis.
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2
Approach

This chapter will present the approach used in the thesis, as well as describe the
project process – from the project initiation to the final analysis of results.

2.1 General methodology

As mentioned in section 1.2.2, the thesis will recommend future lines of action in
the area of smart manufacturing. This will be done using an investigative approach.
First, a general background covering the different ideas of smart manufacturing was
methodically screened. From this, an extensive literature review was conducted;
covering multiple aspects within the fields of Cyber-Physical Systems (CPSs), Big
Data (BD) and Advanced Analytics (AA). Following this, the literature study was
reassessed, to ultimately form a number of concrete recommendations for future
projects at Scania. The process is illustrated in figure 2.1, and is explained in more
detail in the following sections.

BACKGROUND

General	background	
information	regarding
production,	IT,	etc

Project
initiation

LITERATURE
STUDY

Previous	research
regarding	

CPS,	Big	Data,	
Advanced	Analytics,

etc

Find
suitable	
research
areas

ANALYSIS

Information	modeling,
communication
structure,

computational	modules,
etc

Establish
connection
to	Scania

RECOMMENDED
ACTIONS

Future	projects,
using	standardized	

frameworks

Concretize
analysis	to

project
ideas

Initiation
of	future
projects

Figure 2.1 Approach for the thesis work
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2.2 Background

2.2 Background

In the initiation phase of the project, the areas of interest were Industrie 4.0 and In-
ternet of Things. The first episode of the thesis work was conducted in collaboration
with the U.S. company PTC, at their offices in Boston, MA. In order to gain relevant
knowledge about Internet of Things (IoT) in general and the practice of IoT mod-
eling in particular, a number of courses were taken at PTC, along with discussions
with the supervisor at PTC and other experts on site.

Simultaneously, discussions were conducted with the Scania supervisor about
how to apply the gained knowledge to Scania’s manufacturing routines. As the
project itself was not requested by a manufacturing division within Scania, but from
the Smart Factory department in the IT section, part of the work became to find a
suitable area to analyze from a theoretical perspective.

The initial idea was to use the massive amounts of data from Scania’s top mod-
ern Body in White (BiW) factory in Oskarshamn, together the assistance from man-
ufacturing experts on site solve to a problem present in the factory. This would be
accomplished with the tools and expertise available at offices of PTC. Due to an ag-
gregated workload within the Oskarshamn factory, it proved difficult to gain access
to the appropriate data and contact persons, which forced the project to take another
direction.

The updated objective of the thesis work then became to investigate the recent
developments in the smart factory scene in general, and identify a number of key
areas in which future projects could be initiated. Without a specific manufacturing
facility to study, with certain process data and actual machining assets to consider,
this objective was proposed as most valuable for Scania.

2.3 Literature study

With the gain of required general knowledge, and the theoretical frame in place,
the literature study was conducted. The areas in which literature was studied were
Industrie 4.0 (I4.0), IoT, Digital Twin (DT), CPSs, BD, data analytics, Machine
Learning (ML), Artificial Neural Network (ANN) and Predictive Maintenance
(PdM). The theory chosen for the thesis were mostly collected from research pa-
pers in manufacturing journals, publications and frameworks from standardization
organizations and teaching material regarding the conceptual and mathematical as-
pects of ML.

The investigated theoretical areas were then reassessed, with respect to the case
at Scania, in order for the analysis to be relevant. This reassessment was conducted
in consent with the supervisors at Scania and LTH. One consequence of this was
that not all aspects of the theoretical frame of the thesis were of direct relevance
for the analysis. They were, however, left in the thesis as they can be useful for
reference in future projects.

5



Chapter 2. Approach

2.4 Analysis

As the areas of importance for future smart manufacturing within Scania had been
established, the analysis was divided in five different interconnected fields, namely
development process, information modelling, communication structure, computa-
tional modules and collaboration with other companies. The four former fields are
mostly based on previous work and theoretical aspects, while the latter mostly con-
sists of reflections gained during the thesis process.

2.5 Recommended actions

Lastly the thesis work presented the findings in the form of ways for Scania to pro-
ceed with future projects and development areas. The thesis also presented some
important aspects to consider when proceeding with these project, with respect to
the literature and previous research in the field. The different projects were de-
signed to act as standalone projects, but they will of course have some overlapping
in between them. Hopefully these projects, which themselves could turn into the-
sis works, could contribute to the future development of smart manufacturing in
general and for Scania in particlular.
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3
Theory

This chapter will discuss the relevant theoretical aspects for the thesis, starting with
an introduction to Industrie 4.0 (I4.0). Being a complex and rather comprehen-
sive phenomenon, I4.0 will in turn be divided into three key areas, namely Cyber-
Physical Systems (CPSs), Big Data (BD) and Advanced Analytics (AA), with heavy
emphasis on CPSs. In reality I4.0 consists of an abundance of other areas, which
shortly will be mentioned, but these three are of the most importance for this par-
ticular thesis.

3.1 Industrie 4.0

3.1.1 Introduction to Industrie 4.0
Industrie 4.0 (I4.0) is a broad term used slightly different across different appli-
cations, but there are some often recurring fundamentals used when describing it.
McKinsey and Company, amongst others, has written extensive pieces about I4.0
describes I4.0 as being the next big phase in the digitization of the manufacturing
sector. The progress leading up to I4.0 has been driven by four separate disruptions:
the heavy increase in data volumes, computational power and connectivity; new
capabilities in business intelligence and AA; improvements in the transfer between
the digital to physical world; and new capabilities in the interaction between human-
machine such as Augmented Reality (AR) [Baur and Wee, 2015]. This definition of
I4.0 could be compared with one given in a study from the German Academy of Sci-
ence and Engineering (acatech); defining I4.0 as realtime, high data volumes, mul-
tilateral communication and interconnectedness between CPSs and people [Schuh
et al., 2017].

The foundation of I4.0 is built upon the advancements of Internet of Things
(IoT) through embedding electronics, software, sensors and network connectivity
into things [Negri et al., 2017].

7



Chapter 3. Theory

Environmental
Awareness

Cybersecurity
Cloud

computing

Additive
manufacturing

Augmented
reality

Big	data

Autonomous
robots

System
integration

Internet	
of	Things

Simulation

Figure 3.1 Integral areas within Industrie 4.0

3.1.2 Integral areas of Industrie 4.0
I4.0 is a broad concept, with disruptive developing technologies across many differ-
ent areas, such as BD, AR, additive manufacturing, cloud computing, cybersecurity,
IoT, system integration, simulation, autonomous robots [Arm et al., 2018]. These
areas are shortly described below.

Industrial IoT and CPSs The concept of Industrial IoT and CPSs originates from
using IoT ideas in an industrial setting, by creating a digital representation of the
physical object.

Additive manufacturing More commonly known as 3D-printing, additive man-
ufacturing has the potential of truly changing manufacturing methods.

BD The massive trend in increasing data volume and generation speed greatly
impacts how future production facilities will operate.

Artificial intelligence The question becomes to find the right algorithm based on
every use case. In this field, Predictive Maintenance (PdM) is demanded, as it can

8



3.1 Industrie 4.0

be regarded as a function of time.

Robots The development of more advanced collaborative robots ensures safe op-
erations with operators.

Virtual reality Virtual reality may be used for simulation and modeling. AR
could prove useful in service routines and maintenance.

From this array of areas, this thesis will discuss development within the indus-
trial setting based on three perspective, as seen in figure 3.2.

Big	
Data

Advanced
Analytics

Cyber-Physical
Systems

I4.0

Figure 3.2 Scope of Industrie 4.0 for the thesis

3.1.3 Development stages in Industrie 4.0
acatech describes the process of modernizing a production facility with a model
called the ”Industrie 4.0 maturity index”, see figure 3.3, adapted from [Schuh et al.,
2017]. This model provides companies with a valuable tool that can help transform
their entire organization. The model is based on six different stages of I4.0 maturity,
namely computerization, connectivity, visibility, transparency, predictive capacity
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Chapter 3. Theory

and adaptability. The first two stages mark the basic requirements for an implemen-
tation of I4.0, while the four latter stages correspond to the development process for
the next revolution of industry [Schuh et al., 2017]. This perspective on I4.0 devel-
opment process is shared across a variety of different sources. The I4.0 maturity
index bears close resemblance to e.g. the 5C structure used to describe the value
creating levels of a CPS [Monostori et al., 2016], which will be discussed in more
depth in section 3.2.3.

Computerization  Visibility Transparency
Predictive 
capacity  AdaptibilityConnectivity

Industrie 4.0Digitalization

1 2 3 4 5 6

What is happening? 
"Seeing" 

Why is it happening? 
"Understanding" 

What will happen? 
"Being prepared" 

How can autonomous response be achieved? 
"Selfoptimizing" 

Figure 3.3 Industrie 4.0 maturity index

3.1.4 Business value associated with Industrie 4.0
The impact of I4.0 have been widely discussed and while it proves difficult to give a
correct estimation of the financial gain, there is a consensual agreement that it will
be of significant nature. Boston Consulting Group (BCG) suggests that I4.0 will
drive a productivity gain of 5 to 8 % on total manufacturing costs over the coming
ten years, at a total of C90 000 million to C150 000 million, in Germany alone
[Rüßmann et al., 2015].

3.1.5 Smart manufacturing
I4.0 is originally a German term, used first and foremost to strengthen Germany’s
position at the global scene. A more generic term is Smart Manufacturing, which
is clearly defined by International Organization for Standardization (ISO) and
International Electrotechnical Commission (IEC) as ”Manufacturing that improves
its performance aspects with integrated and intelligent use of processes and re-
sources in cyber, physical and human spheres to create and deliver products and
services, which also collaborates with other domains within an enterprise’s value
chains”. I4.0 will, however, still be used in the thesis.
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3.1 Industrie 4.0

3.1.6 Reference Architecture Model Industrie 4.0
3.1.6.1 Introduction to Reference Architecture Model Industrie 4.0 Reference
Architecture Model Industrie 4.0 (RAMI 4.0) is a framework for systematically
classifying and refining important elements of I4.0 technology. RAMI 4.0 consists
of a 3D coordinate system in which assets as well as complex inter-relationships
could be broken down and classified [Adolphs et al., 2016], see figure 3.4. This will
be an important step towards a common "language" when discussing and develop-
ing organizations and business models as well as identifying overlapping systems
within the manufacturing setting. Both Open Platform Communications Unified Ar-
chitecture (OPC UA) and Automation Markup Language (AutomationML) can be
classified as standards on the RAMI 4.0, within the communication and information
layers, respectively [OPC Foundation, 2017].

RAMI 4.0 is composed of three different perspectives, depicted by axes, namely
layers, life cycle & value stream and hierarchy levels. These concepts will be pre-
sented below.
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Figure 3.4 Reference Architecture Model Industrie 4.0

3.1.6.2 Layers The first perspective of RAMI 4.0 is set on the vertical axis of
the coordinate space. Layers are used to represent the splitting of complex projects
from an IT viewpoint into manageable parts.

Business layer is the highest layer and includes the mapping of business models
and rules into the architecture. It also contains legal and regulatory frameworks and
the results of the process as a whole. This would, however, typically not include
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Chapter 3. Theory

concrete systems such as Enterprise Resource Planning (ERP), which are located
inside the functional layer.

Functional layer includes a formal description of the different functions used in
the solution space. The functional layer enables a run time and modeling environ-
ment for services supporting the business layer as well as a run time environment
for applications with technical functionality. It is within the functional layer that
methods for analytics and data science would be categorized.

Information layer handles the modeling and formatting of data and information
which are communicated within the system. This could include how different assets
within the system are described and identified as well as how data is structured and
labelled.

Communication layer represents the communicative protocols and services be-
tween the Integration layer and the Information layer. The communication layer
could further be broken down using the classic Open Systems Interconnection (OSI)
model, i.e. (1) physical, (2) data link, (3) network, (4) transport, (5) session, (6) pre-
sentation and (7) application. RAMI 4.0 suggests OPC UA as the communication
protocol for the space occupied between the session layer through application lay-
ers, from the product level through work center levels within the instance in the life
cycle, which in practice would mean the complete automation lines in a factory.

Integration layer serves as the link between the physical and digital world, and
provides information generated by the asset layer in a form which can be processed
by a computer. It could be described as the digitalization of the assets in the real
world. It is within this layer that elements connected with IT is handled, such as
implementation of sensors, actuator, Radio-frequency identification (RFID) readers
and Human Machine Interfaces (HMIs). It is also within the integration layer where
the data gathered from the processes would be classified.

Asset layer represents the physical and virtual things within the architecture, i.e.
the "reality". This includes all physical components such as machines, manufac-
tured products, human operators, and software components such as standardized
software, documentation and even project plans and ideas. The physical things are
then connected to the digital world though the integration layer, either actively or
passively through the use of technologies like Quick Response (QR) codes.

3.1.6.3 Life cycle & value stream The product life cycle spans from the initial
idea of a product, through production and sales, all the way to service and main-
tenance of the product. The idea is to uniformly collect the data from the entire
process of the product. This axis is based on IEC 62890.
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Type is created with the initial idea of an asset or concept, e.g. when a new prod-
uct is being developed. This enables gathering of all relevant data regarding the
type, including design schematics, manuals and other engineering documentation,
physical models, just to name a few.

Instance is the realization of the types, as it moves into production. Each man-
ufactured product represents an instance of the type and could receive a globally
unique identification number. For the customers, the products are initially again de-
picted as a type until installed within a particular system. The transition between
Type and Instance could occur multiple times.

3.1.6.4 Hierarchy levels The Hierarchy levels of RAMI 4.0 originates from the
automation pyramid proposed in the widely adopted ISA-95 standard (IEC 62264),
with the addition of the internet as a whole, i.e. connected world, and the actual
product being manufactured, i.e. product.

Connected world This level enables the presence of multiple connected factories
within the same organization architecture which need to communicate.

Enterprise This level includes Enterprise Resource Planning (ERP), with time
scale in months-days.

Work center This level includes Manufacturing Execution Systems (MES), with
time scale in hours.

Station This level includes Supervisory Control And Data Acquisition (SCADA),
with time scale in minutes.

Control device This level includes Programmable Logic Controller (PLC), with
time scale in seconds.

Field device This level includes sensors and signals, with time scale in µs/ms.

Product To include the product in the architecture enables for increased trans-
parency within the manufacturing process by relating process and production data
directly to the product itself.

3.1.6.5 Connection to ISA-95 ISA-95 is an international standard that treats
how enterprise systems should be integrated with manufacturing and control sys-
tems [Monostori et al., 2016]. Part 3 of the standard is particularly interesting, sug-
gesting how the exchange of information between the lower level process control
and the upper level business planning and logistics should be executed [Johnsson,
2003].
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3.1.6.6 Physical and information world The physical world is fully encapsu-
lated within the asset layer and all other layers include information and other imma-
terial objects only. Every piece of digital information and immaterial object need to
have a physical carrier somewhere within the physical world. This medium could
be on a digital mass storage, a piece of paper or the knowledge of a human be-
ing. Information not present on some kind of medium within the physical world is
therefore not known to the information world and not considered in RAMI 4.0. If
the physical carrier is removed from the model, the information that it holds will
also be deleted. In order to avoid information to disappear from the system, mul-
tiple equivalent object images can be stored on different physical containers. Even
though these images can appear across different physical mediums, the information
entity should be considered as singular [VDI/VDE, 2016].

3.1.7 Industrie 4.0 component and Asset Administration Shell
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Figure 3.5 Industrie 4.0 component and the Asset Administration Shell

The I4.0 component is defined as a ”globally uniquely identifiable participant
with communication capability consisting of administration shell and asset within
an I4.0 system [VDI/VDE, 2017], see figure 3.5. This means that the I4.0 com-
ponent could be any asset connected to a I4.0 type network. For this to be made
possible, a shell has been developed, called the Asset Administration Shell (AAS).
AAS is a logical set of information and an administration interface surrounding the
asset and could be defined as ”the virtual digital and active representation of an I4.0
component in an I4.0 System” [Wagner et al., 2017]. In practice, the AAS collects
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all relevant data through the component’s life cycle in a digital, secure container
carried by the component [Hoffmeister, 2015].

With regards to RAMI 4.0, the AAS could be viewed as the mapping of the
RAMI 4.0 to a real thing. An asset can in turn consist of multiple other assets, i.e.
the components in a machine can both have individual AASs as well as one AAS
capturing the entire machine.

AAS includes a Digital Factory (DF) header, containing information regard-
ing identification and designation of the asset, and a DF body, containing informa-
tion regarding the features and capabilities of the asset, as well as the disposition,
i.e. data element values [Adolphs et al., 2016]. Both the header and the body in
turn include a manifest, containing identification of both the asset and the AAS
in the header and models and submodels within the body, as seen in figure 3.6.
Each submodel has hierarchically organized properties, which describe the data and
functions of the model, which could be realized by AutomationML. The body also
includes a component manager, which practically could be realized by OPC UA.
Every AAS consists of exactly one component (or resource) manager [VDI/VDE,
2016].
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Figure 3.6 Expanded view of the Asset Administration Shell

AAS bears close resemblance with the concept of a Digital Twin (DT). DT was
first mentioned by NASA in the aerospace sector as ”an integrated multi-physics,
multi-scale, probabilistic simulation of a vehicle or system that uses the best avail-
able physical models, sensor updates, fleet history, etc., to mirror the life of its flying
twin” [Negri et al., 2017]. In this original sense, the DT is used solely as a tool for
simulation, with emphasis on the product itself. More recently, the DT concept has
increasingly been used to simulate models of complete manufacturing plants. For
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this thesis, however, AAS will consistently be used when referring to the digital
representation of an asset.

3.1.7.1 Presentation and communication One important question when regard-
ing I4.0 systems is ”Which information regarding an asset is known to the digital
IT-system?”. This question motivates the use for these different presentation classes
for assets in the information world [VDI/VDE, 2016]:

unknown assets, which are not known to the information world.

anonymously known assets, which are known to exist somewhere in the system,
but without any individual information. These could be physical resources within
a container in a production plant, where the number of resources is known without
knowing any specific details of individual objects, apart from general information.
When one of these assets is installed in the plant, or put in production, they can
become individually known, but only as long as they are integrated in any process
of the plant.

individually known assets have a unique name which is known throughout the
system.

managed entities are assets which have assigned objects within the information
world, for asset administration. This administrative functionality of the asset could
enable asset tracking, quality control and operational control of the asset.

Furthermore, the Communication and Presentation (CP) classification relies on
the communication abilities of the the assets, which is classified by:

not able to communicate, could be assets without information carrier functional-
ity, or assets with this functionality but without communicative interfaces.

passive communication ability implies that the asset can communicate with the
network, but not standalone. It could be that its information needs to be extracted
through a QR code of RFID tag.

active communication ability means that the asset actively can participate in the
network’s communication. Upon initiation, the asset identifies itself and registers as
a participant in the network traffic.

I4.0 compliant communication ability implies that the asset provide all necessary
abilities to participate in an I4.0 system. This includes globally unique identifica-
tion, support for generic I4.0 standard services, adequate security and data protec-
tion, offering required realtime ability and support for I4.0 standardized semantics.
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Figure 3.7 Communication and Presentation classification for the Industrie 4.0
component

These two independent categories make up the so called CP classification, as
seen in figure 3.7, which can be used in I4.0 applications. If an AAS and an asset
is connected with a digital communication system, they together make up an I4.0
component. A prerequisite for an I4.0 component is that it is of CP24, CP34 or
CP44, meaning that it needs to be administered through the I4.0 system and at least
needs to be of passively communicative ability.

3.2 Cyber-Physical Systems

3.2.1 Introduction to Cyber-Physical Systems
One core aspect of preparing a factory for I4.0 is to create a digital representation
of the systems involved. Many believe that the goal of implementing an I4.0 type
operation could be achieved with the use of CPSs [Bagheri et al., 2015].

Cyber-Physical Systems (CPSs) is a name given to systems of entities which are
computationally collaborating, with strong connectivity to the surrounding physi-
cal world. The core of CPSs consists of transformative technologies for managing
these interconnected systems between their physical assets and computational ca-
pabilities [Lee et al., 2015]. These systems are simultaneously providing and using
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data-accessing and data-processing services available on the IoT. CPSs are engi-
neered around a computing and communicating core, thus integrating monitoring,
control and coordination between the physical systems. When designing and ana-
lyzing CPSs, it is not the understanding of either the physical nor the digital system
that is of importance, but rather the interaction and interconnectivity between them
[Monostori et al., 2016].

As a sub-category to CPSs, we find Cyber-Physical Production Systems
(CPPSs): Autonomous and cooperative elements and sub-systems that are con-
nected across all levels of production from machine processes up to production and
logistics networks. They are intelligent (able to acquire and analyze information
from surroundings), connected (connected to other elements of the systems for co-
operation and collaboration) and responsive (towards external and internal changes)
[Monostori et al., 2016].

3.2.2 Technological advancements with Cyber-Physical
Systems

There will be great technological advancements with introducing CPSs into the
manufacturing workflow. CPSs open up the ability to continuously monitor the sta-
tus of the assets, increasing visibility and transparency of the manufacturing pro-
cess, while also enabling for remote control of the equipment in the plant.

Furthermore, this process could be automated to automatically optimize differ-
ent operations based on readings from sensors in order for preemptive and predictive
maintenance to be executed.

Additionally, CPSs could make remote diagnosis of equipment possible while
also providing field technicians with additional aid and support for better results and
efficiency, through visual and audio information. The machines could also automat-
ically order spare parts to shorten the service maintenance time.

Lastly, the information and insight gained from the operations data could be sold
to other stakeholders, e.g. machine manufacturers, to further increase the knowledge
of how the machines operate in an actual manufacturing plant, which in turn could
drive the technology forward for the industry in the future [Herterich et al., 2015].

3.2.3 5-level Cyber-Physical System structure
CPSs aims to solve two particular problems, namely to (1) act as an advanced con-
nection between the data acquisition from the physical world and information feed-
back from the digital world and (2) ensure intelligent data management, analytics
and computational capacity that makes up the cyber space [Lee et al., 2015]. As
these problems seem somewhat ambiguous, there is a need for more substantial
structure as how to define and implement CPSs for actual use.

One commonly proposed structure for implementing CPSs would be the so
called 5C structure, introduced in [Lee et al., 2015]. This structure consists of 5
levels in a sequential workflow manner and illustrates how to construct a CPS from
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the initial data acquisition through analytics to final value creation, see figure 3.8.
The structure could be viewed as a stepwise guide for constructing the CPS to work
in a manufacturing setting.

The first layer in this structure represents physical space, second to fourth rep-
resent pure cyber space while level five realizes feedback from cyber to physical
space, in an autonomous fashion [Monostori et al., 2016]. A detailed description of
the layers is as follows:
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Figure 3.8 5C structure for implementation of Cyber-Physical Systems

Smart connection layer The first step in deploying a CPS is through acquiring
accurate and reliable data from machines and their components. Data may be col-
lected directly from sensors or obtained from controller and enterprise systems such
as ERP, MES and PLC. Selecting sensors, data sources and transfer protocols could
prove crucial for the CPS’s performance in higher layers.

Data-to-Information conversion layer Relevant information has to be extracted
from the data. Currently, several tools and methodologies are available for the data
conversion layer, with focus on prognosis, health management, estimation of re-
maining useful life, machine condition, etc.

Cyber layer The middle layer acts as central information and analytics hub in
the 5C structure. Information is being gathered from the connected assets to form a
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network. Individual machines can put their performance in relation to others within
the network as well as to historic data to predict future behavior.

Cognition layer The previous layers provide a thorough understanding on the
monitored system as a whole, as well as for individual machines. This layer puts
emphasis on presentation of the acquired knowledge through infographics to experts
to support decision making.

Configuration layer Lastly, the configuration layer acts as feedback from the cy-
ber space to the physical space and functions as high level supervisory control. This
layer automates the actions based on decisions from the cognition layer to the mon-
itored system.

In this case the cyber level is of great importance, as is serves as the link between
the lower level data acquisition and the upper level cognition features [Bagheri et
al., 2015]. It is within the cyber layer that AA models could be constructed, as
discussed later in the thesis.

3.2.4 Communication structure for Cyber-Physical Systems

Field
devices

PLC
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SCADA
level

MES
level

ERP
level

Realtime	
critical

Automation	hierarchy CPS-based	automation

Figure 3.9 Decentralized communication for Cyber-Physical Systems

CPPSs will partly change the classic automation pyramid into a more decentral-
ized communication structure [Monostori, 2014], see figure 3.9. The systems closer
to the physical processes will generally remain the same for optimal performance in
time critical tasks such as process control. The higher level systems will, however,
follow a more decentralized way of functioning.
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Figure 3.10 National and international standardization committees

3.2.5 Industry standards within Cyber-Physical Systems
One key aspect of achieving an I4.0 type operation is to adopt the use of standards
and common frameworks for use across different machines and machining man-
ufacturers. Two of the most influential organizations are ISO and IEC, which are
appointed by World Trade Organization (WTO). Each of the world’s 195 countries
can, in turn, have their respective national mirror committees, as illustrated in figure
3.101.

This means that the standardization work is carried out simultaneously on na-
tional and international levels. On the national level, the different participants in-
clude companies and organizations representing many different branches. The na-
tional committees can then send experts as representatives in the international com-
mittees, to develop international standards. Lastly, in order for a standard to be
approved, it needs to be voted on by the participating nations, where each country
gets one vote.

Some useful frameworks and protocols will be presented and briefly described
in the following sections.

3.2.5.1 Open Platform Communications Unified Architecture (OPC UA) is a
platform-independent machine-to-machine communication protocol for industrial
automation [Zezulka et al., 2018]. OPC UA is a recognized international standard
(IEC 62541) and further defines how information is exchanged between the systems
involved and handles data management and communication management [Monos-
tori et al., 2016].

1 The technical committees that, inter alia, mirror ISO in Sweden are arranged by Svenska Institutet
för Standarder (SIS) – the Swedish institute for standardization.
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3.2.5.2 Automation Markup Language (AutomationML) is an upcoming open
international standard (IEC 62714) for description of manufacturing plants and
plant components. AutomationML models assets’ topology, interfaces and rela-
tions to others, geometry, kinematics and even logic and behavior [Monostori et
al., 2016]. AutomationML is a neutral data format based on XML, and incorporates
several different standards, Computer Aided Engineering Exchange (CAEX) (IEC
62424) as top-level format and for plant topology, COLLAborative Design Activ-
ity (COLLADA) for geometry, kinematics and motion planning, PLCopen XML
(IEC 61131-10) for behavior and sequence descriptions and Mathematical Markup
Language (MathML) for formulas.

3.2.5.3 universal machine tool interface (umati) is an upcoming common inter-
face for machine tools. umati’s core functionality is standardized semantics, embed-
ded in the information model based on OPC UA. This standard will enable machine
tools to easily, securely and seamlessly be connected to any customer’s varying
IT ecosystems. Moreover, universal machine tool interface (umati) has support for
specific extensions for customers and manufacturers of machine tools.

3.2.5.4 Equipment Behavior Catalogues (EBC) is part of an upcoming inter-
national standard (ISO 16400), which addresses behaviors and process information
for virtual productions systems, which can be used for simulation.

3.3 Big Data

3.3.1 Introduction to Big Data
Recent disruptive development resulting in wider availability and affordability of
sensors, data acquisition systems and computer networks drive factories towards
implementing high-tech methodologies. Consequently, the ever growing use of sen-
sors and networked machines has resulted in the continuous generation of high vol-
ume data which is known as Big Data (BD) [Lee et al., 2015].

In general, BD can be described as a large amount of structured, semi-structured
and unstructured data, which cannot be collected, stored, managed, shared, analyzed
and computed using traditional data tools within a tolerable amount of time [Qi and
Tao, 2018]. With a rapid increase in data-producing sources, the focus shifts towards
which information gain and insight the data may provide, rather than the data itself.

3.3.2 5V’s of Big Data
A common way of describing BD would be with the so called 5V’s of BD, see figure
3.11. The different V’s stand for Volume, Velocity, Variety, Veracity and Value and
are explained as follows.

Volume refers to the extensive amounts of data which are created and stored every
moment [Iqbal et al., 2017].
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Velocity refers to the speed at which data are generated, aggregated as well as
moved around [Iqbal et al., 2017] and that the data processing requires high timeli-
ness [Qi and Tao, 2018].

Variety refers to the various types of data that are collected. This includes data
of different sizes and applications that are unstructured (e.g. digits, symbols and
tables), semi-structured (e.g. trees, graphs and XML documents) or structured (e.g.
logs, audio, imagery, video and documents) [Qi and Tao, 2018]. The processing
of this data proves to be technically difficult using traditional methods as the data
cannot be categorized in traditional relational databases [Iqbal et al., 2017].

Veracity refers to the messiness or trustworthiness of gathered data. Due to the
cheer amount and velocity of data it often contain some extent of noise [Iqbal et al.,
2017].

Value refers to providing meaningful and relevant insight into BD. This includes
recognizing patterns leading to information gain.

5V's of  
Big Data

Velocity Veracity 

Value 

Volume 

Variety 

Figure 3.11 5V’s of Big Data

3.3.3 Big Data in an industrial setting
As mentioned previously, smart factories operate using a large number of sensors
and information driven technology generating large amounts of data, creating the
need for new technology and algorithms for processing the data. With reliability
and safety being high priority concerns in modern factories, the complexity of the
automated and flexible manufacturing plants challenges these areas.
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Processing industrial BD involves data formatting, dimensionality reduction,
hidden pattern identification, performance evaluation and prediction [Yan et al.,
2017].

The sources of industrial BD could include the following

• Design data from the products or plant components

• Machining operations data form controllers

• Personnel behavior records

• Cost information from manufacturing process

• Logistics information

• Environmental data, such as temperature, humidity, noise

• Fault detection and system status

• Product quality data

• Customer information

3.4 Advanced Analytics

3.4.1 Introduction to Advanced Analytics
Advanced Analytics (AA) are a set of methods for extracting valuable informa-
tion from big amounts of data, closely related to statistical analysis. These methods
are often autonomous or semi-autonomous and are often highly sophisticated. The
speed of which AA algoritms are developed is ever increasing, and with the mas-
sive expansion of BD and computational power at hand, the methods will continue
to become even more sophisticated.

At a shallow level, Machine Learning (ML) algorithms can be divided into two
different categories, unsupervised or supervised learning, depending on what kind
of experience they are given during the learning process. There are many different
use cases and methodologies associated with AA, and this section will outline some
differences and strengths with some of these approaches.

3.4.2 Unsupervised learning
Unsupervised learning algorithms often experience a dataset consisting of many
features and is then set to learn relevant properties of the structure of the data. This
could include clustering, i.e. dividing the data into segments of similar properties.
In short, the unsupervised learning process aims to map the entire probability dis-
tribution that generated the given dataset [Goodfellow et al., 2016].
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3.4.2.1 Principal Component Analysis As much of the data in modern factories
are of high dimensionality, the ML problems often become unnecessarily complex
and difficult to solve. This phenomenon is called the ”curse of dimensionality”.
Oftentimes, it is crucial to initially reduce the dimensionality of the data set. This
can be done with Principal Component Analysis (PCA), which uses Singular Value
Decomposition (SVD) to find the dominating features which most accurately can
represent a high dimensional data set. PCA could be described as the orthogonal
representation of data, onto a lower dimensional linear space [Bishop, 2006].

3.4.2.2 k-means clustering Another learning algorithm for unsupervised prob-
lems is k-means clustering. Essentially, k-means clustering divides the data set into
k different clusters, where the examples in some regard are similar to another. This
is done by randomly initiating k centroids {µ(1), . . . ,µ(k)} and then alternating be-
tween two different steps until convergence. First, each data point is assigned a
cluster depending on its nearest centroid. Secondly, the centroid is updated to the
mean of all data points belonging to the cluster [Goodfellow et al., 2016].

3.4.3 Supervised learning
Supervised learning, on the other hand, experience a dataset consisting of different
features, where each instance is associated with a label. The learning process then
attempts to make correct predictions of the output, based on a given input. Super-
vised solutions are generally preferable over unsupervised methods, if the required
data for the task is given. [Paolanti et al., 2018].

3.4.3.1 Linear regression One of the most simple tools for ML is linear regres-
sion, which tries to find an affine function that maps an input to an output, i.e.
ŷ = wwwT xxx+b. The weights in the vector www are then chosen, in order to minimize the
mean square error MSE = 1

m ||ŷ−y||22, using the gradient of MSE with respect to w,
i.e. moving in the negative direction of the gradient until ∇wMSE = 0. This is not
a particularly sophisticated technique, but it provides a good understanding on how
ML works in practice [Goodfellow et al., 2016].

3.4.3.2 Support Vector Machine One supervised learning technique that gained
a lot of traction in the early 90’s is Support Vector Machine (SVM). SVMs are
driven by an affine function wwwT xxx+b and predict a class depending on if the function
is positive or negative. The support vectors together form a margin, which separates
the classes as clearly as positive. This makes SVM very stable to outliers, as the
support vectors are only defined at the border of the classes.

By default, SVM can only classify linearly separable data representations. One
could, however, run the data set through some nonlinear kernel, which could make
the data set linearly separable [Goodfellow et al., 2016].

3.4.3.3 Artificial Neural Network Currently, one of the more popular categories
of ML techniques are Artificial Neural Network (ANN). These techniques vaguely
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mimic the biological brains ability to learns and they seem to perform really well in
highly nonlinear applications.

Multilayer Perceptrons Deep feedforward networks, or Multilayer Perceptrons
(MLPs), have the goal of approximating some function f ∗ which maps some input
xxx to a category y. The mapping becomes y = f ∗(xxx;θθθ), and the neural network will
learn the parameters θθθ during its training phase.

Fully connected MLPs means that the input of each ”neuron” consists of a linear
combination of every neuron in the previous layer, with some weight wi and a bias
term bi defining the relation. Depending on the activations of the previous layer, a
neuron can be active or non-active (or something in between). The basic structure
of MLPs can be observed in figure 3.12.

Most importantly for the learning process for the MLPs is the concept of back-
propagation. This is where the outputted estimate ŷ is compared to the actual la-
bel y, and each of the weights and biases are ”tuned” to better fit the data. Back-
propagation works via the concept of stochastic gradient decent, where each param-
eter is tuned depending on the partial derivative for the loss function, corresponding
to the well known chain-rule from calculus.

The algorithm then becomes, first feed in some input to the network, then com-
pare the estimated results to the ground truth and lastly, let the network tune each
parameter through back-propagation. This way of letting the network automatically
craft ”features” for classification has proven to be very successful in an array of
applications, where manually engineered features are simply not good enough as a
results of our limited ability to correctly model the reality [Goodfellow et al., 2016].

intput layer 

hidden layers 

output layer 

Figure 3.12 Structure of a typical Multilayer Perceptron

Convolutional Neural Networks Another variant of neural networks are
Convolutional Neural Networks (CNN). The so called convolutional layers include
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a number of filters, which are convolved over the entire example. This method is es-
pecially popular for image recognition tasks. Each layer may then pick up different
patterns in the data. For an image, the first layer might pick up on edges, the second
could combine multiple edges into textures and for each layer the filters become
increasingly sophisticated [Bishop, 2006].

Recurrent Neural Networks and Long Short-Term Memory The types of neu-
ral networks mentioned in previous sections are neither time-dependent nor sequen-
tial. For these tasks, the use of Recurrent Neural Networks (RNN) and Long Short-
Term Memory (LSTM) could prove useful. These networks are specialized for pro-
cessing sequences of values xxx(1), . . . ,xxx(N). They are based on the idea of parameter
sharing across different parts of the network, and can ”remember” occurrences back
in time to make more accurate predictions about the future.

3.4.4 Adaptive clustering for self aware machines
One proposed method for introducing AA into the CPS environment would be
through adaptive clustering [Bagheri et al., 2015]. This method takes place within
the cyber level of the 5C structure, and the system autonomously summarizes, ac-
cumulates and learns based on the collected data from multiple machine instances.
The methodology for the autonomous ML and knowledge extraction is divided into
two main steps, namely (1) similarity based clustering for identifying machine con-
dition and working regimes and (2) prognosis of machine health under complex and
multi-regime conditions, see figure 3.13.

3.4.4.1 Similarity based clustering Based on the existing similarities within the
machine fleet, either due to spatial (e.g. similar tasks or environment) or temporal
(e.g. similar service or working times) reasons, machine clusters based on perfor-
mance or health condition could be built into a knowledge base.

Using unsupervised learning algorithms, such as Self-Organizing Map (SOM)
or Gaussian Mixture Model (GMM), different clusters can be formed, based on
working regimes and machine condition. The methodology is based on an online
update mechanism which takes in different parameters from the system and tries
to identify if the state matches an existing cluster using multidimensional distance
measurements. This could either result in the findings of a similar cluster, in which
case the machine in question is labeled as belonging to the identified cluster (and the
cluster criterion updated), or no similar clusters found, in which case the state of the
machine will be stored for later. If enough samples of similar unidentified machine
states appear, a new cluster will automatically be created and the corresponding
machine states added to it.

The growing cluster will over time become a knowledge base in the cyber level,
which later on could be used for identifying individual machine health [Bagheri et
al., 2015].
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Figure 3.13 Adaptive clustering for self aware machines

3.4.4.2 Machine health prognosis The next step will be to predict the
Remaining Useful Life (RUL) of the machine, using its utilization history and
measurement data. One advantage with the proposed technique is to regard the
stress vs. life aspect, i.e. to include different stress factors in addition to the oper-
ating time for the machine degradation. The workflow is divided into four parts,
where the first two steps extract and accumulate the stress vs. life relationship that
will be used for health prognosis and the last two steps use the knowledge base for
predicting the RUL for a specific machine [Bagheri et al., 2015].
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4
Case Study

This chapter will present relevant information regarding the case which will be
used to connect the collected theoretical aspects to practice. The material used in
this chapter has been provided by Scania.

4.1 Scania

Scania is a world leading provider of transportation solutions, mostly known for its
production of buses and trucks. Scania is also know for its heavy emphasis on tailor
products and services offering [Scania, 2019b].

Currently, Scania employs around 52 100 people in about 100 countries, pro-
viding Scania with a global scope and ability to satisfy the customer’s needs, in-
dependently of the geographical location. The research and development is mostly
focused to Sweden, with branches in Brazil and India. Scania maintains a high level
of investment back into R&D to strengthen its product line and manufacturing rou-
tines, with investments equivalent to over 7000 MSEK in 2018 alone, which could
be compared to its net sales of 137 000 MSEK in the same period [Scania, 2019b].

By combining heavy trucks, buses, engines and product related services, Scania
can offer a wide range of cost-efficient and highly modular solutions. It has been
estimated that Scania currently manufactures 1.2 exactly similar vehicles per year
world wide, as a results of the available customization options for its customers
[Scania, 2019a].
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4.1.1 Vision and ambition
Scania’s vision is to work towards a more predictable smart factory operation. This
vision has been divided into four different subcategories, namely

• Smart logistics

• Smart machining

• Smart assembly

• Smart maintenance

These categories include different milestones for what the smart factory tries to
accomplish.

Standardized	process

Connected	technology

Data	gathering

Data	analysis

Predictable	future

Prescribe	action

Figure 4.1 The smart factory pyramid at Scania

4.1.2 Scania IT ecosystem
Scania’s digitalization process could be viewed in the digitalization pyramid, pic-
tured in figure 4.1. This process could then be connected to the Scania IT ecosystem
in figure 4.2, which shortly will be mentioned in the following sections.

4.1.2.1 Connect and gather The bottom part of the pyramid focuses on connect-
ing all the ”things” in the industry, which is the most basic part of the ecosystem.
At Scania, this would be done in the Production Service Bus and Production and
logistics equipment and devices, as seen in figure 4.2. Some of the ideas from this
layer in the pyramid are infrastructures such as LAN, Wifi, 5G, as well as generic
services for security and device management.
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Figure 4.2 Scania IT ecosystem

4.1.2.2 Gather and analyze The next step towards digitalization within Scania
is within the gather and analyze layers. This can be represented by the Information
backbone in figure 4.2. Within these layers resides advanced analytics methods for
unstructured data in a datalake, and self service and business intelligence such as a
common data warehouse for enterprise wide and cross process analysis.

4.1.2.3 Predict and prescribe Lastly, the most sophisticated steps in the pyra-
mid are the predictable and prescriptible methods. This is where the new technology
should reside, such as AA for material prediction and deliveries, intelligent takting1

and resource optimization. Additionally, service clusters for MES and SCADA sys-
tems as well as a DT with AR capabilities could be included as new technologies.

4.2 PTC

PTC is a global software company with headquarters in Boston, Massachusetts,
whose products enable companies to design, manufacture, and service assets (or as
they are called at PTC – ”things”) for a smart, connected world. PTC’s software spe-
cializes in converging the physical and digital worlds, through IoT, AR, 3D printing,
digital twin and I4.0. PTC employs around 6000 people in 30 countries, with over
300 000 developers in its global ecosystem [PTC, 2019].

Amongst PTC’s array of software and services, three main applications have
been of interest for this thesis, namely ThingWorx, Vuforia Studio and ColdLight.

4.2.1 ThingWorx
ThingWorx is PTC’s main IoT platform, which enables for modeling of Things, or
assets, to create a digital representation of an enterprise. This is done with a smart

1 Takt time, or cycle time, is the average time between the start of production of a unit and the start of
production of the next unit.
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use of so called Thing Shapes and Thing Templates. Thing Shapes are at the top of
the inheritance structure and acts a base definition component. A Thing Shape adds
capabilities to Thing Templates and a Template can inherit multiple Shapes. Thing
Templates, on the other hand, model a set of similar objects. A Thing instance can
inherit one Thing Template, and add optional functionality if needed. Things can
then have properties, services, events and subscriptions [PTC, 2019].

Built into ThingWorx are also support for cybersecurity and role assignment,
for a secure digital representation of the physical world.

4.2.2 Vuforia Studio
Vuforia Studio is the platform for AR modeling and connection to properties in
ThingWorx. Vuforia Studio can present realtime information from Things, and add
animations and step-by-step instructions for maintenance and educational purposes.

4.2.3 ColdLight
ColdLight is an application built into ThingWorx analytics, and it is the main data
analytics engine in PTC’s software. ColdLight has support for many different learn-
ing algorithms and methodologies and acts as a powerful suite for multiple analytics
problems.
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5
Analysis

This chapter will conclude the theoretical advancements and outline some key as-
pects that would be important to consider when approaching future projects within
the smart manufacturing domain.

5.1 Preparation for future smart manufacturing

According to [Schuh et al., 2017], the process of migrating to I4.0 is defined by
moving further up the maturity index, as explained in section 3.1.3. To summarize,
the areas in the model are computerization, connectivity, visibility, transparency,
predictive capacity and adaptability. While the process of moving up the I4.0 ma-
turity index looks linear, it would be better to think of it from an iterative viewpoint.
Every step in the model is built upon its predecessor, and a more sophisticated foun-
dation enables more advanced insights and analytics.

Because of this, the computerization and connectivity steps should be revisited
with every improvement of development in the smart factory foundation, in order to
further optimize and enable new functionality, see figure 5.1.

As mentioned, the analysis in this thesis will primarily focus on ideas regard-
ing the basic structure of IT and connectivity. It will, however, also mention more
sophisticated, higher level analytics, but not in particular depth.

Within this area, an abundance of interesting and highly relevant analyses could
be conducted. The thesis has categorized the relevant focus areas into company
wide development architecture, information modeling, communication structures,
computational modules and collaboration with other companies and organizations.
These areas will be analyzed in sections 5.2 to 5.6.
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Figure 5.1 Revised representation of Industrie 4.0 maturity index

5.2 Company wide development architecture

One of the most important aspects of introducing changes and improvements into a
manufacturing workflow is to clearly outline what the changes are trying to accom-
plish and why this is should be a priority for the parties concerned. The process
of moving into a more data driven workflow creates a strict demand for cross-
disciplinary competences, specifically where experts from a manufacturing back-
ground need to collaborate with IT-competent colleagues as well as data scientists,
in companies where these disciplines are somewhat separated.

In order for this coalition of different competences to be successful, IT-architects
and data scientist need to acquire a sufficient background and presence in the man-
ufacturing domain. The experts at the production plant also need to adopt a sense
of urge to what problems and improvements that could be addressed using more
advanced IT-structures and analytics within the field.

Most modern manufacturing companies have adopted some sort of ML strate-
gies into their future goals. The advancements are, however, still at a relatively small
scale, and far from systematically incorporated into the actual workflow of most
manufacturing facilities. It is undoubtedly important to conduct small to medium
scale experiments and projects within the production lines, but a company wide de-
velopment strategy must be formulated, especially with regard to the information
and knowledge infrastructure surrounding data driven analytics. For a successful
transition into this future workflow, the data driven vision must be appropriately
anchored across the entire company, with heavy emphasis on the operational pro-
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duction crew.
Ultimately, this vision can be applied to each individual project and process, and

the knowledge and experience gained should be easily accessible to anyone inter-
ested in further researching the subject. Of course, the difficulty for incorporating a
transition like this increases with the size of the company, but can be made possible
with Scania’s resources and industry leading manufacturing experience.

5.2.1 Method for development communication
When working with the development of I4.0 with such a large company as Scania,
it is important to put the discussions in the correct context. This is where an archi-
tecture as RAMI 4.0 could prove helpful. RAMI 4.0 aims to identify what aspect,
within the ever more complex domain of I4.0, of the company that is being dis-
cussed. Such an architecture could aid the architects and engineers in identifying
overlapping systems or functionalities which otherwise could be difficult to find. If
every aspect is put in the context of where it fits within the RAMI 4.0, the company
as a whole could potentially get rid of waste in the production process, by find-
ing redundant or even competing functionalities. This could, for example be two
different analytics systems aiming to solve the same problem, which could create
confusion and ultimately hinder development. The architecture is designed to work
on a company wide lever, covering all aspects of the process.
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Figure 5.2 Open Platform Communications Unified Architecture in Reference Ar-
chitecture Model Industrie 4.0

The use of a uniform reference architecture for development and mapping of
functionality is especially important when working with external organizations and
institutions, where terminology and best practices may differ.
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5.2.2 Project suggestion for working with RAMI 4.0
For clarification, one widely adopted communication protocol within Scania,
namely OPC UA has been mapped within RAMI 4.0. Here the entire communi-
cation and information layer of RAMI 4.0 can be implemented with OPC UA, to-
gether with AutomationML, as seen in figure 5.2.

There are some observations that could be given some extra attention. First,
the OPC UA protocol, together with AutomationML, can be used across the entire
company, i.e. from the product, through the entire manufacturing process1 up to the,
so called, connected world.

Another major observation is how the instance-type is used in this case. Of
course, when OPC Foundation are working with OPC UA as a concept, the commu-
nication protocol is considered a type. However, when a company, such as Scania,
implements the protocol, it instead will be considered an instance. All necessary
documentation from the design process will still be available inside the AAS of
OPC UA, thus facilitating the implementation and service process for the customer,
which in this case is Scania.

The project should also make use of the CP classification, mentioned in sec-
tion 3.1.7.1. This method of systematically and correctly classifying assets and the
capabilities is crucial for an accurate representation inside RAMI 4.0 to be made.

The same analogy could be used by Scania across all different areas within the
company. From this, a project could be initiated, with the objective of finding a
framework for how to work with RAMI 4.0. This includes finding and defining cer-
tain routines for the employees to follow. Specific attention should be addressed to
the life cycle and value stream of an asset within RAMI 4.0. This tool of system-
atic inclusion of documentation and operating information about an asset, as well
as maintenance information to service technicians is valuable to both customers and
manufacturers.

5.3 Information modeling

How information should be modeled in future factories is also an important step to-
wards a smart manufacturing workflow. Because of rapid changes in structures and
capabilities of information producing and consuming assets, the choice of model-
ing methods should be as generic as possible. Too complex and specified model-
ing approaches will obstruct the implementation process and could be at risk of
quickly becoming obsolete. In regard to this, a simple and highly flexible model-
ing technique is required, that could be used across a vast majority of assets in the
production plant.

1 Low lever, realtime critical tasks could possibly be realized with the use of umati, which is built upon
OPC UA
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?

Figure 5.3 Project suggestion for Reference Architecture Model Industrie 4.0

5.3.1 Generic asset modeling
One example of such a modeling approach is that of the IoT platform Thing-
Worx from PTC, where each Thing, or more generally; asset, is modelled based on
four different aspects, namely properties, services, events and subscriptions [PTC,
2019].

Properties and services could possibly be realized with AutomationML, within
their AAS, here depicted in figure 5.4. The properties could describe their location
within the production plant with CAEX, references to the ”sub-assets” belonging
to the asset, geometry and kinematics with COLLADA, behavior and sequenc-
ing with PLCopen XML. Other formats could and should also be included, such
as documentation, service, maintenance information, etc. The general structure of
AutomationML can be seen in figure 5.5.

Events are created either internally or externally. It could be that an asset is
beginning machining of a specific job, or that the machining process is finished. It
could also be that some sort of anomaly or external disturbance is detected and the
machining process is stopped.

Lastly, subscriptions are what connects events to services, either within the asset
itself (e.g. a data change event triggered by a sensor could cause the subscribing
asset to change its properties) or between assets (e.g. a stop in the manufacturing
chain could cause the smart factory to reallocate resources and reschedule jobs).

This way of thinking about modeling of assets proves helpful when considering
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a dynamic communication structure, as mentioned later, in section 5.4.
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Figure 5.4 Realization of Asset Administration Shell with Open Platform Com-
munications Unified Architecture and Automation Markup Language

5.3.2 Models for simulation
Generally, industrial machining assets are expensive and need significant consider-
ation before investment. Simulation of the assets in a conceptual manufacturing line
could greatly decrease the financial risk associated with such an investment. Defin-
ing models for simulation are, however, a time-consuming and possibly expensive
task.

If the physical and logical models and processes for each asset is known be-
forehand, the process of simulation will become much more efficient. These mod-
els would be stored within the AAS and they can be created using COLLADA or
PLCopen XML for instance. It is also worth mentioning the upcoming standard ISO
16400 for Equipment Behavior Catalogues (EBC), which specifically addresses the
simulation potential through a standardized set of behaviors. At the time of writing
this thesis, the standard has not yet been approved, but Scania should closely follow
its development process, to determine whether the suggested standard could prove
useful or not.

38



5.3 Information modeling

5.3.3 Data models
Another subject that also should be considered, with regard to the massive amounts
of data that is being produced in modern factories, is how this data should be format-
ted. It is not uncommon that different data producing assets from different suppliers
use different structures and format on their data.

To put this in context, a red light status for a certain machining asset, does not
necessarily indicate the same condition as a red light on some other machining
asset. In this example, the inconsistency in reporting statuses aggravates the process
of designing generic analytics modules. One particular area of interest would be
the standardized methods for I4.0 semantics, which has the ambition of creating a
”common language” for industry applications.

If the setup process could be facilitated, and the translation threshold for differ-
ent assets could be eliminated, more resources could be made available to develop
sophisticated analytics methods.

5.3.4 Location of AAS
One question that may come up when discussing AAS is where this digital repre-
sentation of the physical object actually is stored. The quick answer is that it does
not really matter. The importance lies instead in how it is accessed by other assets.

If the asset has some sort of internal repository capabilities, while also having
an I4.0 compliant communication ability, then the AAS could be stored locally on
the asset. The shell could, however, also be stored in some central (or semi-central)
repository, which is also connected to the I4.0 network.

In order for other assets to access the state, properties and services of the asset
in question, through its AAS, it only needs some globally unique identification. In
practice, this could be an internal naming system, proceeded by a unique domain
name connected to the internet.

5.3.5 Project suggestion for generic AAS
Concluding this, one potentially interesting development would be to implement
AAS on a system-wide level. This could be done with a project or thesis work, with
the goal of creating a uniform AAS (with modifiable properties) for hardware com-
ponents (e.g. machining assets or robots), pieces of computational software (e.g.
ML modules or controllers), human assets (e.g. operators or team managers) and
products (e.g. engines or trucks), see figure 5.6. The CP classification mentioned
in section 3.1.7.1 should also be taken into consideration for these assets. The goal
with such a project would be to turn the relatively abstract idea of administrating all
assets in a similar fashion into an actual, implementable solution.

For this project to be successful, one need to study AutomationML in more
detail and determine what aspects could prove helpful when modeling properties
and functionality.
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Figure 5.5 Automation Markup Language with different modeling components

5.4 Communication structures

One key aspect of the transition to I4.0 is how the communication across the com-
pany as a whole should be structured. As mentioned in section 3.2.4, the recognized
structure of current manufacturing plants is strictly hierarchical, where each level
communicates exclusively with the levels above and beneath. The field devices com-
municate with the PLCs, which in turn communicate with the process control level
and so on.

5.4.1 Centralization and decentralization
One common solution inside a manufacturing plant is to direct most of the commu-
nication through some bus communication, like Production Service Bus. In future
scenarios, it would be interesting to extend the more traditional centralized com-
munication structure to a more decentralized approach, as seen in figure 3.9. This
could greatly decrease the needed bandwidth and allow for improved scalability in
the plant. Additionally this could reduce the response time between edge devices,
which in turn could enable more efficient control applications.

For this to be useful, it is necessary to develop new, dynamic communication
structures with simple installation and configuration. Ideally, a plug-and-play con-
figuration would be preferable. This kind of functionality further drives the need for
a standardized approach for systems from a variety of Original Equipment Manu-
facturers (OEMs) and machine tool suppliers to seamlessly connect and operate.
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Figure 5.6 Project suggestion for generic Asset Administration Shell

This will, however, not be an easy task to accomplish, and any party that seeks
to have influence over the development actively has to participate in the ongoing
global discussions in the matter. From a more local point of view, it is important
for manufacturing companies to explore different operation methods and build a
substantial knowledge base regarding what to prioritize during these discussions.
This could include what communicational protocols that should be used, what type
of technology the network should be based on, etc.

5.4.2 Dynamic initiation of assets
Dynamic and simple initiation of a new asset into some smart, I4.0 compliant com-
munication protocol needs some basic fundaments to work. First, it must be made
simple for the asset to connect to the network. This would preferably be through
some wireless network, like the upcoming technology 5G. Additionally, the asset
needs to cary information about itself and how it operates. This would ideally be
included in its AAS. This information should include, but not be exclusive to:

• a globally unique identifier

• information regarding what communication protocols the asset can use

• detailed information regarding the asset’s operational capacity, function, etc
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Figure 5.7 Representation of communication cluster

• details regarding what data the asset is able to produce

• its active connections to other assets

When the asset is physically connected to the network, the preferred scenario
would be if the asset itself could provide the network the information on its com-
munication capabilities, such as high and low level transfer protocols. This will
enable the network to correctly initiate the communication with the asset. When
the connection is established, the asset will provide a description of its functional-
ity as well as what kind of data the asset will produce. This description could then
help the other assets in the network to decide, manually or automatically, whether
or not to subscribe to certain events. The interconnection between the communica-
tive and descriptive capabilities of the assets is of great importance, and it would
be favorable to choose these frameworks in conjunction with each other. One such
combination could be OPC UA and AutomationML, which are engineered to work
together as seamlessly as possible.

5.4.3 Project suggestion for dynamic communication structure
Following the uncertainty regarding how to dynamically and automatically initiate
new devices and nodes into the network, a project regarding this matter could lead
to great advancements for smart manufacturing. The project could focus on how
the asset, using the information and properties provided in its AAS, could state its
participation in the network. Other assets could then analyze the newly connected
asset’s properties to decide wether or not the new node is of interest and in that case
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initiate a more direct communication. Following the reasoning in section 5.3.1, the
interested assets could then automatically create a subscription to certain events
from the connected assets and even initiate services depending on their task. This
has been illustrated in figure 5.8.
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Figure 5.8 Project suggestion for dynamic communication structures

5.5 Computational modules

Following the same analogy as in section 5.2.1 and 5.3.1, any computational soft-
ware modules should also be considered as assets, and also be surrounded with
an AAS. These modules should also, preferably, be introduced into the network as
described in section 5.4. The modules then need to be crafted depending on what
problem they are addressing. A module for predictive maintenance with data from
sequential physical processes could maybe use RNNs or LSTMs, mentioned in sec-
tion 3.4.3.3. Another module for automatic quality control and assurance using cam-
eras and optical sensors could maybe instead use CNNs to solve the task.

There are also many different unsupervised problems that could be addressed,
which conceptually are more difficult to incorporate. One suggestion including such
an unsupervised algorithm will follow in section 5.5.3.
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5.5.1 Non-disruptive online modules
A common case in modern manufacturing sites is that data are extracted from the
concerned systems, processed and analyzed and eventually presented as decision
support. This is an example of an offline module, which may also interrupt the sys-
tems from where the data are gathered. The perspective on data gathering should be
that offline data is considered outdated the moment it is extracted from the system.

A more ideal scenario would be for the computational analytics module to sub-
scribe to events, thus not interrupting nor alerting the observed systems in any way.
This preferred scenario would also include realtime, online updates to the analytics
engine.

Of course, to implement realtime applications from zero position could be an
overwhelming task, so smaller experimental projects become a necessity. These
projects should, however, always be engineered with online functionality in mind.

5.5.2 Feedback from modules to physical world
The question about how these non-disruptive systems should feedback information
or actions back into the network should also be addressed. Ideally, the data produc-
ing assets are also given the opportunity of subscribing to the events created by the
computational modules. These subscriptions then trigger some service which alters
the operations routing of the asset.

5.5.3 Project suggestion for computational modules
It would be exiting to initiate a project based on the research made by [Bagheri
et al., 2015], as mentioned in section 3.4.4. As explained, the computations within
the method is supposed to take place in the cyber layer from section 3.2.3. The
project would then include letting the module build a knowledge base of different
states, based on the operating routines of the assets. The assets could compare their
performance to ”normal” states and then possibly predict the time to next failure.

Such a project will need some advanced unsupervised clustering algorithms to
be successful. Examples of techniques that could be used are dimensionality re-
duction using PCA and k-means clustering. There are also some more advanced
techniques involving neural networks. The initial part of the project would, how-
ever put heavy emphasis on outlining the actual objective using the data at hand,
before attempting to choose a correct ML method.

In these initial stages of AA, much more focus should be put into enabling
the infrastructure for computational modules to be used, rather than working with
optimizing performance for specific algorithms. This could, for a future project in
the area, mean that the computational module itself could be imported from some
other company, and that the objective would be to implement said module in an
efficient manner.
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5.6 Collaboration with other companies and
organizations

This section will include some general observations and conclusions without con-
nection to any specific theoretical model.

As mentioned in previous sections, this is an area in which there lies huge poten-
tial for the future of manufacturing. Because of the complexity of modern manufac-
turing facilities and increasing need for external systems and services, the industrial
companies of the future need to adopt their perspective on competition and collabo-
ration. It will be of increasing importance to make the production and development
processes more transparent, both internally to other divisions within the companies
and to external stakeholders, such as suppliers, customers, organizations, etc. This
rising demand is, however, not unidirectional. Scania, as a company of significant
influence, should also require transparency from its stakeholders and thus leading
the innovative change.

This is concretely done by requiring thorough and updated documentation and
openness from ordered machining tools and systems, as well as providing it for the
following parties in the value chain. All of this fits within the boundaries of the
RAMI 4.0 and AAS, where every aspect of an asset’s lifecycle can be managed in
a uniform manner. In order for this to be made possible, the need for joint working
groups between companies and global discussions with standardization organiza-
tions and organizations arises.

The future of industrial manufacturing is already being crafted, and ultimately
it comes down to whether to lead the innovation development or to be a passenger
in the process. Scania is, in many regards, industry leading with their state-of-the-
art approach to modularity amongst their product line, where an almost countless
number of products can be produced from a highly limited array of articles. This
idea should be extended into the manufacturing domain, in order to stay competitive
in the future of smart manufacturing.

5.6.1 PTC
One company that potentially could help accelerate the development of smart man-
ufacturing would be PTC. PTC provides software and solutions for IoT modeling
with ThingWorx, AR modeling with Vuforia Studio and data analytics with Cold-
Light. These pieces of software could enable generic modeling, as discussed in
section 5.3.1. One next step could be to investigate how PTC’s software could be
combined with the European standards described in the thesis and potentially inte-
grate PTC’s services into Scania’s operations.
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Discussion

This chapter will evaluate and discuss the findings made in the thesis, with respect
to the research questions.

6.1 Evaluation of results

The analysis chapter of this thesis work has brought up some ideas of ways to pro-
ceed in order to drive AA into manufacturing. The project ideas presented offer
different degrees of abstraction, and this thesis work offers little suggestion on how
to actually implement this is real world applications, but offers instead a wider pic-
ture of goals that are more long term. In order to dive down into details and solutions
for implementation, a more specific case formulation is required. The thesis should,
however, not be regarded as a step-by-step implementation manual, but rather as a
study of the ongoing developments in the smart manufacturing scene.

Next, the research questions for the thesis will be reviewed. A short discussion
regarding how well the thesis managed to answer the questions will be presented,
as well as some notes for the aspects in where the thesis may have failed.

6.1.1 First research question
The first research question adressed a more general view of smart manufacturing
and was formulated as follows.

• What actions should be performed to drive the integration of Advanced Ana-
lytics into a manufacturing workflow?

The thesis successfully manages to provide answers regarding where to focus
future research at Scania. On a more abstract level, the single most important objec-
tive to pursue is to prepare the company for a future involving closer collaboration
with standardization organizations and collaboration partners, as well as with com-
petitors. In order for this to be made possible, a company-wide architecture for

46



6.1 Evaluation of results

identifying functionality and information structures needs to be introduced. There
are some different approaches world wide, but the one focused on in this project has
been RAMI 4.0.

Other notable actions would be to introduce some sort of generalized way of uni-
formly modeling assets across the entire company. Again, this is preferably done us-
ing standardized models, such as AAS together with OPC UA and AutomationML,
as mentioned in previous chapters. There are different existing solutions for this
kind of problems, many of which this thesis fails to mention. Those solutions men-
tioned are, however, sensibly as generic as possible.

Furthermore, more research needs to be conducted regarding the changing re-
quirements of modern communication structures. The conclusions made in the the-
sis regarding these structures are rather vague, but hopefully offer new perspectives
and ideas for smart manufacturing.

Many of the standards suggested in the thesis are currently under development,
and may not be ready for full implementation. The developments are, however, in
rapid growth, and it will be crucial to follow these standards as they potentially will
shape the future of modern manufacturing facilities on a global scale.

6.1.2 Second research question
The second research question was more specifically addressed towards analytics
and machine learning, and was formulated as follows.

• What would be the ideal Advanced Analytics methodologies for usage in
different manufacturing applications?

The second question turned out to be more difficult to address in a generalized
way. There are many different ML algorithms, and they need to be assessed differ-
ently for each individual use case.

One potential problem associated with using ML inside manufacturing systems
is that the ”black box” approach may not always be preferred. Many times, engi-
neers and system designers need control and insight into the different algorithms
within their manufacturing processes, which may be contradictory to the ideas pre-
sented with ML.

Another problem is that many of the areas that hopefully could be addressed
using ML techniques, such as predictive maintenance, simply have too little data
for the models to obtain sufficient training. Even if the assets produce continuous
manufacturing data, they might not fail often enough for the algorithms to recognize
patterns. This could, of course, be facilitated by closer collaboration with manufac-
turers and customers, where more data could be made available.

In summary, this research question has not been answered in as much depth
as initially anticipated. This in mostly due to that developments regarding the first
research question states the requirements for answering the second.
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Chapter 6. Discussion

6.2 Credibility of the study

One aspect that might affect the study’s credibility negatively is the fact that the
author of the thesis had somewhat limited knowledge beforehand about manufac-
turing processes in practice. One way of addressing this potential lack of knowledge
has been to put the recommended lines of action on a more conceptual level.

Furthermore, a considerable amount of material used in this study originates
from standardization organizations and projects, where different large companies
are in cooperation with each other. Many of these standards are open, and their
ambitions is to truly create a uniform future manufacturing scene. The aspect of
openness and standardization has carefully been considered throughout the process
of the thesis work, which enhances the credibility of the study.

The standards discussed in the thesis include:

• IEC 62264 for Enterprise-Control System Integration in ISA-95

• IEC 62890 for Life cycle & value streams

• IEC 62541 for Open Platform Communications Unified Architecture

• IEC 62714 for Automation Markup Language

• IEC 62424 for Computer Aided Engineering Exchange

• ISO/PAS 17506 for COLLAborative Design Activity

• IEC 61131-10 for PLCopen XML

• ISO 16400 for Equipment Behavior Catalogues
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Summary

This chapter will summarize the thesis, as well as present the recommendations for
future research.

To conclude this thesis work, a number of interesting areas within Industrie
4.0 (I4.0) have been investigated. These areas include the use of Cyber-Physical
Systems (CPSs) in manufacturing facilities, the enormous increase in data volumes
generated from modern assets and Machine Learning (ML) methodologies and al-
gorithms for different applications.

Most focus has been put into the infrastructure for future smart manufacturing
facilities, and the advancements that this development could convey. After the lit-
erature review had been conducted within the areas mentioned above, the analysis
was made, divided in five different focus areas. Following this, four of the areas
included suggestions for future work, as summarized in 7.1.

The first of the five areas outlined a framework for incorporating a company
wide development architecture, as well as some key factors to consider when work-
ing with it. This included the use of cross-discipline collaboration within working
groups with clearly defined visionary goals to create a sense of urgency for in-
volved parties. Lastly, this section treated the incorporation of Reference Architec-
ture Model Industrie 4.0 (RAMI 4.0) for development processes, which is a valuable
tool for building I4.0 systems.

Next, some concepts regarding information processes were discussed, along
with generalized methods for treating assets and their functionalities. These con-
cepts included an array of standardized modells and technologies such as Asset
Administration Shell (AAS), Open Platform Communications Unified Architecture
(OPC UA), Automation Markup Language (AutomationML), Computer Aided En-
gineering Exchange (CAEX) and COLLAborative Design Activity (COLLADA).
Additionally, section 5.3 shortly treated simulation of processes with Equipment
Behavior Catalogues (EBC) and basic ideas regarding uniform I4.0 semantics.
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Proceeding this, some ideas were brought up regarding communication struc-
tures of future manufacturing facilities. This included the decentralizing of higher
level production systems, in order to decrease the hierarchical structure found in
many modern companies. This (semi-)decentralization could enable for more effi-
cient communication of time-sensitive tasks. As a requirement for this, the thesis
states that new methods for dynamic initiation need to be researched and further
explored.

The thesis also discusses some aspects surrounding different computational
modules for analytics. These modules should also be considered assets within the
same framework as mentioned above, and they should be of non-disruptive nature.
The modules should always be developed with online capabilities in mind. Addi-
tionally, a need for standardized interfaces arises when importing solutions from
external parties, in order for the modules to be integrated in a seamless fashion.

The last section in the analysis outlined some thoughts about the future of col-
laboration between companies and organizations, which will accelerate the evolu-
tion of smart, connected manufacturing facilities. The thesis suggests that this will
be accomplished by increased transparency of the production processes.

7.1 Future work

As this thesis was of investigative nature, further, more elaborative research on the
ideas covered needs to be conducted. From the analysis in chapter 5, four distinct
project ideas have been suggested, namely

Project suggestion 1: Framework for using RAMI 4.0

Project suggestion 2: Generic modeling of AAS

Project suggestion 3: Dynamic communication structures

Project suggestion 4: Computational modules

These projects could be initiated in parallell, however, Scania should preferably
prioritize the routines surrounding RAMI 4.0 before attempting the latter projects.
Another note that should be stated is that, however tempting it appears to work
with computational modules for analytics, they require the information infrastruc-
ture from asset modeling and dynamic communication structure to truly be success-
ful.

Additionally, while not mentioned as a project suggestion, it is of great impor-
tance to initiate collaborative efforts with other companies and organizations, as
the developments shaping the future in smart manufacturing will occur on a global
scale.
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