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The coherent coupling of photons to solid state emitters is one of the building
blocks for future quantum technology. However, one of the main sources for non-
perfect or even strongly reduced coherence of the photons is charge noise which
introduces energy shifts during or in between the photon emission events. In par-
ticular solid-state emitters in nanostructures suffer from such spectral diffusion
as surface charge defects from nanofabrication are often only tens of nanometers
away from the emitter.

In this thesis, a novel type of light–matter interface, a GaAs-based nanobeam
cavity, has been designed and tested to couple emission from self-assembled InAs
quantum dot (QD). A wide nanobeam cavity with a modulated outline has been
designed and optimized, which possess a high intrinsic quality factor for the fun-
damental optical mode (105 for 450 nm wide cavity and 6× 104 for 600 nm wide
cavity), and is expected to reduce spectral diffusion of the QD originated from
the etched defects. First, a Finite Element (Comsol) simulation was used for the
design, and secondly, the fabricated design was tested at room and cryogenic
temperatures. When the QD was coupled to the wide nanobeam cavity inside
cryostat, a fast decay rate of 19± 2 ns−1 is measured, resulting in a lifetime of ∼
52.6 ps. Comparing with the lifetime of QDs in bulk material, the spontaneous
emission lifetime, i.e. Purcell factor, is derived to be ∼ 36 under a non-resonant
excitation scheme.

A lifetime of 52.6 ps corresponds to a lifetime-limited linedwidth of 8.37 GHz.
Compared to typical non-Purcell enhanced linewidths of about 200 MHz, a line-
width of 8.37 GHz strongly relaxes the sensitivity to charge noise introduced by
the environment. Furthermore, and not tested here, the additional distance to
surface charges, possible due to the novel "fat" cavity design, should furthermore
reduce the induced spectral diffusion as observed before in non-resonant nanos-
tructures [1, 2].
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Chapter 1

Introduction

The recent years have seen a continuously increasing interest in the field of quan-
tum technologies. The harvesting of the quantum phenomena is at the heart of
the investigation. Developing quantum technologies is however highly challeng-
ing due to the extremely tiny operation-scale and sensitivity to noise, but are be-
lieved to subvert the daily life once achieved. Quantum communication is such
an example, within which quantum cryptography enables unconditionally secure
communication against eavesdropping. An exciting challenge would be the re-
alization of this quantum communication experiment at space scale [3, 4], which
motivates strongly the construction of a quantum network.

In this thesis, we investigate one of the building blocks of such a quantum
network, the single-photon source based on solid-state emitters. The most central
and appealing application in quantum cryptography is the quantum key distri-
bution (QKD), which is a well-developed scheme for performing cryptography
tasks. However, the QKD protocol relies on highly indistinguishable single pho-
tons, to perform quantum superposition and entanglement [5]. A highly efficient
source of single photons is therefore essential towards this goal. Several schemes
for single-photon source are promising, especially the InAs quantum dots (QDs),
fluorescent molecules, and defect centres in solid-state materials. In this project,
self-assembled InAs QDs are adopted due to the excellent performance, in terms
of brightness, single-photon purity, and indistinguishability. Photonic cavities
can also be employed to strongly couple and enhance the performance of the
embedded QDs. Single photon purity as high as 99% has been reported [6] and
indistinguishability over 93% is also achieved [7].

Nevertheless, the challenges for establishing an effective single-photon source
based on InAs QDs have not been fully addressed yet. For instance, the cav-
ity QED which describes the light-matter interaction in an inhomogeneous en-
vironment has been studied extensively, but experimental realization of strongly
coupled system remains challenging. Moreover, for the QD-based single-photon
source, the spectral diffusion induced from the etching defects lowers the quality
of single photons. The excitation process to quantum dots could cause ionization
of trapped charges which mainly gather in the wetting layer defects and etched
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surfaces. The Coulomb interaction between trapped charges and quantum dots
shift the exciton binding energy. This problem can be mitigated by fabricating
wider waveguides or nanostructures around, as demonstrated recently [2, 8]. Ad-
ditionally, placing the single emitter into a cavity can reduce the lifetime of spon-
taneous emission and meanwhile broaden the natural linewidth. By extending
the surrounding area, the broadened profile can be altered from inhomogeneous
to homogeneous, resulting in a narrow linewidth. Therefore, in this project, we
propose a nanobeam cavity, which has a wide width at the cavity center and is
tapered down to a narrow width in the waveguide, to ensure single mode prop-
agating along the waveguide. This modulated outline can keep the QD being far
away from any etched surfaces. Such a cavity is designed and optimized by us-
ing finite-element method and experimentally tested. It is expected to provide a
strong enhancement to the coupled QD and minimize the spectral diffusion.

The thesis is structured into the following chapters:

• Chapter 2: We will introduce the semiconductor quantum dot and its opti-
cal properties. Then the mechanism of the nanostructure which acts as an
effective interface to couple the single QD will be introduced. The deriva-
tion that shows the nanostructure having the ability to modify the density
of states around emitter will be given. Finally, we will discuss the spectral
diffusion of QD emission induced from the fabrication defects.

• Chapter 3: We will begin with the simulation over a unit cell with a circular
hole inside, and then continue to a nanobeam cavity by exploiting the band-
edge wavelength of the unit cell. The detailed introduction for the cavity
design will be presented.

• Chapter 4: This chapter involves an introduction to the sample fabrication,
and the scanning electron micrograph (SEM) pictures are shown.

• Chapter 5: The transmission measurement to the fabricated cavity at room
temperature will be presented, and measurement and analysis over 60 dif-
ferent structures will be given.

• Chapter 6: The photoluminescence spectroscopy and lifetime measurement
at cryogenic temperature have been performed to investigate the cavity
QED, and a coupled QD-cavity system will be shown.

• Chapter 7: A conclusion and outlook of the project will be given.
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Chapter 2

Interfacing quantum dots with
nanostructures: Theoretical
background

This chapter aims to elaborate the relevant theory which has laid a solid foun-
dation for interfacing single QD with nanobeam structure. In particular, the ex-
ploration of the interface in this thesis work is limited to GaAs structure with
embedded-in self-assembled InAs QD. An introduction to semiconductor QD
and its fantastic optical properties are given in section 2.1. Then the nature of
photonic nanobeam structure is revealed in section 2.2. The confinement of elec-
tromagnetic wave and the origin of the band gap is the focus of this section. Sec-
tion 2.3 describes the mechanism of interaction underlying QD-cavity coupled
system, which is at the heart of this work, proving the controllability of the QD
decay. Among them, the spectral diffusion which obstructs the quality of single-
photon emission will be discussed.

2.1 Semiconductor quantum dots

Semiconductor quantum dot is an ’artificial atom’ which consists typically of
104 ∼ 106 individual atoms, but its optical properties are similar with single
atoms due to to the nano-scale level quantum confinement from heterostructure,
as shown in Figure 2.1. This confinement creates discrete electronic states in QD,
and the energy level spacing depends on the size of QD. Comparing the QD size
to Bohr radius from electron and hole can define the strong-, weak-, intermediate-
confinement regime. However, we focus on the strong confinement regime where
the energy level spacing is more extensive than Coulomb energy. Thus the model
that treats Coulomb effect as perturbation and independently manage the mo-
tion of carriers in conduction and valence band can be used. The active optical
mechanism for the quantum dot is mainly excitonic at low temperature, while
the uncorrelated electron-hole interaction is suppressed. The interaction strength
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(a)
(b)

FIGURE 2.1: Semiconductor quantum dot. (a). Scanning tunneling
micrographs showing the structural property of Stranski-Krastanov
quantum dots with a pyramidal shape [9]. (b). Profile of en-
ergy bands for the heterostructure. The sandwich-like confinement
caused the discrete electronic states in quantum dots. Wetting layer
(WL) is an initial layer of atoms that is epitaxially grown on GaAs,
upon which the self-assembled InAs QDs are created. The energy
levels of the QD are discrete, which are represented by electron
shells of s, p in the conduction band, and heavy hole (hh), light hole

(lh) in the valence band, for the two lowest levels.

of electron-hole bound state is described by a transition matrix element of the
moment between conduction and valence band,

P = 〈Ψv| p |Ψc〉
= 〈Fv|Fc〉 〈uv| p |uc〉uc 〈αv|αc〉

(2.1)

where p is the momentum operator, the subscripts v and c represents the quan-
tity from valence band or conduction band, respectively. Ψ is the quantum state
for an electron in the conduction band or valence band and is expressed as Ψ =
|F〉 |u〉 |α〉, three notations from left to right are envelope wave function, elec-
tronic Bloch function, and the spin state. Equation 2.1 implies the selection rules
for optical transition in bound state: i) the envelope functions should be in same
parity, ii) Bloch functions should be in opposite parity, iii) the spin states should
be same before and after. The electron-hole picture is commonly used to describe
the quantized electronic energy states, and for the splits in valence band states,
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heavy hole owns the lowest energy. Therefore the subscripts of ’v’ can be re-
placed by ’h’ referred to the heavy hole. The possible spin states for holes are
|⇑〉 = |uc〉 |↑h〉 and |⇓〉 = |uc〉 |↓h〉, the electron spin states are |↑〉 and |↓〉 with
similar expressions.

2.1.1 Decay dynamics

For a neutral exciton which consists of an electron and a heavy hole, the three-
level scheme is commonly used to describe the optical properties of the exciton.
Figure 2.2 depicts a sketch of the scheme. Due to the exchange interaction, the
electronic state in conduction band splits into bright-exciton and dark-exciton
[10], and they can be expressed by Bloch sphere vectors, |XB〉 = 1√

2
(|⇑↓〉 − |⇓↑〉),

|XD〉 = 1√
2
(|⇑↑〉 − |⇓↓〉). The splitting is normally hundreds µeV. Bright exci-

ton may be transformed to dark exciton by an interband process called spin-flip,
in which the necessary energy for the transition is from acoustic phonons [11].
However, the spin-flip rate is much slower than the radiative decay.

Although the dark state does no interact with incident light, if a non-resonant
excitation is applied to this neutral system, both states can be populated. The
population of the excited state is,

N(t) = A f e−γ f t + Ase−γst (2.2)

Two channels are inducing the population to the ground state, through fast and
slow decay, as shown by the two terms in Equation 2.2. A f and As are the ampli-
tudes of the fast and slow decay, and γ f and γs are the decay rates of the fast and
slow decay, respectively. These four parameters can be expressed as [12],

A f = N(0)(1 + γB
rad

γ f−γs
)/2− N(0)

γs f
γ f−γs

As = N(0)(1− γB
rad

γ f−γs
)/2 + N(0)

γs f
γ f−γs

γ f = γB
rad/2 + γB

nrad + γs f +
√
(γB

rad/2)2 + γ2
s f

γs = γB
rad/2 + γB

nrad + γs f −
√
(γB

rad/2)2 + γ2
s f

(2.3)

where γB
rad and γB

nrad are the radiative decay rate and non-radiative decay rate
of bright exciton, respectively. γs f is the spin-flip rate between bright and dark
excitons. The existence of fast and slow decay mechanism renders the decay pro-
file to be bi-exponential, as a comparison, the biexcitons or trions which have no
energy splitting follows a single-exponential decay.
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FIGURE 2.2: The simple three-level optical transition scheme for
neutral exciton. |XB〉 and |XD〉 are the bright and dark states of exci-
ton excited states, the transition between them is possible via spin-
flip process with a rate of γs f . γB

nrad and γD
nrad are the non-radiative

decay from bright state and dark state, respectively. γB
rad is the fast

decay rate for the radiative recombination by emitting one photon.

2.1.2 Coherence for single-photon emission

Single-photon emission is at the heart of the properties of self-assembled quan-
tum dots. It is crucial for the application in quantum communication and simu-
lator for the single-photon source (SPS). The single-photon emission is the light
source that only emits one photon during a specific time range. The single pho-
ton emission is feasible for self-assembled quantum dot due to the discrete and
far apart energy levels, such that the majority of the optical transitions occurrs in
single exciton, even under non-resonant excitation scheme. The process of multi-
photon emission, therefore, should be suppressed to minimize the mix up with
identical photons and thus improve the ’quality’ of single photon emission. The
’quality’ for an SPS can be classified as three aspects which comprised important
characteristics of SPS: single photon purity, indistinguishability and brightness.

The single-photon purity is the probability of emitting a single photon, so ide-
ally the purity should be unity. In photon statistics, the purity can be quantified
by recording the second-order correlation function which is defined as,

g(2)(0) =
〈n1(t)n2(t)〉t
〈n1(t)〉t〈n2(t)〉t

(2.4)
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where ni(t) is the probed number of counts for the desired mode at time t. For
the probed ensembles of light, it can be decomposed into quantized harmonics
with different modes, which are defined by spatial wave vector k and polariza-
tion p [13]. The photon wavepacket is,

|ψ〉 = ∑
k,p,n

ck,p |n〉k,p (2.5)

|n〉k,p is the Fock state indicating the pure state and its number of photons. The

single-photon Fock state is |1〉k,p, with 1 photon in total. g(2)(0) can be calculated

with g(2)(0) = 1− 1/n based on Fock state, therefore g(2)(0) = 0 for an ideal SPS.
The highly pure single photon emission is required for SPS in the application
of quantum communication and quantum computation, to ensure the absolutely
security [14] and minimize the errors [15, 16, 17].

Indistinguishability means the subsequently emitted photons are identical and
indistinguishable. Indistinguishable photons are the essential requirement for
building two-photon quantum gates via photon-photon interaction [13]. The
Hong-Ou-Mandel effect is commonly used to quantify the indistinguishability
[18], which uses a beamsplitter (BS) with two ports collecting photons at the same
time and two detectors are placed at each exit of BS. The quantum interference
process occurrs if the two photons are in the same pure quantum states. As a
result, they go out of the BS together only through one exit and are sensed by one
detector.

The single-photon emission should possess a high brightness, which means
the spontaneous decay into the radiative component is predominant, with only
extremely slight parts are coupled into vacuum or dark state. The brightness
of SPS determines the upper limit of scalability of integrated photonic platform
[13]. For a cavity-QD coupled system, the Purcell effect can significantly enhance
the repetition rates of spontaneous emission, and boost the level of brightness.
Moreover, the optimization in the collection efficiency of the system is a way to
improve the brightness. However, the brightness at the experimental point of
view has no uniform definition, because the operation to measurement can be in
different positions (strictly output of grating coupler or detector).

2.2 Photonic crystal nanobeam waveguide

The photonic nanostructure is an effective interface for single-emitter like quan-
tum dots since the modified vacuum fluctuation environment can couple and
enhance the QD emission to the desired mode. This ability to support the certain
mode is originated from the periodical variation of dielectric permittivity ε(r).
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The contrast of refractive index provides the optical Bragg scattering to propaga-
tion, and the scattering strength is proportional to the degree of contrast.

2.2.1 Electromagnetism in mixed dielectric medium

We start from macroscopic Maxwell equations that is a set derivative functions,
describing the relation of electric(E) or magnetic(H) field with the charge(ρ) or
current(J) density, to study the light propagation in nanophotonic structure,

∇ · B = 0 ∇× E +
∂B
∂t

= 0

∇ · D = ρ ∇× H − ∂D
∂t

= J
(2.6)

where B and D are the displacement and magnetic induction fields. Several re-
strictions and approximations can be applied to the set of equations, making it
more suitable for a mixed dielectric environment. We assume the field strength
is so weak that the polarization density has a linear respond to electric field, and
the material is macroscopic and isotropic, then the B and D can be expressed
by electric and magnetic field as, D(r) = ε0ε(r)E(r) and B(r) = µ0µ(r)H(r),
where ε0 and ε are the vacuum and relative permittivity, µ0 and µ are the vac-
uum and relative permeability, respectively. But the relative permeability is so
close to unity that can be neglected in many cases, therefore the refractive index
can be expressed as the square root of relative permittivity, n =

√
εµ =

√
ε. The

Maxwell equations with these approximations are,

∇ · H(r, t) = 0 ∇× E(r, t) + µ0
∂H(r, t)

∂t
= 0

∇ · [ε(r)E(r, t)] = 0 ∇× H(r, t)− ε0ε(r)
∂E(r, t)

∂t
= 0

(2.7)

the E and H are both time- and spatial- dependent, and can be decomposed into
harmonic modes,

H(r, t) = H(r)e−iωt

E(r, t) = E(r)e−iωt (2.8)

where H(r) and E(r) represent the spatial mode profile, and the exponential term
indicates the time evolution of harmonic modes. By doing some mathematical
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derivations [19], one can get,

∇× (
1

ε(r)
∇× H(r)) = (

ω

c
)2H(r) (2.9)

This is referred to as the master equation, which will be used to calculate the
electromagnetic mode profile for any given dielectric material with relative per-
mittivity ε(r). The derivations for the mixed dielectric material mean that the
solving-harmonic modes is an eigenvalue problem, that is, the result should be a
set of eigenfunctions and the corresponding eigenvalues. Thus ω2/c2 is the eigen-
value for a set of harmonic modes where ω is the angular frequency of modes.

2.2.2 Electromagnetism in periodic dielectric medium

We consider a one-dimensional photonic crystal that has periodically varying di-
electric constant in the y-direction, but unchanged along x and z-direction. This
variation in y-direction has a minimum period a, satisfying ε(y) = ε(y + a). This
basic step length a is called lattice constant, and the periodicity in the y-direction
is referred to as discrete translational symmetry. The periodically changing di-
electric constant indicates that the solution of spatial mode profile from Equation
2.9 should also be periodic, and this can be achieved by multiplying the plane
wave of free space and a periodic function uk(y) [20],

Hk(y) = uk(y)eiky, uk(y + a) = uk(y) (2.10)

where k is the Bloch wave number. This equation is referred to as the Bloch′s theorem
for the wavefunction in crystal. uk(y) is the periodic envelop function, and it
should satisfy [21]

(∇+ ik)× 1
ε
(∇+ ik)× uk(y) = (

ω(k)
c

)2uk(y) (2.11)

For any value of k that lies in the range m · π/a < k < (m + 2) · π/a (m is an
odd number), the wavefunction is always in a fixed form,

Hk(y) = uk(y)eiky

= uk(y)eiy(k′+(m+1)(2π/a))

= [uk(y)e(m+1)·2πiy/a]eik′y

= u′k(y)e
ik′y

(2.12)

where |k′| < π/a, is called the first Brillouin zone. u′k is an envelop function with
the same periodic length a as uk.
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2.2.3 Photonic band structure

Thin lines in Figure 2.3 show the dispersion relation for free electrons, expressed
by E0(k) = h̄2k2/(2m0). However, in a periodic structure, the free-electron parabola
tends to be flat at both lower and upper levels, when k is close to zone bound-
aries. As derived in Section 2.2.2, the Bloch wave number k can be reduced to
the first Brillouin zone, while the wavefunction is unchanged. The reduced zone
scheme is shown in Figure. 2.3 (b), and a band gap is formed between two levels,
where there is no density of states and therefore no propagation is allowed.

The origin of the band gap can be explained by Bragg reflection theory, and
the detailed explanation can be found in [20]. Briefly, a wave that is propagating
along the periodic structure, such as photonic crystal, can be scattered by the
lattice. However, the scattering is particularly strong at the Bragg condition,

nλ = 2asinθ (2.13)

where λ = 2π/k. The angle θ of the incident wave onto the planes of the crystal
can take π/2 if we assume the wave normally travels to the plane. Hence the
Bragg condition becomes k = nπ/a. Once the condition is fulfilled, the back-
scattering will be very strong, and the incident electrons become a standing wave.

FIGURE 2.3: The band structure for one dimensioanl photonic crys-
tal. (a), (b) and (c) shows the extended, reduced and repeated zone
schemes as a function of energy, respectively. (d) shows the density
of states as a function of energy. Grey line indicates the periodic rep-
etition, thick and thin lines indicates E(k) in a periodic structure or

free space, respectively. Figure courtesy [20].
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2.3 Coupling single QD with nanobeam structure

2.3.1 Spontaneous emission of single photons in homogeneous
environment

In this section, the spontaneous decay for an emitter in free space is derivated,
and the Weisskopf-Wigner approximation is used. We consider a simple two-
level dipole system with transition frequency ω0 between the ground state |0〉
and the excited state |1〉, the coupling to continuum could be optical mode at
frequency ωk with any possible vector k. We start from a Hamiltonian with the
form

Ĥtot = Ĥatom + Ĥvacuum + Ĥint

=
1
2

h̄ω0σ̂z + ∑
k

h̄ωâ+k âk + h̄ ∑
k
(gkσ̂+ak + h.c.)

(2.14)

where âk and â+k are annihilation and creation operators for photons at k mode,
respectively. g is the interaction strength of the single emitter with mode k.

The general state vector for the coupled system is,

|ψ(t)〉 = ce(t)e−iω0t |e, 0〉+ ∑
k

cgk(t)e−iωkt |g, lk〉 , (2.15)

where the summation is taken over all the possible modes. ce(t) is the time-
dependent probability for the excited two-level system and zero photon state and
cgk(t) is the time-dependent probability for the two-level system in its ground
state and a photon at mode k. Inserting this state vector and the Hamiltonian
(Equation 2.14) into the time-dependent Schrödinger equation, the equations of
motion for the excited and ground states can be expressed as,{

ċe(t) = −i ∑k gke−i(ωk−ω0)tcgk(t)
ċgk(t) = −ig?k ei(ωk−ω0)tce(t)

(2.16)

Integrating ċgk(t) and inserting the result into the expression of ċe(t), one can
get,

ċe(t) =−∑
k
|gk(r0)|2

∫ t

0
dt′ce(t′)e−i(ωk−ω0)(t−t′)

− i ∑
k

g?k(r0)cg,k(0)e(−iωk−ω0)t
(2.17)

We now consider the situation of spontaneous emission with the two-level
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system initially in the excited state, i.e. ce(0) = 1 and cg,k(0) = 0. Therefore, the
last term of Equation 2.17 can be omitted. In vacuum, the summation over all of
the discrete mode k can be converted to [22],

∑
k
−→ 2

V
(2π)3

∫ 2π

0
dφ

∫ π

0
dθsinθ

∫ ∞

0
dkk2, (2.18)

where the factor of 2 accounts for the two orthogonal polarizations. Combining
with gk(r0) = iµ · E?

k(r0)/h̄, where µ is the transition dipole moment and E?
k(r0)

is the electric field at position ro, Equation 2.17 without last term changes to,

ċe(t) = −
µ2

6π2ε0h̄c3

∫ ∞

0
ω3

k

∫ t

0
ce(t′)e−i(ωk−ω0)(t−t′)dt′dωk (2.19)

The Weisskopf-Wigner approximation [23] is introduced here to simplify fur-
ther.

ċe(t) = −
µ2

6π2ε0h̄c3 ce(t)
∫ ∞

0
ω3

k

∫ t

0
e−i(ωk−ω0)(t−t′)dt′dωk (2.20)

The equation of motion of the excited state covers the information about decay
constant to free space and the Lamb shift,

ċe(t) = −(
γ0

2
+ iδω)ce(t) (2.21)

where the imaginary term indicates the Lamb shift and the γ0 is the free space
decay constant,

γ0 =
ω3

0µ2

3πnh̄c3

=
ω0µ2π

3nh̄
ρ(ω0)

(2.22)

where ρ(ω0) = ω2
0/(π2c3) is the local-density-of-states(LDOS), which indicates

the number of electromagnetic modes that a photon can occupy. So far the spon-
taneous decay constant in homogeneous environment has been derived, and the
result implies the decay rate is directly controlled by LDOS, the modification to
LDOS enables an enhancement to spontaneous emission [24].
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2.3.2 Spontaneous emission of single photons in inhomogeneous
environment

To investigate the QED in inhomogeneous environment which is charaterized by
lossless dielectric constant ε(r), we start from canonical Hamiltonian,

Ĥ = h̄ωxσ̂+
x σ̂−x + ∑

k
h̄ωk â†

k âk − ih̄ ∑
k
(σ̂−x + σ̂+

x )(gk âk − g?k â†
k) (2.23)

where σ̂+/−
x represents the Pauli operators of QD exciton. gk is the coupling

strength and can be expressed as gk(r) =
√

ωk
2h̄ε0

µuk(r). uk(r) are eigenmode pro-
files of the dielectric structure and can be used as basis for the electromagnetic
field such as,

Ê(r, t) = ∑
k
[

√
h̄ωk
2ε0

uk(r)âke−iωkt + h.c.] (2.24)

The Heisenberg equations of motion,ȦH(t) = (1/(ih̄))[AH(t), H] ,are applied
to Equation 2.23 to derive the operators,

dâk
dt = g?k (σ̂

−
x + σ̂+

x )− iωk âk
dâ†

k
dt = gk(σ̂

−
x + σ̂+

x ) + iωk â†
k

dσ̂−x
dt = −∑k(gk âk − gk â†

k)− iω0σ̂−x
dσ̂+

x
dt = ∑k(gk âk − gk â†

k) + iω0σ̂+
x ,

(2.25)

this set of equations can be performed with a Laplace transform and inserted into
Equation 2.24, to derive the exact electric-field operator.

To describe the electric field in photonic medium, the Green’s tensor
←→
G (r, r′; ω)

is a very useful expression which describes the field response at position r from
an oscillating dipole source at position r′. It is defined from,

∇×∇×←→G (r, r′; ω)− ω2

c2 ε(r)
←→
G (r, r′; ω) =

ω2

c2
←→

I δ(r− r′) (2.26)

The Green’s function can be expanded in mode functions as [12],

←→
G (r, r′; ω) = ∑

k
ω2 uk(r)⊗ u?

k(r
′)

ω2
k −ω2

(2.27)
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Considering a QD exciton in vacuum field, the electric field operator is [25]

Ê(r, ω) =

←→
G (r, r′; ω) · p̂(ω)

1− nd ·
←→
G (r, r′; ω) · ndα0(ω)

(2.28)

where p̂(ω) represents a quantum dipole source and α0(ω) is the bare polariz-
ability, they can be expressed as,

p̂(ω) = p̂[σ̂+(ω) + σ̂−(ω)] (2.29)

α0(ω) =
2ω0µ2

(h̄ε0)(ω2
0 −ω2)

(2.30)

Expand the quantum field operator based on these two expressions and rear-
range, one can get,

Ê(r, ω) =
←→
G (r, r′; ω)

[σ̂+(ω)(ω + ω0)
2 + σ̂−(ω)(ω−ω0)

2]

ω2
0 −ω− iωγ

(2.31)

where iωΓ(r, ω) is the self-energy term, It contains the information about spon-
taneous emission rate, which is,

γ(r, ω) =
2µ2

h̄ε0
nd · Im[

←→
G (r, r′; ω)] · nd (2.32)

so the Purcell factor is obtained by the definition that the ratio of decay rate in
actual environment, to the decay rate in a homogeneous medium, since the spon-
taneous decay constant is proportional to LDOS,

FP(r, ω) =
nd · Im[

←→
G (r, r′; ω)] · nd

nd · Im[
←→
G hom(r, r′; ω)] · nd

(2.33)

where nd · Im[
←→
G hom(r, r′; ω)] · nd = nω3/(6πc3), this can be derived from the

result of decay rate in homogeneous environment.

2.3.3 Purcell factor derivation in a photonic nanocavity

The expression for Purcell factor can be derived further, until a more practical
form combined with the spatial mismatch term, spectral mismatch term and the
term of optimal factor with positioned source. It will also involve the ratio of



2.3. Coupling single QD with nanobeam structure 15

Q/V, implying the influence from cavity performance and mode profile applied
to Purcell enhancement.

The Green tensor can be expressed with LDOS, by using Equation 2.27 [12],

nd · Im[
←→
G (r, r′; ω)] · nd =

πω

2
ρ(r, ω) (2.34)

Substitute it with Equation 2.32, one can get,

γ(r, ω) =
πω0µ2

ε0h̄
ρ(r, ω) (2.35)

So now the Purcell factor is,

FP(r, ω) =
γ(r, ω)

γ0

=
3π2c3

nω2 ρ(r, ω)

(2.36)

In most cases, the nanobeam cavity supports single transverse non-degenerate
mode. Based on this assumption, the Green tensor of Equation 2.27 can be written
as [25],

←→
G (r, r′; ω) = ω2 uk(r)⊗ u?

k(r
′)

ω2
0 −ω2 − iωΓ0

(2.37)

where Γ0 is the linewidth of cavity resonance profile, Γ0 = ω0/Q. Combined with
Equation 2.36, it leads to a new form of LDOS,

ρ(r, ω) =
2
π

ω2Γ0

(ω2
0 −ω2)2 + ω2Γ2

0
|uk(r)|2|êd · êc|2 (2.38)

Substitute the LDOS with the expression in Equation 2.36, and introduce the ex-
pression for effective mode volume Ve f f =

∫
V ε(r)|uk(r)|2d3r/max[ε(r)|uk(r)|2].

After some rearrangements, one can get,

Fcav
P (r, ∆) =

3
4π2 (

λ

n
)3 Q

Ve f f
·

ω2
0

∆2 · 4Q2 + ω2
0
· ε(r)uk(r)|2|êd · êc|2

max[ε(r)|uk(r)|2]
= Fmax

P · δ f · δx

(2.39)

where Fmax
P is the optimal Pucell factor with positioned source, δ f defines the

spectral mismatch and δx defines the spatial mismatch, especially, |êd · êc|2 in-
dicates the mismatch of dipole oscillating direction between emitter and cavity
mode.
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2.3.4 Spectral diffusion

As shown previously, the solid-state cavity QED can further enhance the ap-
plication of self-ensembled QD as a very promising on-chip SPS. However, the
unavoidable interactions between QD and its adjacent solid-state environment
broadened the photoluminescence (PL) spectra, leading to a linewidth usually
much broader than the transform-limited value. On the other hand, the transform-
limited linewidth is a crucial requirement for quantum key distribution or quan-
tum repeater, that the applications need frequency-locked photon source as es-
sential elements [26]. Thus the understanding and overcome the environmental
fluctuation entangled with QDs are required.

The broadening of linewidth is commonly ascribed to spectral diffusion, which
modulates the optical transition energy randomly due to the fluctuation of the
local electric field in the vicinity of QDs [27, 28, 29, 30]. The fluctuations origi-
nate from the randomly trapping or untrapping of charges due to the defect of
material. For a nanobeam structure with embedded self-assembled QDs, the de-
fect in the highly disordered wetting layer is one of the main contributions for
trapping charges [31]. Nonetheless, spectral wandering induced by the wetting
layer defects (WLD) is predominant only under above-band excitation, via the
ionization of excitons close to QDs, which is closely related to the power of exci-
tation. At deficient power of above-band-gap excitation, the mechanism of WLD
contributes negligible spectral diffusion [32]. Another governing source of trap-
ping charges is the defect provided by rough etched surfaces [33]. The trapped
charges create a d.c. Stark effect to the emitter, modulating the transition energy.
For the nanobeam cavity, this mechanism provides more significant charge trap
and dipole fluctuation, since the QDs usually are very close to the hole surfaces
or bulk edges. Both the defects in the wetting layer and etched surfaces show
a dependence on the excitation scheme, such that the lower strength of above-
band excitation causes less spectral diffusion. One possible solution for solving
the problem is by conducting resonance fluorescence on QDs, and together with
an additional weak above-band excitation [34], the photogenerated carriers may
fill up the traps on etched surfaces to lessen the spectral diffusion. In addition,
a PIN diode structure with embedded QDs is also an effective solution to this
problem [35].

The QD lineshape should be characterized to investigate and model the ef-
fect of spectral diffusion. In the linear response regime, it is determined by QD
susceptibility [36],

χ(t) ∝ f̂ [e(iω0−Γ0/2)t〈e−i
∫ t

0 dτδω(τ)〉] (2.40)

where f̂ denotes the Fourier transform, ω0 is the resonance frequency of QD and
Γ0 is the radiative linewidth. The statistical average is an integration over all
possible frequencies within time τ, and it indicates the underlying probability
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distribution of the environment. Thus this term reflects the spectral diffusion due
to a randomly varying environment. In the case of Gaussian profile fluctuation
and exponential correlation function, the statistical average can be expressed as
[34],

〈e−i
∫ t

0 dτδω(τ)〉 = e−Φ(t) (2.41)

with
Φ(t) = s2τ2

c [e
−t/τc +

t
τc
− 1] (2.42)

where s is the standard deviation of the correlation function and τc is the cor-
relation time. Assuming a long time measurement, the broadened linewidth for
QDs is a combination of natural QD linewidth with a Lorentzian shape Γ0 and the
contribution from fluctuating environment s2τc, the broadened linewidth is then
Γ0 + s2τc, This characterized model for the effect of spectral diffusion provides a
way to investigate the broadening in the experiment quantitatively.
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Chapter 3

Numerical Modelling of Nanobeam
Cavity

In order to explore and investigate the cavity QED with a single emitter, a cavity
with strong confinement of optical modes is required. The cavity has the ability to
modify the spontaneous emission rate of the quantum emitter. This chapter aims
to elaborate on deterministic design for photonic nanobeam cavity with high per-
formance. Section 3.1 briefly introduces the FEM method used in the modelling
of the nanobeam cavity. In section 3.2, the unit cell of a nanobeam photonic crys-
tal waveguide is simulated to design a properly located photonic bandgap. In
section 3.3, a cavity with ultra-high quality factor can be constructed by utilizing
and modulating the bandgap. Then, the wide cavity aiming to provide a more
friendly environment to the single emitter is designed and optimized in section
3.4. A more friendly environment implies a larger distance between the emitter
and neighboring air-semiconductor interface, to minimize the spectral diffusion
by weakening the Stark shift from dopants.

3.1 The finite-element method (FEM)

A frequency-domain finite-element method(FEM) with a perfectly matched layer
(PML) is adopted to model the nanobeam photonic cavity. The PML is crucial
for correct calculation of the mode volume, which should absorb all the outgoing
electromagnetic waves to simulate an open area. Between the cavity structure
and PML, buffer layers are applied to suppress the evanescent waves going into
PML, and the thickness of the buffer layer follows the λ/n rule [37]. Compared
to the time domain simulation, the frequency domain method is much more ef-
fective for extracting quality factor of an electromagnetic mode in a cavity. The
eigenmode equation in the frequency-domain FEM is,√

1
µ
∇× 1

ε
∇×

√
1
µ

H̃ = ω2H̃ (3.1)
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which is a combination of Maxwell’equations and second-order differential equa-
tion for H̃ ≡ √µH. The quality factor can be calculated directly from the real and
imaginary part of the eigenvalue, which is [37],

Q =
Re(ω)

2Im(ω)
(3.2)

3.2 Bandstructure calculation from unit cells

A photonic nanobeam cavity consists of many different unit cells, which form
a potential well with modified geometric parameters to enhance mode confine-
ment. Therefore, the dispersion relation for each unit cell should be studied, and
the corresponding pivotal band gap information should be grasped. The band
gap prohibits mode that falls in a certain range of wavelength, resulting in the
near zero transmission and near unity reflection. On the other hand, the band
edge has a large density of optical states (DOS) and the effect on transmission
and reflection is opposite to the band gap. Based on this property, the modula-
tion of band edge wavelength for different unit cells is like building a potential
well for propagating mode, is supposed to be a useful tool to construct a photonic
resonator.

Figure 3.1 (a) shows the model of a unit cell consisting of nanobeam waveg-
uide and a circular hole from COMSOL, with a lattice constant of 216 nm and
a hole radius of 60 nm. The purple color represents the GaAs material waveg-
uide, with a material refractive index of 3.46. Here we only simulate half of the
unit cell using symmetry in the structure to save computation power. There is a
cut in the bottom surface and alternatively applied with a perfect magnetic con-
ductor to mirror the guided transverse electric (TE) mode considered in our case.
Furthermore, the Bloch periodic boundary conditions are put on the slice surface
to make the domain infinite on its direction. The size of meshing is set to one-
fifth of wavelength inside GaAs material, which ensures a high resolution of the
simulation domain and a reliable result

Any periodic dielectric variation in one dimension leads to a bandgap, and
small variation leads to small bandgap [21]. The periodicity is set as boundary
condition, and parametric sweep for k-vector in the irreducible Brillouin zone
from 0 to π/a is conducted. Fourteen eigenfrequencies are searched for in each
sweeping step. Figure 3.2 shows the band diagram for the unit cell, with dimen-
sions described in the title of the figure. The dark area represents the light cone
and the bands of propagating modes are shown by curves inside the unit cell.
The inset plot is the band diagram after the conversion of y-axis to wavelength.
For the circular hole unit cell, the 1st-order mode, which is also called dielectric
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FIGURE 3.1: The model of a unit cell and its mode profiles. (a) The
model of half of a unit cell of nanobeam photonic crystal waveguide
built up by COMSOL. The purple solid represents the GaAs mate-
rial, being surrounded by air box. (b) The first one shows the profile

of dielectric mode, while the second one exhibits the air mode.

mode, corresponds to an electric field confinement mainly in the dielectric mate-
rial that is around the center of two circular holes. On the contrary, the 2nd-order
mode, air mode, corresponds to an electric distribution mainly inside the hole, as
indicated in Figure 3.1 (b). One can use either air mode to construct a downwards
potential well by the modulation of the band-edge wavelengths or the dielectric
mode but with a reversed well in construction.

3.3 Nanobeam photonic crystal cavity with parabolic
potential well

A potential well with the parabolic profile should be constructed to confine the
fundamental TE mode, which is normally realized by a parabolic profile modula-
tion to the mirror strength and is effective for a high-quality factor cavity design
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[38]. The band-edge wavelength(BEW) of the unit cell at the cavity center de-
termines the wavelength of the fundamental cavity mode, while the difference
between the BEW at the most outside hole at cavity to the BEW of the center unit
cell determines the potential depth. Therefore, the BEW of the central unitcell
should be slightly lower than the QD emission which is assumed to be 930 nm,
for the BEW of the outermost unit cell, it is designed to be around 970 nm for
appropriate depth of well, as illustrated by inset plot in Figure 3.3 (b). Figure 3.2
shows the band diagram of the outermost unit cell a5 in the cavity and notably
this unit cell also act as mirrors for the cavity, the bandgap is located between
754.3 nm and 972.6 nm, which ideally has a DOS of zero and suppresses the QD
emission.

FIGURE 3.2: Band diagram of the circular hole unitcell, with lat-
tice constant of 216 nm, radius of 60 nm and width of 300 nm. The
band gap prohibits light propagation between 754.3 nm and 972.6

nm. The grey color area represents the light cone.

TABLE 3.1: The lattice constants with quadratic variation.

Segment a0 a1 a2 a3 a4 a5 amirror
Lattice constant [nm] 201 201.6 203.4 206.4 210.6 216 216

The lattice constants follow a quadratic variation from the first hole to last
hole in the cavity. For each side of cavity structure, six holes are added in, with
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lattice constants a0, . . . , a5 respectively. According to the pre-set BEW of first and
last holes, the lattice constants of them can be determined, since the BEW strongly
depends on the lattice constant. Then by applying a quadratic function to a0 and
a5, and the set of lattice constants between them can be derived, as shown in
Table 3.1. The quadratic varying lattice constants result in the parabolic potential
well, as Figure 3.3 (b) depicted. The blue dots are the β2 corresponding to the
unit cell with different lattice constants, and the orange line shows the parabolic
fit to it, where β = ω/c is the eigenvalue of the optical modes at the edge of
the first Brillouin zone. The quality factor for this cavity is 3415 with 38 holes. In
conclusion, we have designed a nanobeam cavity, in which mirror strengths of the
holes are modulated by a parabolic profile. In the next section, we will transform
the straight nanobeam cavity to the wide cavity by utilizing and optimizing these
parameters.

FIGURE 3.3: The cavity design based on the parameters in Table 3.1.
(a)The cavity model and also its fundamental mode profile. (b) The
β2 of segments as a function of the unit cell position, which form
a parabolic potential well. The inset figure illustrates the band dia-
gram for the first segment a0 (black) and the last one a5 (red), the
green dashed lines shows the wavelength of 930nm which is as-

sumed to be the QD emission.



24 Chapter 3. Numerical Modelling of Nanobeam Cavity

3.4 Transformation to the "wide" cavity

3.4.1 The principle of the design

For the design of a nanobeam resonator coupled with a quantum emitter, not
only the cavity performance, in terms of quality factor and mode volume, should
be taken into account, but also the interaction between the cavity environment
and single emitter via Stark effect needs to be considered. The cavity perfor-
mance largely depends on the construction of the potential well and the geom-
etry of the cavity itself. A more compact structure often results in a cavity with
higher performance, for example, a dielectric bowtie photonic crystal structure
can provide extremely high Q-factor and ultra-low mode volume at the same
time [39]. However, there is often a trade-off between the cavity performance
and the spectral diffusion of a quantum emitter sitting inside the cavity. As in-
troduced in Chapter 2, the excitation process to quantum dots could induce ion-
ization of trapped charges which mainly gather in the WLD and etched surfaces.
The Coulomb interaction between trapped charges and quantum dots shift the
exciton binding energy. Therefore extending the distance between quantum dots
and air-semiconductor interface is desirable to minimize the spectral diffusion.
Moreover, placing the single emitter into a cavity can reduce the lifetime of spon-
taneous emission and meanwhile broaden the natural linewidth. By extending
the surrounding area, the broadened profile can be altered from inhomogeneous
to homogeneous, resulting in a narrow linewidth, Figure 3.4 (a) shows the sketch
of the design concept and the profile of the ideal cavity. In short, the center width
of the cavity should be stretched, but the waveguide width should be kept con-
stant as 300 nm, to ensure single mode propagating along the waveguide. If the
width of waveguide is wider than 300 nm, the waveguide is likely to support
higher-order TE modes, which causes the mix coupling of multi-mode. The max-
imum width at the center of the cavity is designed to be either 450 nm or 600 nm
and tapered down to 300 nm with a sinusoidal outline profile. The wider cavity
helps keep a linewidth of QD emission closer to transform-limitation. [2, 8].

Following the principles mentioned above, the actual cavity structures with
450 nm and 600 nm width are presented in Figure 3.4 (b) and (c). Compared
to the straight cavity in Figure 3.3 (a), the center width is stretched, and taking
out two center holes for 450 nm cavity and four holes for 600 nm cavity. For
both of the wide cavities, the boundary holes are introduced and located at the
intermediate between 1st and 2nd unit cell. Boundary holes are necessary here
to significantly enhance the quality factor. The cavity is the part inside the red
box, and the blue box shows the nanobeam waveguide together with the region
carried mirror holes. The mirror hole is defined as the unit cell that holds a band
gap entirely prohibits the resonant mode. The first end holes at both (b) and (c)
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are an ellipse with 50 nm minor axis and 90 nm major axis, the rest of holes are
circles with 60 nm radius.

FIGURE 3.4: The concept of a wide cavity, and the actual structure
models based the sketch. (a) A sketch shows the concept when de-
signing the wide cavity. (b) and (c) are the completed and optimized
structure models in COMSOL for the width of 450nm and 600nm,

respectively.

3.4.2 Optimization of lattice constants

The missing of holes and width stretching change the effective refractive index of
the unit cells. Therefore a compensation should be made. Generally, changing the
width has slight influence to the BEW, due to the plumb between the direction of
stretching and the periodic direction of the one-dimensional photonic structure.
However, the width of holes should be increased to reduce the scattering loss.
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Based on this, the first end holes are modified to be like ellipse. In addition, the
lattice constants are crucial for BEW and should be optimized further, to compen-
sate for the changing of effective refractive index.

Instead of only moving the position of holes around to optimize the confine-
ment of photonic cavity and that has been adopted a lot [40, 41], both the hole
position and the cavity size are optimized here. Either doing the optimization
over the position of holes or lattice constants, the principles are same, which are
the re-modulation of effective refractive index. Typically, for an three defect-long
(L3) cavity optimization [41], the displacement of holes not only narrow or extend
the unit cell of the individual holes, but also change size of the cavity. However,
the position of the holes and the size of the cavity are both crucial parameters
that determine the cavity performance [42]. Therefore, the optimization based on
lattice constants, as indicated in Figure 3.5, is adopted here to treat the unit cell
with a hole and bulk material independently, to look for the best combination of
them.

FIGURE 3.5: A sketch shows the parameters employed for opti-
mization. Note that in this step of lattice constant optimization, no

boundary holes are introduced yet.

The sweep of parameters as a function of quality factor and cavity resonance
are displayed in Figure 3.6. The illustrations from left to right are the sweep as
a function of quality factor and cavity resonance, as functions of a0 and a1; the
top side presents the results for 450 nm wide cavity while the bottom side shows
the 600nm wide cavity. The range of parameters in the sweep is shown in x- and
y-axis. Color-bar shows the magnitude of the corresponding values. The quality
factor is extracted by using Equation 3.2. Ten mirror holes are loaded on each
side of cavity during the parameter sweep. The requirement of leaving more
space around emitter in the 600nm wide cavity results in a much larger a0 than in
450nm wide cavity.

From figure 3.6 (a) one can see that the maximum quality factor for the 450nm
wide cavity is over 105. a0 = 170nm and a1 = 200nm are the optimized param-
eters. However, two aspects should be considered here. The first one is that the
cavity resonance should be at the range of 930 ∼ 940nm, to couple with and en-
hance the QD emission. The second is a larger a1 results in a less confined mode.
A over large a1 should be avoided because the coupling strength between emitter
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and cavity mode depends on the strength of the electric field at the position of
the single emitter [12]. The cavity resonance wavelength increases with both a0
and a1. The lattice constants of 174nm for a0 and 181nm for a1 are chosen, which
results in a cavity design with a quality factor of 4.5× 104 and cavity resonance
of 319 THz.

(a) (b)

(c) (d)

FIGURE 3.6: The sweep of lattice constants, as a function of quality
factor and cavity resonance. (a) and (b) are the sweep for the 450nm
wide cavity, while (c) and (d) show the sweep for 600nm wide cavity.

In comparison, the quality factor of 600nm wide cavity is much lower, due
to the weaker confinement of cavity mode resulting from extended width and
more missing holes. The highest achievable quality factor from Figure 3.6 (c) is
over 2.4 × 104. The high-quality factors are more likely to occur with a small
lattice constant a1, but in this condition, the mode maximum is moving away
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from cavity center. Figure 3.6 (d) is the color map for the 600nm wide cavity. The
cavity resonance is as a function of a0 and a1. It shows a similar trend with Figure
3.6 (b). Combined with the quality factor color map, the most suitable parameters
can be chosen as a0 = 330 nm, a1= 162 nm, resulting in a quality factor of 2.1× 104,
and 322 THz of cavity resonance.

3.4.3 The influence of boundary holes on the cavity

FIGURE 3.7: The performance wide cavity with different boundary
hole size, in terms of quality factor, Ve f f /(λ/n)3, and Purcell factor.

10 mirrors are used to construct the cavity.

A half circular hole that is located in the edge of the cavity surface can enhance the
quality factor of cavity further, without violating the rule of leaving enough space
to the emitter. The added-on boundary hole is illustrated in Figure 3.4 (b) and (c).
After the optimization of the lattice constants, the quality factor can achieve tens
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of thousands. Generally, the further improvement rely on the specific and accu-
rate dimension and position of holes, for example, conduct a parametric sweep
to a3, however, this will not help a lot since the more outer side holes are less
sensitive to the improvement of the quality factor. An alternative solution is to
introduce a boundary hole in the cavity, which enables a better confinement of
the optical modes.

The dependence of the cavity to the radius of the boundary hole is illustrated
in Figure 3.7. The range is swept from 1 nm to 40 nm. An over large hole radius
should be avoided due to the limitation of distance. Ten mirror holes on each side
of the cavity are considered in the simulation. Overall, the quality factor is closely
related with the radius of the boundary hole and the optimum occurs at around
28nm. Compared with the condition of no boundary holes are added, quality
factors for 450 nm cavity and 600 nm cavity can be enhanced by a factor of 2.2
and 2.5, respectively. By contrast, the mode volume is not sensitive to the radius
but still has a decreasing trend. Notably, the mode volume for 600 nm cavity is
smaller, which is attributed to a better lattice constant induced sharper confine-
ment to optical mode. The Purcell factor is calculated based on Equation 2.38, but
a modification has been made to be more suitable for a dissipative medium [43].
The utilized equation is,

F =
3

4π2 (
λ0

n
)3Re(

Q
V
) (3.3)

where the mode volume V is expressed as,

V =

∫
[Ẽ · ∂(ωε)

∂ω Ẽ− H̃ · ∂(ωµ)
∂ω H̃]d3r

2ε0n2[Ẽ(r0) · u]2
(3.4)

The ratio of Q and V generates the Purcell factor, thus Purcell factor also exhibits a
strong correlation with the radius of the boundary hole and experiences a similar
enhancement. The Purcell factor is calculated based on an emitter positioned in
the center of the cavity.

The variation of mode volume along increasing boundary hole radius can also
be viewed from electric field distribution. Ideally, one would expect the electric
field is accumulated around the position of the emitter, for effective coupling be-
tween cavity mode and the emission. Figure 3.8 displays the electric field distri-
bution at a different radius, the x-axis represents the distance from the cavity cen-
ter, while the y-axis shows the strength of the normalized electric field. Overall,
the electric field is approximately even in the first few peaks and closely followed
by a dramatic drop. For the more massive holes, the position with the strongest
electric field is moving toward the center, appearing in a decreased mode volume.

Notably, the position of placing the boundary holes are crucial and sensitive
to result. The optimum position should be at the where of second mode pattern



30 Chapter 3. Numerical Modelling of Nanobeam Cavity

located counting from the center; equivalently, it is the position of the second
peak from left in Figure 3.8. Moreover, the length of sinusoidal outline tapering
is a parameter that influences the quality factor, the overlong and over short span
both yield a weak result.

FIGURE 3.8: The electric field distribution from cavity center to
waveguide, with variable of different size of boundary hole, evi-

dencing mode profile improvement by larger hole size.

3.4.4 The influence of mirror elements on the cavity

After equipped with the optimum boundary holes, a certain number of mirrors
are loaded to the cavity, to calculate the intrinsic quality factor and the corre-
sponding scattering loss. The band diagram of the mirrors employed in this con-
text is presented in Figure 3.2. By loading more and more mirrors in, the cavity
becomes more and more decoupled to the waveguide. Meanwhile, the quality
factor, indicating the rate of the energy loss of the whole system, is expected to be
saturated to a specific value which is referred to the intrinsic quality factor, where
the photon-loss is dominated by the scattering, instead of transmission.

Figure 3.9 shows the calculation to the quality factor, mode volume and the
Purcell factor, as a function of the number of loaded mirrors on each side of the
cavity. Similar to the investigation presented in Figure 3.6, The intrinsic quality
factor for 450 nm cavity is approximately twice of 600 nm cavity, indicating the
lower scattering loss with less missing holes in the cavity. The intrinsic quality
factor can achieve 105 for 450 nm cavity and 6× 104 for 600 nm cavity. The Purcell
factor is calculated based on Equation 3.3 with a positioned emitter and follows
a similar trend with quality factors.



3.4. Transformation to the "wide" cavity 31

FIGURE 3.9: The performance of wide cavity with different number
of mirrors coupled in, in terms of quality factor, Ve f f /(λ/n)3, and

Purcell factor. The radius of boundary hole is 28 nm.

3.4.5 The transmittance of the cavity

A transmittance of near-unity through the cavity is always desired, from the per-
spective of effective extraction of photons emitted by the quantum dot. Trans-
mission spectrum at cavity resonance is conducted and shown in Figure 3.10, via
pumping light into the port of one side and collecting on the other side. For a
photonic cavity without the tapered outline, the transmission at resonance can be
calculated by [19, 38]

T =
Q2

sc
(Qwg + Qsc)2 (3.5)

where Qsc is the intrinsic quality factor, which is determinate for a specific design
and only dominated by scattering loss, as mentioned above. The Qwg is the total
quality factor for the cavity-waveguide coupled system. This equation conveys
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an important idea, which is, the value of Qsc determines the upper limit of Qwg,
under the premise of relatively high transmittance. Therefore, in the realization
such as the enhancement of decay rate that a high-Q cavity is wanted, Qsc should
be extremely high to ensure a considerable T, and this is another solid reason
for the optimization to the cavity towards high Qsc in the previous section. In
practical aspects, the Qwg with a high T is achieved by decreasing the number of
loaded mirrors to the cavity.

(a) (b)

(c) (d)

FIGURE 3.10: The transmittance at cavity resonance for (a) 450nm
wide cavity and (c) 600nm wide cavity, and the plot of transmission,
reflection and loss as a function of the number of loaded mirrors, (b)

for 450nm wide cavity and (d) 600nm wide cavity.

Back to the transmission spectrum illustrated in Figure 3.10, the two figures
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on the top present the calculations for the 450nm cavity, which involves the trans-
mission at cavity resonance, and the plot of transmission, reflection, and loss as
a function of the number of loaded mirrors. The two figures on the bottom show
similar calculations but for the 600nm cavity. Overall, loading more and more
mirrors drops the transmittance as expected, but steeper for the cavity with a
modulated outline. For a nanobeam cavity with a straight shape, the transmit-
tance is 25% at least even if Qwg equals Qsc, according to Equation 3.5. However,
the transmittance is only 1.7× 10−3 for the 450nm cavity when coupled with nine
mirrors, and 2.8 × 10−4 for the 600nm cavity after combined eight mirrors, al-
though the performance for transmission with very few mirrors looks good. This
difference indicates the mechanism of scattering loss for the cavity with the mod-
ulated outline is more than without modulation; in particular, the out-of-plane
loss caused by the refraction at the air-semiconductor interface. Consequently,
the number of coupled mirrors should not be a lot when transform to the fab-
rication process and the following measurement, to guarantee a relatively high
extraction efficiency. Another aspect that should be noted is the blue-shift of cav-
ity resonance with a different number of loaded mirrors, which is because a more
confined cavity with increased mirror number, resulting to a shorter cavity length
and therefore shorter resonance wavelength. The amount of shifting is significant
for the first few mirrors and keeps nearly unchanged with many mirrors.

In the simulation, two ports are added to both sides of structure model, as
illustrated in Figure 3.4 (b) and (c), one of them is set as the excitation source, and
simultaneously collecting light from the both. Thus, the efficiency of transmis-
sion and reflection of the pump light can be calculated and also the loss can be
extracted. Along with more and more mirrors coupled in, the transmission closes
to zero, and the reflection closes to unity. The loss increases at the beginning and
drops at the end, due to the coupling-in efficiency is rather low, and almost none
of pumping light is transmitted after many mirrors loaded.

3.4.6 Temperature-dependent cavity resonance

Figure 3.11 shows that the cavity resonance reacts to the temperature from 6K
to room temperature. The QD-cavity coupled system should be operated at a
cryogenic temperature to investigate the interaction, due to de-phasing of QD
originated from the phonon influence. Furthermore, the process of detuning is to
adjust the degree of spectral matching by varying temperature. So how the cav-
ity resonance based on GaAs material reacts to the temperature is worth to study.
The index of effective refractive is referred to as [44]. In conclusion, the cavity res-
onance varies linearly with temperature and the resonance shift is approximately
16 nm from 6K to room temperature.
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FIGURE 3.11: The simulation of dependence between cavity reso-
nance and temperature, based on the GaAs effective refraction index

from [44].

3.5 Cavity simulation with embedded dipole

In the previous section, we assume the QD is positioned in the center of the cavity,
to calculate the Purcell factor. However, in this thesis work, the self-assembled
QDs of the samples are randomly grown on the wafer with randomly oscillating
direction. Therefore, it is necessary to figure out how theses two random factors
influence the Purcell effect applied to the embedded emitter.

For a dipole with arbitrary oscillating direction, we can project the oscillation
into x- and y- axis. The calculated Purcell factors along these two orthogonal di-
rections are then noted as Px and Py, which have inserted x- and y- projection
of the Ẽ(r0) into Equation 3.4, respectively. Figure 3.12 (a) and (b) map out the
calculated Px and Py at every positions in the cavity. The discontinuity of Pur-
cell factors is presented in the boundary of GaAs and air as expected, due to the
significant difference in refractive index. Assuming that only the area in the cav-
ity center is interested, there is an apparent contrast between Px and Py emerged
from comparing the Figure 3.12 (a) and (b), proving the effectiveness of the de-
signed cavity. Overall, Figure 3.12 (a) and (b) have revealed how an arbitrary
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embedded QD response to the cavity, in terms of the Purcell effect. Figure 3.12
(c) illustrates the logarithm of the proportion of Py and Px. By measuring the fast
and slow decay rate of the QD, and calculating the proportion of them, the more
accurate possible positions where the QD locates can be speculated. The curve of
magenta color is an example for this and will be introduced in Chapter 6.

FIGURE 3.12: The calculated Purcell factors at every positions in the
cavity, for a dipole oscillating along (a) x- and (b) y- direction. (c)

shows the logarithm of proportion of Py and Px.
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Chapter 4

Introduction to Sample

This chapter introduces the fabrication of the sample, primarily, three key pro-
cesses, electron-beam lithography, dry etching, and wet etching are elaborated in
section 4.1. Some SEM images showing the patterned nanobeams with different
scopes are shown in section 4.2.

4.1 Fabrication process

The investigated InAs quantum dots are embedded into a thin layer ( 160 nm) of
GaAs on top of AlGaAs which serves as sacrificial layer. The raw sample is grown
in the group of Prof. Wieck. The nanofabrication is carried out by members (Zhe
and Asli) of the Quantum Photonics Group under the supervision of Leonardo
Midolo. The layer structure of the nanobeam sample before nanofabrication is
shown in Figure 4.1 (a). Size of the chip is 5mm × 5mm. The fabrication of the
sample includes three steps in general, which are electron beam lithography, dry
etching, and wet etching processes. The nanobeam sample is patterned by using
the recipe of ZEP520 (Elionix 125keV) that is designed for all GaAs substrates. An
example of patterned sample is shown in Figure 4.2. The processing time takes
approximately one day but was not executed with this thesis work. The recipe
consists of 6 steps as following:

(1) Clean wafer: Flush the sample with acetone and IPA, then immediately
blow dry by nitrogen.

(2) De-oxidation: Put the sample in diluted phosphoric acid (1:10) for 1 minute

(3) Adhesion layer: Evaporate 2 nm of Ti for improved ZEP adhesion.

(4) Spin-coat: Spin-coat Zep 520 resist at 2050 rpm for 60s, and then bake on
hot plate at 185C for 5min.

(5) E-beam exposure: Expose patterns with PEC by Elionix F125 (125kV) with
a clearing dose of 350 uC/cm2.
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(6) Development: Develop 60s in n-Amyl acetate that has been cooled down to
-5C, then rinse in IPA for 10s, and followed by nitrogen dry.

4.1.1 Electron-beam lithography

Electron-beam lithography is a crucial step carving out the custom shape on the
thin layer of GaAs, by shining a focused beam of electrons to the surface coating.
As shown in Figure 4.1 (b), a very thin film (ZEP) is covered on the surface, which
is a high-performance positive electron-beam resist. The scanning electron beam
changes the solubility of resist, causing the shined area being removable with
dry etch. Notably, the figures only depict the principle and steps of fabrication,
without showing the exact surface pattern of structure.

4.1.2 Dry etching

After electron-beam lithography, the pattern can be removed by exposing a plasma
of reactive gases (Cl2 and BCl3). The process can empty the materials which has
no ZEP covered above, as Figure 4.1 (c) depicted. In contrast to the wet etching,
the dry etching has the unique ability to conduct an anisotropic etching, which is
preferred for fabricating a nanostructure with deep holes. Then the ZEP resist is
removed by NMP at 70C for 10min, cleaned by IPA and dried by nitrogen.

4.1.3 Wet etching

Wet etching is a supplemental process to dry etching which uses liquid chemistry
to remove the underlying of thin GaAs membrane. Etching time determines the
length of the etches along the substrate surface. Figure 4.1 (d) shows the process
by the HF solution, and it can be seen that the border of the etched area can exceed
the border of dry etching and make it hollow. As a result, the GaAs nanostructure
will be overhead and surrounded by air. Figure 4.1 (f) is the SEM image with
aerial view, showing the hollow underlying and overhead structure.

Several different liquid chemicals are used for the wet etching of the wide
cavity. In the beginning, the sample is placed inside a boat and immerses in HF
solution with 5% concentration, soaking time is kept to 30s. Afterward, the liquid
changes to H2O2 to remove photoresist residual. Then H3PO4 (1:10) is used to
clear oxide layer. At last, the liquid is replaced by IPA to prepare for critical point
dryer. Every time for liquid exchange, a certain amount of water is necessary to
dilute residual liquid.
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FIGURE 4.1: Schematic diagram of the fabrication process. (a) shows
the layer structure of sample before nanofabrication. The electron-
beam lithography process is depicted by (b) in which ZEP is covered
on the sample surface. (c) and (d) are the processes of dry etching
and wet etching, respectively. (e) shows the overhead GaAs mem-
brane after nanofabrication and (f) is an aerial view to the realistic

after-fab structure.

4.2 Scanning electron micrograph of structures

Figure 4.2 shows three SEM images with different scopes. It is notable that the
fabricated structures are only wide cavity with 450nm width, with sweep param-
eters of outside hole radius and the number of loaded mirrors. The radius of the
outside hole is varied from 20nm to 40nm with a 10nm interval, for each different
radius, the number of coupled mirrors can be 1, 2, 3, or 9.
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FIGURE 4.2: SEM pictures to the sample with different scopes.
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Chapter 5

Experimental investigation at Room
Temperature

This chapter introduces the experimental work at room temperature, which aims
at characterizing the resonance wavelength and quality factor of the wide cavity.
The first section (Sec. 5.1) of this chapter introduces the optical setup, which is
then followed by the measurement results in the section 5.2. In addition, we in-
troduce the coupling of light into the cavity and demonstrate a preliminary trans-
mission spectrum. Lastly, a statistical analysis is given for the cavity structures
with different geometrical parameters.

5.1 Optical setup

Figure 5.1 shows a schematic representation of the experimental setup at room
temperature for the transmission measurement of the (wide) cavity structures.
A super-continuum laser light (SuperK, NKTphotonics) is used as a broadband
light source, which is utilized in combination with a spectrometer to investigate
the resonant transmission peaks within a wide wavelength range (780 nm - 1130
nm). The laser light is coupled into the (wide) cavity through a on-chip circular
grating coupler after passing through multiple beam splitters (BS). The leftmost
BS is used to couple a white-light source (WS) into the optical setup, which is
the light source for the imaging. The middle BS is used to guide the signal into
the spectrometer, via the reflections from two mirrors which provide the freedom
that is required to adjust the beam direction. Then, the propagated light passes
through the rightmost (50:50) BS and its reflection port is aligned with the detec-
tor head of the power meter (Thorlab PM100D)) for monitoring the input power,
as a reference. The second port of the middle BS is aligned to the charge coupled
device (CCD) camera for displaying the images of the structures, which are re-
flected back on the CCD through the BS. The spectrometer is equipped with low
(800 g/mm) and high (1200 g/mm) resolution gratings to diffract the incoming
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light. An optical density filter of 2.0 is used here for ensuring the detection inten-
sity of the spectrometer to be far away from saturation. The sample is mounted
on a three-axis translation stage and positioned in the focal area of the objective
lens.

FIGURE 5.1: Schematic of the experimental set-up. Simplified ex-
perimental setup for the optical characterization. The optical signal
is derived from a SuperK laser is sent into a (50:50) BS, where half of
the light is coupled in to the WS in order to be used for imaging. The
light propagated through the leftmost BS is then splitted into two by
the second BS(50:50). Lastly, the propagated light is coupled in to the
structures on the sample through the objective lens to perform the

transmission characterization at room temperature and pressure.

5.2 Transmission measurements

5.2.1 The alignment of in- and out- coupling light

This section explains the optical characterization of the wide cavity, in particular,
the influence of the number of mirror holes and the size of the boundary hole
on the cavity quality factor and resonance wavelength. Sixty geometrical struc-
tures with different parameters are measured and characterized. Specifically we
designed (and fabricated) three different groups of structures, which are coupled
with 1, 2, or 3 mirror holes on each side of the cavity. For each from the groups,
the boundary hole size is tuned from 20 nm to 40 nm, as illustrated in the inset
of the Figure 5.4. The transmission measurement is by the SuperK laser source
on one of the circular grating couplers (that are patterned to be on the sides of
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the cavity, as seen in the Fig. 4.2 (c) ) which is then assigned as the input coupler.
The transmitted light through the cavity is collected through the second circular
grating coupler (output coupler). A grating coupler is a periodic structure with
several grating teeths that are able to couple the light directed on it vertically
(out-of plane) to the waveguide mode. The type of the vertical coupler used here
can provide a coupling efficiency as much as 10%.

The in-coupling of light needs to be optimized for the effective light extrac-
tion. One of the important criterion is to provide a sufficient overlap between
the collection port and the transmitted light. This alignment process is done by
vertically shining the defocused laser pattern into the input coupler, in order to
display a bright transmitted light for bringing the collection port to the bright
spot.

In Figure 5.2, we demonstrate a successful coupling between light and the
cavity. The difference between the brightness on the input and output couplers
indicates the low efficient coupling of the grating couplers. In addition, the light
pattern, seen in the middle of the cavity points out that there are considerable
amount of leaky modes due to the scattering.

5.2.2 Transmission spectrum

The transmission response of the cavity is monitored based on the direct detec-
tion method shown in the Figure 5.3. The multi-terms Lorentz fit is applied to
the initial data points to treat different contribution individually; meanwhile, it
helps to analyze the origins of the peaks. The R-square of the all-inclusive fit is
0.9194. Overall, two peaks have manifested stronger brightness and narrower
widths than the others, which corresponds to different mode-field distributions
as shown in Figure 5.3 (b) inset. This transmission spectrum is supported by the
FEM simulation presented in Figure 5.3 (a). The deviation of the specific wave-
length and the interval over peaks between the FEM simulation and the experi-
mental result is attributed to the fabrication deviation. The peaks other than two
sharps are possibly resonant modes spaced by free spectral range (FSR), gener-
ated from the boundaries of two circular grating couplers.

The sharp peak at 941 nm has a narrow linewidth of 0.98 nm extracted from
the Lorentz fit, resulting in a quality factor of 960, based on the equation,

Q =
f0

∆ f
≈ λ0

∆λ
(5.1)

where ∆λ ≈ λ2

c ∆ f is used to convert the spectral width into wavelength unit [45].
This peak corresponds to the fundamental cavity mode in which the mode-field
is confined in the center. Similarly, the other sharp peak which is classified to a
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second order mode has a central wavelength of 960 nm and FWHM of 3.79 nm,
corresponding to a Q-factor of 253.

FIGURE 5.2: Alignment of the pump laser light on the circular grat-
ing coupler. (a) The CCD camera image shows in- and out- coupling
between laser light and the circular grating couplers. The bright spot
above the cavity is emerging from the leaky modes. (b) a defocused

beam pattern on the bulk area.
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FIGURE 5.3: An example of the transmission spectrum for the cav-
ity coupled with three mirror holes on each side. (a) A verified
transmission spectrum by FEM simulation. (b) the experimental
transmission spectrum. Two sharp peaks corresponding to dif-
ferent mode profiles that is depicted by inset illustrations. The
black dashed line represents the Lorentz fit applied to recorded data
points(blue dots), while the solid red line shows the sum of fits over

the Lorentz fits and baseline.

5.2.3 Statistics of cavity quality factor of 60 copies

Figure 5.4 shows a plot of the transmission measurement results over 60 struc-
tures at room temperature. These 60 structures are classified by both the number
of mirrors and the radius of the boundary holes, as mentioned above. The num-
ber of mirrors that have been loaded to each side of the cavity is represented



46 Chapter 5. Experimental investigation at Room Temperature

by n in the figure legend, correspondingly, the red dotted box in the inset figure
illustrates the number of mirror holes from one to three. The triangular, circle
and square represents the boundary hole size of 20 nm, 30 nm, and 40 nm, re-
spectively. The profile of the boundary holes is depicted in the inset figures by
blue dotted circles. For the sample, the actual boundary hole size is hard to be
extracted from the scanning electron micrograph (SEM) pictures due to the non-
round hole shape. Because of that case just the design hole sizes are analyzed.

Conclusively, the quality factors show an absolute dependence on the num-
ber of mirrors, whereas the reliance on the boundary hole size is not as signif-
icant. From the statistic plot, we can deduce that the quality factors from just
one mirror loaded on each side of the cavity are principally distributed between
400 - 500. For the two mirrors, the Q-factors have an broad distribution around
600. The scattering distribution is more extensive for three mirrors, the low Q-
factors below 300 and high Q-factor above 1100 can be found. One reason for the
ambiguous dependence on the boundary hole size is the fabrication deviation,
that caused the incomparability between structures with different hole sizes; the
second reason could be the fabricated non-round outline shape caused by the E-
beam etching process has raised the scattering loss. It is worth noting, that the
possible short coherence time of the broadband superK limits the quality factor
that could be determined.
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FIGURE 5.4: The quality factors from the 60 copies are statistics of
the function of cavity resonance. The different symbols and colors
represent the following: triangular - 20nm boundary hole radius;
circular - 30nm boundary hole radius; square - 40nm boundary hole
radius; blue - 1 mirror hole coupled on each side; red - 2 mirror holes
loaded on each side; black - 3 mirror holes coupled on each side. The
inset figure points out how the different parameters look like in the
structure: the red dotted box shows the combined number of mirror
holes from 1 to 3; the blue dotted circle exhibits the profile of the

boundary hole with different sizes.
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Chapter 6

Experimental investigation at
Cryogenic Temperature

This chapter presents the experimental results at cryogenic temperature, to pri-
marily study the modification of spontaneous emission of QD in a cavity. Section
6.1 introduces the optic setups of the experiment, where we perform photolu-
minescence (PL) measurements and lifetime measurements. The former aims to
characterize the spectral separation between the cavity mode and QD emission,
and the results are introduced in section 6.2. The lifetime measurement is used
to determine the decay rate of spontaneous emission at different temperatures,
detailed in section 6.3. In the last part, results from the two measurements are
correlated and discussed.

6.1 Optical setup

The experimental setup is shown as a sketch in Figure. 6.1. The sample is mounted
inside cryostat (Montana Instruments) which is equipped with a microscope ob-
jective (NA = 0.85, Olympus). The sample sits on a piezo motion controller (at-
tocube systems, AG) that allows a three-axis displacement. The Montana cryo-
stat uses the pulse-tube refrigeration technique with precise temperature control
so that a range from 6K to room temperature is achievable in mK resolution. A
turbo pumping station (Pfeiffer Vacuum, HiCube 80 Eco) is used to maintain a
high vacuum environment. The vacuum is important in order to avoid H2O crys-
tal forming on the sample when we cool down. The pumping process normally
takes several hours, and in the end, the pressure is down to around 1 × 10−6

mBar. The Ti: Sapphire laser (Spectra Physics, Tsunami) is used to excite the InAs
QDs with 780 nm laser in the above band-gap excitation scheme, in which the
incoming photons drive the electron to the conduction band of the GaAs mate-
rial, then the electron spontaneously decays to the conduction band of the QD,
and is closely followed by a combination with a hole in the valence band of the
QD by emitting a photon. The spent time for this process is dependent on the
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lifetime of the QD emission at a specific temperature. Therefore, the measured
lifetime should be in principle longer than the strict decay time determined from
a resonant excitation scheme [46].

FIGURE 6.1: Schematic of the experimental set-up.

The sketch of setups can be seen in Figure 6.1. Two 50:50 beam splitters are
used here. Following the light path deriving from the laser source, the first beam-
splitter(BS) plays the role of coupling in the broadband white light source in, in
order to image the sample. An optical density filter (DF) is used to control the ex-
citation intensity. The pinhole is a useful tool to block the signal from unwanted
background and only focus on the QD. On the collection side, the signals can ei-
ther go into a CCD camera (Andor, iKon) or a spectrometer (Oxford Instrument,
Andor SR500-B1) by a flip mirror. Furthermore, there is another flip mirror in-
side the spectrometer to either analyze the emission spectrum, or to take a decay
curve to determine the lifetime.
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6.2 Photoluminescence Spectroscopy

After the transmission measurement at room temperature investigating the cavity
resonance characteristics, the sample is moved into the cryostat and cooled down
to 4K. The QDs should be placed in a cryogenic environment to minimize the
phonon dephasing induced by thermal interaction. The QD emits an insufficient
amount of photons above ∼35K.

For maximizing the coupling strength between the quantum dot and the cav-
ity mode, spatial, spectral, and polarization overlap needs to be achieved. In the
case of spectral- and spatial-mismatch the coupling is reduced and leads to a re-
duced Purcell effect. This is particularly difficult to achieve as the self-assembled
QDs of our samples are randomly grown on the wafer and the emission wave-
length is also different for each QD. By fabricating many copies of the same struc-
ture, there is a higher probability of finding a perfect coupled system between
single QD and cavity.

FIGURE 6.2: The photoluminescence at different temperatures,
under an excitation power of 100µW, displaying temperature-
dependent tuning of QD emission wavelength. The red dotted line
shows the wavelength shift of the QD emission that is being inves-

tigating.
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The cooling down of sample should make the cavity resonance of the nanobeam
structure undergo a blue shift, due to the temperature-dependent refractive index
of GaAs. Although the change of refractive index with temperature of GaAs is
well understood and the simulations can predict the wavelength tuning of the
cavity resonances, a precise prediction is not possible due to unknown sample
parameters, such as the dimension of non-round boundary hole. Therefore, the
spectral position of cavity resonances is determined by the high-power photo-
luminescence measurement where the power-broadened lines of QDs allow us
to see the cavity resonance. In the bulk area, i.e. unpatterned area, the quantum
dot density is very high, and single spectral lines are hard to be resolved in the
spectrometer with the 1800 L/mm grating. However, in the nanostructures, sin-
gle quantum dot lines can be resolved. So the experiment and results shown in
this section will only focus on the structure with QD coupled in.

Figure 6.2 shows the measured PLs at different temperatures, under an exci-
tation power of 100 µW. The emission wavelength of QD experiences a red-shift
with increasing temperature, whilst the intensity of the emission drops.

6.2.1 Multi-fit to photoluminescence

The high density of QDs on the wafer and the existence of a cavity suggests that
the PL spectra should be fitted with a Gaussian and a Lorentz function at the same
time. Figure 6.3 shows the fitting to the PL spectra collected under an excitation
power of 40 µW, at 6K and 30.9K. As mentioned before, the actual temperature of
the sample itself might be higher than of the environment due to the silver paint
between the holder and the sample. The wavelength range of the PL spectra is
from 890 nm to 930 nm and only the region between 909 nm and 912 nm displays
peaks, thus we assume this is where the cavity resonance is located. The profile
of multi-peaks in the PL spectra look like individual QDs with different spectral
detuning from cavity resonance, which leads to the center peak being stronger
than the side peaks. To prove whether the emissions are enhanced by the cavity, a
fitting function with a combination of Gaussian and Lorentz profiles is applied to
raw PL spectra. The mechanism of adding the individual fits to the peak strongly
depends on the count rate and the profile of the target emission. Therefore, the
number of fitted QDs in the PL at 30.0K are less than at 6K.

The R-square of the fitting is 0.91 for the PL at 6K and 0.83 at 30.9K. The blue
curve represents the fitted QDs emission, while the red curves show the cavity
profile. The pink curve illustrates the sum over the different contributions. One
notable fact on this fitted PL spectra is that the QD exhibiting the strongest count
rate has a shorter wavelength than the cavity resonance at 6K, in other words, a
negative detuning. At 30.9K, the QD emission has already been tuned to a larger
wavelength than the cavity resonance. This roller coaster detuning indicates the
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QD and cavity resonance can be coupled spectrally at a temperature between 6K
and 30.9K. Therefore, the QD with the most robust brightness has been investi-
gated, and the corresponding information are extracted from the fitting and will
be detailed in section 6.2.3.

(a) (b)

FIGURE 6.3: Examples that implement a multi-fit to analyze photo-
luminescence spectra. (a) The multi-fit to PL spectra recorded at 6K.
The solid red line shows the Lorentz fit applied to a cavity profile,
while the solid blue line illustrates the Gaussian fit applied to QD
emission profiles. The solid pink line represents the sum over all of
the fits to data points (blue dots). A zoom-in figure that only shows
the interesting region is exhibited in the bottom. (b) shows the same

thing but at the temperature of 30.9K.
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6.2.2 Power-dependence of cavity and QD

The photon-photon interaction is essential and needs to be exploited in many
applications concerning quantum information processing [47]. Coupling a single
QD strongly in the cavity can pave a way to the interaction based on photons via
nonlinearity [48, 49]. The mechanism of nonlinearity in a QD is that a two-level
system can only absorb one photon at a time. Therefore the incoming resonant
two- or higher-photons can be transmitted partially, and the entanglement can be
generated during the process [50]. The QD stays passive without any excitation.

FIGURE 6.4: The response of QD and cavity to different excitation
powers. (a) and (b) display the amplitude and area under Gaussian
fit to QD emission, while (c) and (d) show the amplitude and area

under Lorentz fit to cavity.

Figure 6.4 (a) and (b) show the saturation behavior for a single QD. Figure 6.4
(a) shows the max amplitude of the Gaussian peaks from the fitting of the QD
spectra, and Figure 6.4 (b) presents the integrated area of the Gaussian peaks. It
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is clear that the QD saturates, and the saturation power should be between 2 µW
and 20 µW. Unfortunately, there are no powers between that have been investi-
gated. Hence the specific saturation power is not possible to be fit extracted.

In contrast, the cavity shows a linear relationship with the pumping power,
that is, the more photons oscillated in the cavity leads to more energy restored.
Figure 6.4 (c) and (d) show this linear dependence. Figure 6.4 (c) is the plot of
amplitudes of Lorentz peaks from the fitting over the cavity, as a function of dif-
ferent input powers. Figure 6.4 (d) shows the integrated area of Lorentz peaks
with different powers.

6.2.3 QD-tunning in cavity as a function of temperature

Information regarding the characteristics of the cavity and the coupled QD is ex-
tracted from the PL fitting and illustrated in Figure 6.5. It covers the data over
six different temperatures between 6K and 30.9K. Figure 6.5 (a) shows the tuning
of cavity resonance with the error bar, as a function of temperature. Overall, the
cavity resonance is nearly unchanged with the temperature, and the majority is
distributed around 909.69 nm. The cavity resonance under 30.9K has a consid-
erable error due to the low count rate of the PL signal, as shown in Figure 6.5
(d). However, based on the simulation indicating the dependence of temperature
to the cavity resonance, as shown in Figure 3.11, a shift of 0.15 nm is expected.
The reasons for the low count rate are the unavoidable fitting error and the mis-
matched doping of GaAs during the growth process. For example, the detuning
of self-assembled InAs QD embedded in GaAs structure, as reported in [51] and
[52], also exhibit a different speed of detuning with increasing temperature. In
contrast, the QD emission has a perfect tuning track with the temperature and
an approximately 0.6 nm shift is achieved. For the data under the same tempera-
ture, but in different excitation powers, a good overlap is observed. We argue that
the count rate of peaks in the PL spectra is the key factor influencing the quality
of fitting. According to the information extracted from the cavity and QD, the
detuning can be obtained as shown in Figure 6.5 (d). Overall, the detuning at dif-
ferent powers has a good consistency, and the extent of detuning is from roughly
-0.2 nm to +0.4 nm. Figure 6.5 (d) shows the decrease of the amplitude of QD
emission along with the increasing temperature. The brightness decreases slowly
from 6K to 20K and rapidly above that. One reason could be, as investigated [53],
the PL of QDs drops with the temperature increases. Another possibility is, the
optimization of the count rate is insufficient after the tuning of temperature, as
the sample could drift during the process.
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(a) (b)

(c) (d)

FIGURE 6.5: Temperature dependent information extracted from the
PL fits. (a) The cavity resonance change is small varies temperatures
from 6K to 30.9K. (b) The QD emission shifts at the temperatures
varies from 6K to 30.9K. (c) The detuning of the QD to the cavity
resonance at different temperatures. For each set of data, the lin-
ear guide to the eye is shown. (d) The amplitude of the Gaussian
fit to the QD emission, under different temperatures. For all of the
figures, three different excitation powers, 40µW, 80µW and 140µW,

are performed.
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6.3 Lifetime measurement

6.3.1 QD decay in bulk

(a) (b)

FIGURE 6.6: PL decay of a QD in the bulk, measured with a non-
resonant excitation scheme. (a) and (b) presents measures to two
different QDs. For each of them, the top figure shows decay curves
of QD (blue), the fit to decay data(red), and the IRF (green). The

normalized residual of fitting is displayed at the bottom.

The lifetime of two typical QDs in the bulk area is measured and shown in Figure
6.6. The solid red line shows the single-exponential fit to the data, and the green
line is the measured instrument response function (IRF); moreover, the normal-
ized residual of the fitting as a function of time is shown at the bottom. There
are three different QDs in total in the bulk that have been measured, but only 2
of them are presented here. The measured QDs are chosen based on the criterion
that the position of QDs should be far away from the side wall. Due to the low
count rate from the emission of QDs, the acquisition time is rather long (5 min),
therefore the background counts (black dashed line) is high. One of the two QDs
is measured with a decay rate of 0.54± 0.03 nm−1, and another one is with decay
rate of 0.53± 0.05 ns−1. The third measured bulk QD which is not presented here
has a fast decay rate of 0.54 ± 0.04 ns−1. On average the three QD have a decay
rate of 0.54 ± 0.04 ns−1, corresponding to a lifetime of ∼ 1.87 ns.



58 Chapter 6. Experimental investigation at Cryogenic Temperature

6.3.2 QD decay in cavity

(a) (b)

FIGURE 6.7: PL decay of QD that is coupled in cavity, measured
with a non-resonant excitation scheme. (a) and (b) presents mea-
sures at 6K and 30.9K, respectively. For each of them, the top figure
shows decay curves of QD (blue), the fit to decay data(red), and the
IRF (green). The normalized residual of fitting is displayed at the

bottom.

The lifetime of QDs coupled with the cavity is presented in Figure 6.7. The (a)
and (b) show the results at 6K and 30.9K, respectively. In contrast with the decay
in bulk, the decay in the cavity is fitted with a bi-exponential function due to
the co-existence of bright state and dark state, as introduced in section 2.2.1. The
dark state exists in the QD coupled to a cavity and in the bulk QD, but the rate of
the spin-flip process strongly depends on the distance from QD to the structure
surface [11]. Therefore, the slow decay in the cavity cannot be ignored, whereas in
the bulk the spin-flip process is negligible. For the measured decay under 6K, we
measure a "fast" and a "slow" component, according to their relative decay rates.
The fast component of decay rate is 16.51± 0.09 ns−1, corresponding to a lifetime
of∼ 60.5 ps. The instrument response function (IRF) might be a limitation for the
measurement, however, our fitting model only takes into consideration the data
points. The fast decay rate of the coupled QD decreases to 5.1± 0.2 ns−1 at 30.9K,
resulting a lifetime of∼ 196 ps. A comparison between the decay originated from
the QD that is coupled in the cavity, on bulk material and the IRF is illustrated
in Figure 6.8. This comparison shows that a cavity can significantly enhance the
rate of fast decay and control the spontaneous emission of a QD coupled to it.

All of the decay data from different temperatures are fitted with the same set
of parameters, to reflect the actual trend of temperature-dependent decays. The
optimum set of the fitting parameter is achieved by examining whether it is in
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agreement with all of the decays with a minimally acceptable deviation. The
deviation is assessed in terms of the correlation factor and χ2 of fitting.

The decay rate here is measured under non-resonant excitation, and there
might be a difference between the determined lifetime using resonant versus non-
resonant excitation [46]. However, this sample is not based on a gated structure,
which means that the QD emission line is broadened many times of its lifetime-
limited linewidth. Hence the QD will not stay resonant with an incoming laser
light, and a resonance excitation scheme cannot be easily performed on this sam-
ple.

FIGURE 6.8: PL decays of QD located in bulk material (blue), cou-
pled in the cavity (red) at 16.6K and the IRF (green).

6.3.3 Characterization of the decay dynamics

Figure 6.9 presents the plots of the fast component of decay, slow component of
decay and also the ratio of them, as a function of wavelength, to characterize
the decay dynamics at different temperatures and hence at different detunings
to the cavity. By extracting the emission wavelength of the QD at different tem-
peratures, the temperature-dependent decays can be converted to wavelength-
dependent. Overall, the fast and slow component show the same temperature
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dependent trend, and it leads to a flat more or less constant ratio of the two.
Specifically, the fast decay rises at the beginning, and reaches the highest value of
19± 2 ns−1 at 909.67 nm, then drops until 5.1± 0.2 ns−1 as it is being tuned away
from the resonance. The slow decay originates from the non-radiative decay from
the long-lived dark state. The slow decay follows a similar trend with the fast de-
cay, but the determined rates are relatively high and not kept constant, compared
to [11]. However, we argue that the slow decay is different from sample to sam-
ple, and the magnitude of slow decay depends on the size of the QD and the
distance to the side wall. Another possibility is that the bright and dark excitons
can be transferred between each other by the photon-mediated spin-flip process
[11]. Hence the rate of spin-flip influences the overall exhibited slow decay rate.
It may also occur that the mixing of transitions originating from neighboring cou-
pled QDs during probing, this however, we assume to be a negligible effect.

The values of Γ f ast/Γslow are mainly in between 5 and 10, according to this,
we can speculate the possible area of this embedded QD, as the magenta color
indicated in Figure 3.12 (c).

FIGURE 6.9: Plots of the fast component of decay rate, slow com-
ponent of decay rate and the ratio between them, as a function of

wavelength, for one cavity.
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The fast and slow amplitude of decay contains the information regarding the
LDOS of the modified environment and also the rate of the spin-flip process [11].
Figure 6.10 shows the fast and slow amplitude components of decays. The A f ast
and Aslow exhibits the same varying trend with temperature and therefore with
cavity detuning. The magnitude of amplitude depends on the number of QDs
probed. Furthermore, the A f ast follows the trend of Γ f ast and the A f ast follows
the trend of Γ f ast. The ratio between the fast and slow component of amplitude
A f /s keeps approximately constant. The ratio is proportional to the LDOS and
inversely proportional to the rate of the spin-flip process.

FIGURE 6.10: Plots of the fast component of amplitude, slow com-
ponent of amplitude and the ratio between them, as a function of

wavelength, for one cavity

6.4 Discussion of the PL and lifetime measurement
results

The measurement results from the PL spectroscopy and lifetime measurement
are compared to each other and shown in Figure. 6.11. The PL spectroscopy is
employed to characterize the cavity resonance and the QD emission at different
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temperatures, and we have found the cavity resonance is almost unchanged at
around 909.7nm, while the QD emission is shifted from 909.57nm to 910.15nm,
leading to a detuning range between -0.2 nm to 0.4 nm, approximately. By plot-
ting the fast component of the decay rate, as a function of wavelength, we can
investigate whether the enhanced rate of spontaneous decay is caused by cou-
pling to the cavity. In Figure 6.11, the cavity spectra fitted from the PL spectra
at various temperatures is presented, and the decay rates at these specific tem-
peratures are also plotted. The amplitude of cavities shows a dependence on
temperature and the strength of coupling with the QD, which can be concluded
from the fact that the strongest amplitude of cavity occurred at 16.6K and the
weakest occurred at 30.9K. Overall, the majority of decays follows the cavity pro-
file, and this strong correlation indicates that the significant enhancement to the
decay rate is originated from the cavity.

FIGURE 6.11: The comparison between PL and lifetime measure-
ment. The black dotted lines present all of the cavities from PL after
multi-fit, while blue dots with error bar exhibit the fast component

of decay data from lifetime measurement.
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Chapter 7

Conclusion and Outlook

In this project, we have investigated a light-matter interface, a novel GaAs-based
nanobeam cavity, that enhance the emission from self-assembled InAs QD while
at the same time can reduce the influence of charge noise on the QD optical tran-
sition frequency. The interface should not only provide a high intrinsic quality
factor for the fundamental oscillating mode but also protect the QD from spec-
tral diffusion originated from the etched defects. Hence a modulated outline has
been applied to the cavity surface. The ability of the cavity to control the sponta-
neous emission of the coupled QD while providing a sufficient distance to etched
surfaces was the focus of the project.

From simulation, the dispersion relation for a unit cell with a circular hole in-
side has been calculated, and the crucial information of band-edge wavelength
is extracted to construct the cavity with a parabolic potential well in the extent
of the cavity. Based on the calculated lattice constants for a "standard" narrow
waveguide cavity, the width of the cavity is stretched to increase the distance
to the surfaces. The lattice constants are optimized by conducting a parametric
sweep. The parameters of the wide cavity are eventually determined by exam-
ining the quality factor and cavity resonance from the sweeping result. For the
designed model, the quality factor can achieve 4.5× 104 for 450nm wide cavity
and 2.4× 104 for 600nm wide cavity before full optimization of the cavity parame-
ters. The wider cavity leads to a lower achievable intrinsic quality factor, which is
expected due to the increasing scattering loss. Furthermore, the boundary holes
located at the cavity center are investigated, and the multiple of enhancement
(with an optimum radius of ∼28nm) to the quality factor is ∼ 2.2 for 450nm wide
cavity and ∼ 2.5 for 600nm wide cavity. In the end, the intrinsic Q can reach 105

for 450nm cavity and 6× 104 for the 600nm cavity. Moreover, the transmission
spectrum at cavity resonance reveals a blue-shift in resonance wavelength as the
increasing number of loaded mirror holes, and so does the transmittance as a
function of the number of mirrors.

For the experimental part, the 450 nm-wide cavity has been fabricated and
measured. From the calculated transmittance, we estimate reasonable fabrication
parameters, such that the number of coupled mirror holes should be less than
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three to achieve above 90% transmission. At room temperature, we characterized
the quality factors and cavity resonances for 60 cavities. The quality factor is
distributed in the range of 300∼1200 and shows a correlation with the number
of mirrors. At cryogenic temperature, the strong coupling of a QD to a cavity
is observed. The PL spectroscopy in combination with the temperature tuning
is conducted to modify the spectral matching between QD emission and cavity
mode. The QD emission is tuned from 909.57nm to 910.15nm, over a temperature
range of 6∼30.9K, while the cavity resonance is nearly unchanged at ∼909.7nm.
By measuring the lifetime as a function of temperature, the highest fast decay
rate of 19±2 ns−1 is achieved and corresponds to a Purcell factor of ∼36 under a
non-resonant excitation scheme.

Some improvements and further investigations may be implemented for this
project. First, the wide cavity is essentially an L2 cavity confining the dielectric
mode. The L3 cavity which modulates the air mode would be a choice to try.
However, it may also bring more bulk area in the cavity center by taking out
more holes. In the experimental part, the single-photon source could perform
better by using a gated structure, and it would also enable the investigation of
the nonlinear optics [54]. To achieve coupling of cavity with a single QD, a low
QD density wafer could be used for fabrication, yet it still needs an improved fab-
rication technique to position the QDs [55]. The shallow-etched grating coupler
may also be employed for a much higher extraction efficiency [56].

The ultimate vision would be the construction of a scalable photonic quantum
network, to enable an advanced quantum information processing and transfer-
ring. In this network, the stationary positioned QDs can be connected by fly-
ing qubits represented by single photons [57]. This project has discussed the
nanobeam cavity that is able to strongly couple and enhance the QD emission,
thus could contribute to the realization of an effective single-photon source. Con-
necting the stationary nodes (QDs) by flying qubit (single photons) would open
up a window for such a network [12], and Figure 7.1 illustrates the necessary ba-
sic puzzles towards this goal. The increasing development of semiconductor pho-
tonic integrated circuits also exhibits the possibility to integrate all of the func-
tionalities into one single photonic chip. The QD-photonic nanostructure-based
quantum network shows enormous potential, and we look forward to more re-
markable progress in the near future.
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FIGURE 7.1: The basic puzzles for constructing a photonic quantum
network. The puzzles should include the single-photon sources or
a switch to generate the train of single photons, and a highly ef-
ficient in/out coupler should be employed to extract single pho-
tons. For the processing unit, a beam splitter can provide a path-
entanglement. A superconducting single photon detector can be
registered to conduct a precisely measurement. Multiple QDs can
be controlled and coupled by dipole-dipole interaction in a waveg-

uide. Figure from [12]
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A.1 More fitting result from PL measurement results

6K @ 80µW 12.7K @ 80µW

16.6K @ 80µW 20.6K @ 80µW
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24.8K @ 80µW 30.9K @ 80µW

A.2 More fitting result from lifetime measurement re-
sults

8.9K 10.8K
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