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Abstract

The search for doubly charged Higgs bosons (H±±) aims at resolving the mass generation
mechanism of neutrinos in the Standard Model. The current search by the ATLAS Same-Sign
Dilepton group uses the decay product of H±± to a pair of same-sign hadronic τ-leptons, which
is an extension of their previous search using same-sign dielectrons and dimuons. This thesis
focuses on the study of one of the backgrounds, known as the charge-flip background, as a
result of the misidentification of the charge of hadronic τ-leptons by the ATLAS detector. To
estimate this background, three methods are used with the data-driven and tag-and-probe method
applied to MC simulated samples and the template fit method applied to detector data collected
from 2015 to 2017 by the ATLAS detector at

√
s = 13 TeV with a total integrated luminosity of

79.8 fb−1. The charge-flip rate of hadronic τ-leptons rises from around 0.3% to 2.2% with the
increase of pseudorapidity from 0 to 2.5, while the charge-flip rate for detector ranges from 0.4%
to 3.8%. This leads to a successful calculation of the scale factor equalling to 1.52±0.42.
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Chapter 1

Introduction

The generation mechanism of neutrino mass is one of the major problems remaining in the
Standard Model. A possible solution is to introduce exotic Higgs bosons which generate
the masses of neutrinos through the See-saw mechanism. The ATLAS Same-Sign Dilepton
(SSDiLep) group studies doubly charged Higgs bosons, predicted in a large variety of models
beyond the Standard Model. The doubly charged Higgs boson has the unique characteristic of
decaying into two particles of the same charge. In this chapter, I will first introduce the theoretical
background of the Standard Model and various theories of doubly charged Higgs boson. This is
followed by a description of the ATLAS experiment including the detector components and data
processing.

1.1 Theoretical background

1.1.1 The Standard Model

The Standard Model of fundamental particles is formulated as a quantum field theory which
describes the interaction of electromagnetic, weak and strong force between fermions (following
Fermi–Dirac statistics) and bosons (following Bose–Einstein statistics). The mathematical
formalism is built from the principle that the physics is invariant under a combination of local
gauge symmetry U(1)Y ⊗SU(2)L ⊗SU(3)C, where the subscripts denote corresponding degrees
of freedom called weak hyper-charge Y , weak isospin L and colour C.

As proposed by Glashow, Salam and Weinberg [8–10], the electromagnetic and weak force
can be combined into one known as the electroweak force with three postulated weak force
mediating bosons (W±,Z0) belonging to the non-abelian 1 group SU(2) and one electromagnetic
force mediator (γ) belonging to the abelian 2 group U(1). Both types of fermions, leptons

1non-commutative group elements
2commutative group elements
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and quarks, are involved in electroweak interactions. The lepton can be separated into two
classes: charged leptons li = {e,µ,τ} and neutral leptons νi = {νe,νµ ,ντ}. Depending on the
direction of the spin and the momentum, a lepton is left-handed if the spin aligns in the opposite
direction of the momentum and otherwise is called right-handed. Each type of left-handed (a.k.a.
left-chiral or active) neutrino (νeL, νµL, ντL) together with a charged lepton partner (eL, µL, τL)
forms a SU(2) doublet

Li =

(
ν i

lL

li
L

)
i = 1,2,3 (1.1)

and each right-handed charged lepton (eR, µR, τR) forms a SU(2) singlet, li
R, since no right-

handed neutrinos have been found experimentally. Each component, ν i
l , li or li

R, is a Dirac spinor,
which contains the information of its spin and momentum. There are six flavours of quarks up
(u), down (d), strange (s), charm (c), top (t) and bottom (b). The u, c, and t quarks are commonly
classified as up-type quarks with charge 2e/3, and the d, s, and b quarks are categorised as
down-type quarks with charge -e/3. Similarly, a pair of left-handed up-type and down-type quark
forms a SU(2) doublet

Qi
L,α =

(
ui

α

di
α

)
i = 1,2,3; α = r,g,b (red,green and blue) (1.2)

and right-handed quarks form U(1) singlets, ui
R,α and di

R,α . Besides the information of spin and
momentum carried by the Dirac spinor of each quark, it also carries a 3-valued hidden quantum
number known as the colour state (represented by α), red (1,0,0), green (0,1,0) and blue (0,0,1),
which means that quarks can also be put into so-called colour SU(3) triplets.

The theory of strong interactions is known as Quantum Chromodynamics, which is formu-
lated as an SU(3) non-abelian gauge theory and describes the interactions of quarks and gluons
[11, 12]. There are eight massless gluons as strong force mediators with each carrying a possible
combination of colour and anticolour state. Gluons interact with quarks and change the colour
of final state quarks. Unlike four bosons in electroweak interaction, gluons can also couple to
themselves. It should be noted that leptons are colourless particles (considered as containing all
three colour states which leads to white coloured state), so they do not participate in the strong
interaction.

Lastly, there is a scalar Higgs boson field interacting with fermions and other gauge bosons
through weak interactions which explains how particles gain their masses through the Higgs
mechanism. The most important concept in the Higgs mechanism is the spontaneous symmetry
breaking. It is better to illustrate this idea through a very simple case: a Lagrangian for a scalar
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field (a toy model of the Higgs field)

L = T −V =
1
2

∂µφ∂
ν
φ −

(
1
2

µ
2
φ

2 +
1
4

λφ
4
)
, (1.3)

which is invariant under the Z2 symmetry φ →−φ . For µ2 > 0, the minimum of the potential,
V , is at φ = 0. There is no constraint on the value of µ2, however. The potential is minimised at
two possible values

φ =±
√

−µ2

λ
= vφ (1.4)

for µ2 < 0, where vφ is called the vacuum expectation value (VEV) of φ . Now we expand the
Lagrangian around one of the minima, e.g.

φ(x) =

√
−µ2

λ
+ φ̃(x), (1.5)

where the excitation φ̃(x) is small, then the Lagrangian becomes

L =
1
2
(∂µ φ̃∂

µ
φ̃(x))−

(
λv2

φ̃
2 +λvφ̃

3 +
1
4

λ φ̃
4
)
+ constant, (1.6)

which is still invariant under the original Z2 symmetry, meaning that φ̃ transforms as φ̃ →
−φ̃ −2vφ since φ = vφ + φ̃ . However, when a specific choice of the vacuum expectation value is
made, the symmetry of the Lagrangian is broken, though the two possible values are equivalent
for the theory. This is known as the spontaneous symmetry breaking. In addition, the term with
φ̃ 2 can be interpreted as a particle with mass m2

φ̃
= 2λv2

φ
. In the Standard Model case, the Higgs

Lagrangian is given as

LHiggs = |DµΦ|2 −
(

µ
2
Φ

†
Φ+λ (Φ†

Φ)2
)
, (1.7)

where Dµ = ∂µ − ig1
σ i

2 ·W i
µ − ig2

Y
2 Bµ − ig3

λ a

2 Ga
µ is the covariant derivative so as to ensure

invariance of Lagrangian under gauge transformation. In the covariant derivative, g1, g2 and
g3 are the usual SU(2)L, U(1)Y and SU(3)C) gauge couplings, σ i, i = 1,2,3, are the SU(2)L

generators also known as the Pauli matrices, Y is the U(1)Y generator, λ a, a = 1,2, ...,8, (a.k.a.
the Gell-Mann matrices) are the SU(3)C generators, the terms W i and Bµ are the gauge field for
the SU(2)L group and U(1) group of weak hypercharge Y , respectively, and Ga

µ represents gluon
fields. The Higgs field is assigned to an SU(2) doublet in form of two complex fields Φ+ and Φ0

Φ =

(
Φ+

Φ0 = 1√
2
(vΦ +h+ iχ)

)
, (1.8)
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where Φ+ and χ are unphysical Goldstone boson fields and h is the real physical Higgs field.
Without showing detailed mathematics, we claim that the Goldstone boson arises whenever a
continuous global symmetry (Φ → Φ′ = eiχΦ in this case) is spontaneously broken due to a
particular choice of the group state. Inserting the Higgs doublet field into the Higgs Lagrangian
and dropping the Goldstone bosons, the Higgs Lagrangian becomes

LHiggs =
1
2
(∂µh)2+

g2
1

4
(vΦ+h)2W+

µ W µ,−+
g2

1 +g2
2

8
(vΦ+h)2ZµZµ +

µ2

2
(vΦ+h)2− λ

16
(vΦ+h)4,

(1.9)
where W±

µ , Zµ and h corresponds to the gauge boson W±, Z and Higgs with each mass equalling
to

mW =
g1vΦ

2
, mZ =

1
2

vΦ

√
g2

1 +g2
2, mh =

√
2µ2. (1.10)

The Higgs field also yields the masses of charged leptons and quarks through Yukawa interactions
in a similar way, while the neutrinos cannot acquire masses through this way due to the fact that
no right-handed neutrinos exist in the Standard Model.

1.1.2 Beyond the Standard Model physics

The experimental observations of the phenomenon of neutrino oscillation provide the strongest
evidence that neutrinos have non-zero mass (see e.g. [13]). This phenomenon means that
the flavour state of the neutrino, defined based on the charged lepton that it is produced with,
oscillates down the line of propagation leading to a theoretical requirement of all neutrinos to be
massive [14]. Several extensions of the Standard Model are proposed to solve the generation
mechanism of neutrino masses. This project focuses on extensions of the Higgs sector involving
doubly charged Higgs, which appears in, e.g., left-right symmetric models, Higgs triplet models,
the little Higgs model, type-II see-saw models, and the Zee–Babu neutrino mass model [3]. Two
of the models in its typical construction, the Higgs triplet model and the left-right symmetric
model, are introduced in the following subsections, with a more detailed description on the first
one.

The Higgs triplet model

In this section, we introduce the concept of the Higgs triplet model based on [15–21]. The
detailed derivation is generally not recorded in the literature, so some of the derivations represent
my study and work. This model is a minimal extension of the Higgs sector by adding a SU(2)L

(2×2 representation) triplet of scalar particles

∆ =

(
∆+
√

2
∆++

∆0 = 1√
2
(v∆ +δ + iη) −∆+

√
2

)
, (1.11)
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where v∆ is VEV for the triplet Higgs field, with v2 ≡ v2
Φ
+2v2

∆
≃ (246GeV)2. There are seven

physical mass eigenstates predicted in this model: singly charged Higgs bosons (H±), doubly
charged Higgs bosons (H±±), neutral CP-odd A0, and neutral CP-even H0 and h0 (the Standard
Model Higgs boson), where only H±± is of interest in our analysis. Neutrinos can obtain mass
via v∆ in this triplet representation, and the magnitude of v∆ is assumed to be less than 1 GeV
to ensure the smallness of neutrino masses. The most general scalar potential involving the
Standard Model doublet Φ, defined in Eq. (1.8) and triplet ∆ is given by

V (Φ,∆) =m2
Φ(Φ

†
Φ)+λ1(Φ

†
Φ)2 +M2

∆Tr(∆†
∆)+λ2

[
Tr(∆†

∆)
]2

+λ3Tr
[
(∆†

∆)2
]

+λ4(Φ
†
Φ)Tr(∆†

∆)+λ5Φ
†
∆

†
∆Φ+

[
µ(ΦT iσ2∆

†
Φ)+h.c.

]
,

(1.12)

where mΦ and M∆ are the bare Higgs doublet and triplet mass, respectively, λ1 −λ5 are real
parameters in the Higgs potential, µ is a complex parameter for the lepton number violation term
and σ2 is the second Pauli matrix. The reason that the last term violates the lepton number is
because it couples two Standard Model Higgs bosons each with lepton number 0 to a doubly
charged Higgs boson which lepton number would equal to ±2 if the lepton number is conserved
in the H±± → l±l± decay. Similar to the procedure in the Standard Model Higgs, we have

⟨Φ⟩†
0⟨Φ⟩0 =

1√
2

(
0 vΦ

) 1√
2

(
0

vΦ

)
=

v2
Φ

2
(1.13)

and

⟨∆⟩†
0⟨∆⟩0 =

1√
2

(
0 v∗

∆

0 0

)
1√
2

(
0 0
v∆ 0

)
=

1
2

(
|v∆|2 0

0 0

)
=

1
2

(
w2 0
0 0

)
, (1.14)

where v∆ = weiϕ with w = |v∆| is complex due to the global symmetry of lepton number broken
by the lepton number violation term. The potential as a function of the VEVs is given by

V (⟨Φ⟩0,⟨∆⟩0) =
1
2

m2
Φv2

Φ +
1
4

λ1v4
Φ +

1
2

M2
∆w2 +

1
4

λ2w4 +
1
4

λ3w4

+
1
4

λ4v2
Φw2 +

1
4

λ5v2
Φw2 − 1√

2
|µ|v2

Φwcos(ω +ϕ),
(1.15)

where in the last term, we have µv∆ = |µ|wei(ω+ϕ) so that µv∆ +(µv∆)
† = 2|µ|wcos(ω +ϕ).

Minimising with respect to ϕ gives ω +ϕ = nπ and we choose ω +ϕ = 0. This is followed by
minimising with respect to vΦ and w, which yieldsm2

Φ
+λ1v2

Φ
+ 1

2λ4w2 + 1
2λ5w2 −

√
2|µ|w = 0

M2
∆

w+λ2w3 +λ3w3 + 1
2λ4v2

Φ
w+ 1

2λ5v2
Φ

w− 1√
2
|µ|v2

Φ
= 0.

(1.16)
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By making the approximation w, |µ| ≪ vΦ and vΦ ≪ M∆, we find thatv2
Φ
≃−m2

Φ
/λ1

|v∆| ≃
|µ|v2

Φ√
2(M2

∆
+v2

Φ
(λ4+λ5)/2)

≃ |µ|v2
Φ√

2M2
∆

,
(1.17)

which shows that |v∆| is small as long as |µ|,vΦ ≪ M∆. By assuming that neutrinos are Majorana
particles, the masses can be obtained from the Yukawa interaction

LYuk = hll′L
T
l Ciσ2∆Ll′ +h.c.= hll′

(
νl lL

)
Ci

(
0 −i
i 0

)(
∆+
√

2
∆++

∆0 −∆+
√

2

)(
νl′

l′L

)
+h.c., (1.18)

where hll′ (l, l′ = e,µ,τ) is the coupling, C is the charge conjugation operator. The neutrino mass
matrix comes from the term containing νlνl′ , which equals to

mll′
ν = 2hll′⟨∆0⟩=

√
2hll′|v∆|= hll′

|µ|v2
Φ

M2
∆

. (1.19)

The masses for the physical mass eigenstates can be obtained by expanding Eq. (1.12) in a
similar way. It should be noted that the mass eigenstates are in general a mix of doublet and
triplet fields except for H±± which is entirely comprised of the triplet scalar field ∆±±, as shown
below

H±± = ∆
±±, with mass mH±± = m∆±± (1.20)

H± =−φ
± sinβ±+∆

± cosβ±, with tanβ± =

√
2v∆

vΦ

(1.21)

A0 =−χ sinβ0 +η cosβ0, with tanβ0 =
2v∆

vΦ

(1.22)

and

(
h0

H0

)
=

(
cosα sinα

−sinα cosα

)(
h
δ

)
with tanα ≈ 2v∆

vΦ

. (1.23)

Without performing the tedious expansion, we show the result of the squared mass of the doubly
charged scalar

m2
H++ = M2

∆ +
λ4

2
v2

Φ +λ2v2
∆. (1.24)

The left-right symmetric model

The following description of the left-right symmetric model is based on [22–25]. In the minimal
version of this model, the broken symmetry of left- and right-handed particles is restored by
extending the symmetry in the electroweak sector to include right-handed fermions as doublets
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in SU(2)R group
SU(3)C ⊗SU(2)L ⊗SU(2)R ⊗U(1)B−L, (1.25)

where B− L is the baryon number subtracted by the lepton number. This also implies the
existence of heavy right-handed gauge bosons W±

R and Z0
R coupling to the right-handed set of

particles. The Higgs sector consists of a bidoublet φ 3, and a left- and right-handed triplet as
shown below

φ =

(
φ 0

1 φ
+
1

φ
−
2 φ 0

2

)
, ∆L/R =

 ∆
+
L/R√

2
∆++

∆0
L/R −

∆
+
L/R√

2

 , (1.26)

where the neutral components can potentially acquire complex VEVs

⟨φ⟩0 =

(
κ1√

2
0

0 κ2√
2

)
, ⟨∆L/R⟩0 =

(
0 0

vL/R√
2

0

)
, (1.27)

with vL and vR breaking the symmetry SU(2)R ⊗U(1)B−L → U(1)Y at a high energy scale,

κ =
√

κ2
1 +κ1

2 = 246 GeV breaking the Standard Model SU(2)L ⊗U(1)Y symmetry and VEVs
furthermore obey the hierarchy vL ≪ κ1,2 ≪ νR. Through the type-I see-saw mechanism, the
left-handed neutrinos obtain masses but the right-handed neutrinos acquire heavy masses (see
e.g. [26] for more details on the type-I see-saw mechanism).

1.2 The Large Hadron Collider

The Large Hadron Collider (LHC) with a circumference of 27 km is the world’s largest circular
particle accelerator primarily colliding proton beams but also capable of performing heavy-ion
collisions of two types: lead-lead collisions and Xenon-Xenon collisions. Before accelerating
protons or ions in the LHC, a series of accelerators are used to bring up the energy of particles. In
the example of protons, the linear accelerator LINAC2 first accelerates protons to 50 MeV. Then
the Protons Synchrotron Booster, made up of four superimposed synchrotron rings, accelerates
protons to 1.4 GeV, followed by injecting into the Proton Synchrotron, which has a circumference
of 628 metres, brings up the energy to 26 GeV. Afterwards, the Super Proton Synchrotron, the
second largest accelerator at CERN with a circumference of 7 kilometres, accelerates protons
to 450 GeV before injecting into and getting accelerated at the LHC, where the current highest
energy for protons can reach 6.5 TeV. Protons or heavy ions in the beam pipe are grouped
into dense bunches and eight radio frequency cavities per beam in the LHC are responsible for
accelerating the bunches. In order to keep the circulating beams inside the vacuum chamber,
1232 magnetic dipoles situated inside the collider and 392 quadruple magnets are used to curve

3A bidoublet consists of two copies of doublets.
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and focus the beams, respectively. Before the collision, particles are squeezed closer by a special
type of magnet to increase the chances of collisions. At the collision point, two bunches from
opposite beams inter-penetrate each other every 25 ns during Run II, which is known as the bunch
crossing. Multiple collisions take place for each bunch crossing leading to the pile-up effect,
which essentially is the background created by collisions apart from the collision of interest.

One vital parameter for an accelerator is the luminosity which characterises the number
of collisions per unit area and per unit time in a detector. Mathematically, it is given by the
following expression [27]:

L = F
N1N2nb frγ

4πεβ ∗ (1.28)

where F is the geometrical luminosity reduction factor coming from the crossing angle of two
beams at the interaction point (IP), N1 and N2 are the number of particles per bunch from each
beam, nb is the number of bunches per beam, fr is the revolution frequency, γ is the relativistic
factor, and the denominator is the beam size expressed in terms of two quantities: one being the
normalised transverse emittance (a quantity characterising the parallelism of a beam), ε , and the
other, the amplitude function (roughly being the width of the beam squared divided by ε at the
interaction region), β ∗.

More commonly, the quantity integrated luminosity Lint is used, which is defined as the
integration of the luminosity over the period of observation

Lint =
∫ t

0
Ldt. (1.29)

The total number of events for a physics process with cross-section σ is related to the luminosity
and integrated luminosity by

Nevents =
∫ t

0
Lσdt = L σ . (1.30)

1.2.1 The ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) detector is one of the two general-purpose detectors at
the LHC consisting of a series of cylindrical detectors (barrel region), enclosed by two end-cap
with each composed of several layers of disk-like detectors, as shown in Fig. 1.1. The interaction
point is surrounded by the hermetic ATLAS detector, with a coverage of |η |≲ 4.9, where η is
the pseudorapidity related to the polar angle, θ , by η =−ln tanθ/2. Note that ATLAS uses a
right-handed coordinate system with the origin located at the interaction point. The positive
x-axis points from the interaction point towards the centre of the LHC tunnel, the positive y-axis
points upward and the z-axis runs along the beam pipe. The polar angle is measured from the
positive z-axis. The detector can be divided into four main components: the magnet system,
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the inner detector, the calorimeter and the muon spectrometer. The following summary of each
component is based on similar presentations which can be found in e.g. [28–30].

Magnet system

The superconducting magnet system in the ATLAS detector is responsible for bending the
charged particles so that their momenta can be measured from the curvature of the trajectories.
In addition, the trajectories can be used to determine the sign of charged particles. There are
three main sections: the central solenoid magnet, the barrel toroid and two end-cap toroids. The
central solenoid magnet is designed to generate a 2 T magnetic field along the beam axis for the
inner detector with a nominal current of 7.73 kiloamperes. The barrel toroid, consisting of eight
separate coils, and two end-cap toroids situated external of the hadronic calorimeter and within
the muon system, producing magnetic fields ranging between 2 to 6 T for the muon detectors in
the cylindrical region and end-cap region, respectively.

Fig. 1.1 Schematic diagram of the ATLAS detector [1].

Inner detector and the insertable B-layer

The inner tracking detector (ID) is the innermost component surrounding the interaction point,
starting from a few centimetres away from the beam axis to a radial distance of 1.2 metres. It is
very compact and highly sensitive, which provides hermetic, accurate momentum measurement
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of charged particles and excellent primary and secondary vertex resolution. It should be noted
that neutral particles do not interact with the ID, so that no tracks are left. The ID can be
separated into three independent sub-detectors: the silicon pixel detector, the semi-conductor
tracker (SCT) and the transition radiation tracker (TRT).

The silicon pixel detector is the first layer, which consists of three barrel layers and three pixel
disks on each end covering a range of |η |< 2.5. With its designed spatial resolution of 10 µm,
it is capable of providing information on the impact parameter (d0) and identifying short-lived
particles. The insertable B-layer was added as an additional layer between the ID and the beam
pipe in 2014 so as to further improve the tracking performance.

The SCT is the middle component, which functions similar to the silicon pixel detector but
uses silicon microstrip trackers distributed over 4 barrel layers and 18 end-cap discs to reduce
the cost.

The outermost layer is the TRT, consisting of layers of straw drift tubes filled with a mixture
of gas (70% Xe, 27% CO2 and 3% O2) with transition radiation material interwoven in between.
Note that due to the leaking of the gas in the TRT, some parts of the detector are now filled
with argon-based mixture, 70% Ar, 27% CO2 and 3% O2) [31]. Argon-based mixture is not as
good for particle identification as it cannot absorb the transition radiation photons as well as
xenon due to a lower atomic number, but it is cheaper than Xe-based gas mixture. When charged
particles pass through the tubes, the gas gets ionised leading to a current pulse in the wire located
in the centre of each straw. The transition radiation material creates a boundary of two media
with different refraction indices, which induces transition radiations when charged particles pass
through so as to enhance their signals. In addition, improved signals of different characteristics
can be used to improve electron and pion identification.

Calorimeters

The calorimeter is designed to measure the energy of particles by absorbing them. Depending
on the types of incoming particles, the calorimeter system is separate to the electromagnetic
calorimeter (ECal) and the hadronic calorimeter (HCal). The ECal absorbs mostly photons,
electrons and positrons that interact electromagnetically. It consists of a barrel region, covering
|η |< 1.475, and two end-cap regions, covering 1.375 < |η |< 3.2. In the experimental analysis,
the transition region, 1.37 < |η |< 1.52, is usually excluded. The hadronic calorimeter is dedi-
cated to measure the energy of hadrons through their strong interaction with the detector material.
It consists of three parts, which are the tile calorimeter, two hadronic end-cap calorimeters and
the forward calorimeter covering the range of η < 1.7, 1.5 < |η | < 3.2 and 3.1 < |η | < 4.9,
respectively.
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Muon spectrometer

The muon spectrometer is placed at the outermost layer of the detector because muon can travel
through calorimeters easily. It consists of two parts: the Monitored Drift Tubes (MDTs) for the
low η region and the Cathode Strip Chambers (CSCs) in the forward region, which together
cover a range of |η | < 2.7. The momentum of the muon is measured based on the magnetic
deflection effect of the trajectories by the magnetic field surrounding the muon spectrometer.

1.2.2 The ATLAS trigger system

The collisions at the ATLAS detector, in the case of proton-proton collisions, take place 1.7
billion times per second, which generate around 60 Terabytes of data per second. The ATLAS
trigger system is designed to pre-select the events of interest based on the preset energy thresholds
and angle criteria, so as to greatly reduce the amount of data. Since 2012 run, the trigger system
has been significantly upgraded in order to address a high pile-up environment. The new trigger
system consists of two parts [32]. The first-level trigger (L1), consisting of fast custom-made
electronics, determines a region of interest for each accepted L1 objects and effectively reduces
event rates from ∼40 MHz to ∼100 kHz based on information such as transverse momentum,
angle, and even complicated quantities like missing transverse energy. The second layer, the
High-Level Trigger (HLT), uses the offline program that makes use of the region-of-interest
information or performs global reconstructions to reduce the event rates from ∼100 kHz to ∼1
kHz.

1.2.3 ATLAS data formats

Before presenting the types of ATLAS data formats, it is necessary to introduce the concept of
Monte Carlo (MC) event generators. The purpose of event generators is to use particle physics
theories to simulate and predict the output seen by the detectors, so that a direct comparison
between theories and experimental results can be made. Current widely used general purpose MC
event generators in the ATLAS experiment include PYTHIA [33], HERWIG [34] and SHERPA
[35].

Different data formats are developed by the ATLAS group to improve the efficiency of data
analysis. For the detector data, shown in the left branch of Fig. 1.1, the Analysis Data Object
(xAOD 4) is derived from the RAW detector data containing full information of all reconstructed
particles. Depending on the analysis interest, a number of derived formats known as the Derived
Analysis Data Objects (DxAOD) are made from xAOD files through three processes, skimming,
slimming, and thinning, to reduce unnecessary information. Skimming removes events that fail

4For the LHC run 1, the abbreviation AOD is used. The x in the front is used to indicate that it is for the LHC
run 2.
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to pass some selection criteria, e.g. at least two muons. Slimming removes uninteresting objects,
e.g. all electron objects for the cases where they are not needed, within events. Thinning removes
unnecessary variables within an object. Though each DxAOD file is significantly smaller in size
and can be directly used in the final analysis, it is more common to be reduced further into the
ntuple format. A ntuple is tabular where each event consists of a few elements with each in form
of a row of data storing, e.g., kinematics of the particles.

For the MC generated data shown in the right branch of Fig. 1.2, the initial output from
the event generators needs to go through the ATLAS detector simulator using GEANT4 to
produce HITS format [36]. Then, the HITS format storing simulated detector hits needs to be
converted into the so-called RAW Data Objects (RDO) format, which is the same data format
as the raw data retrieved from the detector. Simulated RDO data are then processed with the
same reconstruction and derivation algorithms as RAW format. The simulated formats typically
include the same information as detector data formats, but also contain the so-called truth level
information, which records the true types of particles generated by the event generators.

Fig. 1.2 Simplified flowchart of the ATLAS data flow with the left branch showing the detector
data and the right branch showing the MC generated data. The plot is adopted from [2].



Chapter 2

Same-sign hadronic tau leptons

After the theoretical background of the doubly charged Higgs boson and the ATLAS detector
being established in the previous chapter, the topic of this thesis can be formulated. In this
chapter, I will first introduce the previous experimental search for doubly charged Higgs bosons
decaying to electrons and muons by the ATLAS group, which leads to a discussion on the
physics related to the τ-lepton. After that, some details for the current search using the same-sign
hadronic tau channel will be presented. Finally, three background processes for this search will
be described and I will point out the particular background of interest in this thesis work: the
charge flip background.

2.1 Previous search for H±± by the ATLAS SSDiLep group

Doubly charged Higgs bosons can be produced from proton-proton collisions through a few
processes. In Fig. 2.1, the production channels which produce a pair of doubly charged Higgs
bosons are shown, where the Drell-Yan pair production process is the dominant process. The two
photon fusion processes contribute approximately 10% of that from Drell-Yan process when the
collision energy is 13 TeV at the LHC [37]. The cross-section of the weak boson fusion process
is proportional to v∆ so that its contribution is negligible for collider search since v∆ is required
to be small to agree with the smallness of neutrino masses.

Experimental search for the doubly charged Higgs bosons typically considers their decay
into a pair of same-sign leptons [3] or a pair of same-sign W bosons [38]. The partial decay
widths of H±± into leptons and WW are given by [3, 37]

Γ(H±± → l±l′±) = (1+δll′)
h2

ll′mH±±

16π
∝

mH±±

|v∆|2
, δll′ =

1 l = l′

0 l ̸= l′
, and

Γ(H±± →W±W±)≈
g4

1|v∆|2

32π

(
8

mH±±
+

m3
H±±

m4
W

)
∝ |v∆|2

(
1

mH±±
+m3

H±±

)
,

(2.1)
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where in the Higgs triplet model, the expression of hll′ comes from rearranging Eq. (1.19),
leading to h2

ll′ = (mll′
ν )2/2|v∆|2. It is easy to see that Γ(H±± → l±l′±) completely dominates

for small v∆ value unless mH±± is extremely massive such as mH±± = 1/|v∆|2, which gives
Γ(H±± → l±l′±)≈ Γ(H±± →W±W±).

(a) (b)

(c) (d)

Fig. 2.1 Feynman diagrams of the production channels of H±±: (a) Drell-Yan pair production,
(b) and (c) two photon fusion processes, (d) weak boson fusion process.

In the previous analysis by the ATLAS SSDiLep group, the two photon fission channel
and the weak boson fusion channel were assumed to be negligible; therefore the Drell-Yan
process was considered to be the only production channel [3]. The decay signal of interest is the
same-sign dilepton from each of the two doubly charged Higgs bosons. It should be noted that
only electron and muon were considered, specifically H±± → e±e±, e±µ±, µ±µ±. As electrons
and muons are reconstructed very well by the ATLAS detector, a clear resonance peak in the
invariant mass spectrum that is not predicted by the Standard Model would be observed at the
mass of H±±. The tree level Feynman diagram of the whole process is shown in Fig. 2.2. The
total assumed branching ratio of H±± is

Br(H±± → l±l′±)+Br(H±± → X) = 100% (2.2)

where l, l′ = e,µ and X is any other final states. With the increase of the branching ratio of
H±± → l±l′±, the lower limits on the mass of a potential H±± particle also increase. It was
concluded that the lower limits on the mass of doubly-charged Higgs bosons with Br(H±±

L →
l±l±) = 100% vary between 770 and 870 GeV for the H±±

L mass and between 660 and 760
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GeV for the H±±
R mass, while the limits reduce to 450 GeV (H±±

L ) and 320 GeV (H±±
R ) for

Br(H±±
L → l±l±) = 10%.

Fig. 2.2 Leading order Feynman diagram of the Drell-Yan pair production process and final
states of interest [3].

2.2 τ-lepton related physics

The τ-lepton is the heaviest lepton (mτ = 1776.85 MeV) in the lepton family which has a short
lifetime of 2.9×10−13 s [39]. This means that τ decays almost immediately after being produced
and does not leave a detectable track in the ATLAS detector. The determination of τ is, therefore,
based on its decay products, which can be classified into two categories: leptonic decay and
hadronic decay modes, shown in self-explanatory Fig. 2.3a and 2.3b, respectively.

(a) (b)

Fig. 2.3 Feynman diagrams of leptonic (left) and hadronic (right) τ decay.

The quark-antiquark pair from the hadronic τ decay will eventually form hadrons due to
colour confinement, a phenomenon that isolated colour charged particles, such as quarks and
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gluons, cannot be observed. Depending on the number of charged particles in the final state, 1-
pronged modes and 3-pronged modes refer to the final state with one and three charged particles,
respectively. The most common decay modes of τ and corresponding branching ratios along
with the notations are summarised in table 2.1. There is one extra notation used in this thesis:
τhad-vis, which denotes τhad without the tau neutrino ντ .

Decay mode Branching ratio [%] Notation

All leptonic modes 35.2 τlep

τ → ντeνe 17.8 τe

τ → ντ µνµ 17.4 τµ

All hadronic modes 64.8 τhad

All 1-pronged modes 50.0 τ1-pronged

τ → ντqq̄ → ντπ± 10.8 /
τ → ντqq̄ → ντπ±π0 25.5 /

τ → ντqq̄ → ντπ±2π0 9.26 /
All 3-pronged modes 14.6 τ3-pronged

τ → ντqq̄ → ντπ±π±π∓ 8.99 /
τ → ντqq̄ → ντπ±π±π∓π0 2.79 /

Table 2.1 Summary of common decay modes of τ and corresponding branching ratios. The
notations used throughout this thesis are listed in the rightmost column. There is no specific
notation for each channel in 1-pronged and 3-pronged modes.

2.3 Search for H±± → τ
±
hadτ

±
had

In the existing theoretical models, there is no constraint to prevent doubly charged Higgs bosons
from decaying to a pair of same-sign τ-leptons. In addition, the couplings between the H±± and
three charged leptons are commonly assumed to be proportional to the mass of the lepton, such
as in Eq. (2.1), implying that the decay width of the ditau channel is higher than that of dielectron
and dimuon. Therefore, there are good reasons to include τ-leptons in the analysis to increase
the statistics. It should be noted that the leptonic tau modes are already included in the previous
light lepton analysis since the ATLAS detector is unable to distinguish whether the light lepton is
a prompt lepton (the lepton directly from the hard scattering) or a non-prompt lepton (the lepton
from a leptonic tau decay). In other words, the leptonic tau modes are reconstructed as electrons
and muons in the detector. Only the hadronic tau modes are of interest in this analysis.
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2.3.1 Reconstruction and identification of hadronic decay τ−leptons

The reconstruction and identification of hadronic τ is a particularly challenging task which is
constantly under improvement. The reason for this being challenging is that the decay products
of the τ-lepton can resemble hadronic jets, which appear almost everywhere in the proton-proton
collision due to QCD interactions. In this subsection, I describe the procedures based on the
latest official documents on the "Tau Recommendations for Release 21" TWiki page [40, 41].

The reconstruction of hadronic tau, specifically referring to the visible part τhad-vis, is the
procedure to associate the tracks seen by the detector to the decay products of each hadronic tau.
First, the seeds of hadronic taus are selected from jets constructed using the anti-kt algorithm
(see [42]) with a distance parameter R = 0.4 followed by requiring pjet

T > 10 GeV and |η |< 2.5.
This is followed by the tau vertex association since the tau vertex does not necessarily correspond
to the chosen primary vertex due to multiple interactions at the same time. The association
algorithm sums the pT of tau candidate tracks within the cone size of ∆R = 0.2 around the
jet seed direction and matches it to the primary vertex in agreement with the pT sum. The
tau candidate tracks consist of π0 and charged hadrons, π±, which are reconstructed using
complicated techniques involving the help of Boost Decision Tree1 (BDT) (see e.g. [40] for
more details). Depending on the number of reconstructed π± tracks and the number of π0’s
determined by the calorimeter, the hadronic tau can be classified into different decay modes as
listed in table 2.1.

However, the reconstruction process does not reliably distinguish hadronic taus from the
jet background. The identification of τhad-vis is dedicated to distinguishing true hadronic taus
among all of the reconstructed hadronic taus using a BDT. A list of discriminating variables
regarding the kinematics of each tau candidate are fed into the BDT algorithm as inputs and a
score is produced as output which indicates how τ−like the candidate is. Two separate BDT
algorithms are trained for 1-pronged and 3-pronged τhad-vis events using MC simulated samples
so that the truth information of particles is known. Specifically, the Z/γ∗ → ττ and di-jet samples
are used as training samples to simulate signals and jet background, respectively. The output
from the training sets can be compared with the truth information to optimise the BDT. Then,
the trained BDT can be used to run on detector data and other MC simulated samples to reject
low-scoring jet candidates and accept high-scoring candidates as true hadronic taus. Four Jet
ID working points are provided, corresponding to various ID efficiencies for 1-pronged and
3-pronged hadronic taus, as summarised in table 2.2. However, it should be noted that even with
the tight working point, the identification efficiency for τhad-vis is still quite low as we will show
in Chapter 4.4.

1A machine learning technique for decision making, e.g. classifying the types of particles, based on a series of
input parameters.
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Jet ID working points
ID efficiency

1-prong 3-prong

JETIDBDTVERYLOOSE 95% 95%
JETIDBDTLOOSE 85% 75%

JETIDBDTMEDIUM 75% 60%
JETIDBDTTIGHT 60% 45%

Table 2.2 ID efficiency for 1-pronged and 3-pronged hadronic taus at different working points
[7].

2.4 Same-sign dilepton Standard Model Background

One of the most important parts in an experimental search for a new particle is to eliminate the
contamination of the Standard Model background in the final signal region. The background
is typically estimated using various techniques in the so-called control regions chosen to be
orthogonal to the signal region. In the case of doubly charged Higgs boson, theoretically speaking
the Standard Model background is rare because most of the possible background channels from
the Standard Model involve missing energy due to neutrinos from the electroweak interaction
[24]. However, the detector is far from perfect so that the final states with the possibility of giving
same-sign lepton signature are considered as the background. There are three main sources of
background: prompt, non-prompt and charge flip.

2.4.1 Prompt background

The prompt (a.k.a irreducible) background mainly consists of prompt same-sign leptons origi-
nating from the direct products of some Standard Model decay including diboson (W±W±, ZZ,
WZ) and tt̄X processes (tt̄W , tt̄Z and tt̄H). Since the ATLAS detector is unable to distinguish the
exact vertices of the leptons, these processes may be misreconstructed as either one or two pairs
of same-sign τ-leptons which emulate the decay signals of H±±. Background contributions from
prompt leptons are estimated using MC simulation. Two examples of the leading order process
are shown in Fig. 2.4 with one corresponding to ZZ/WZ and the other one corresponding to tt̄W .
The predominant prompt background process for the four-lepton final state leading to two pairs
of same-sign leptons is

qq̄ → ZZ → l±l∓l±l∓, (2.3)

which has a measured production cross-section of 46.2+2.5
−2.3 fb at

√
s = 13 TeV when only

electrons and muons are considered [43]. Since the ZZ channel does not have missing momentum
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originated from neutrinos, it has the identical final state as same-sign dilepton signal from a pair
of the H±±. However, such background can be distinguished as the resonance mass peak

The WZ channel, with a measured cross-section of 63.7±4.7 fb using electron and muon
final states at

√
s = 13 TeV [44], is possible to be reconstructed as a pair of same-sign leptons if

the charged lepton from W boson is combined with one of the leptons with same charge from Z
boson decay, such as

qq̄ → ZW± → l±l∓l±νl. (2.4)

The last diboson channel is the WW channel, such as

qq̄ → qq̄+W±W± → qq̄+ l±νll±νl, (2.5)

which has a cross-section of 379.1±38.4 fb measured using WW → e±νµ∓ν channel at
√

s= 13
TeV [45].

The tt̄X channels include

qq̄ → tt̄Z → l±νll∓νll±l∓+2b-jets

qq̄ → tt̄W → l±νll∓νll±νl +2b-jets

qq̄ → tt̄H → l±νll∓νll±l∓+2b-jets,

(2.6)

which can also give rise to one or two pairs of same-sign leptons. The cross-sections for the
first two channels were typically measured using the electron and muon final state, which are
σttZ = 0.95± 0.18 pb and σttW = 0.87± 0.27 at

√
s = 13 TeV according to the latest results

from the ATLAS group [46]. The tt̄H channel has a much lower contribution since the total
production cross-section was measured to be σttH = 0.67±0.2 pb at

√
s = 13 TeV [47]. The

b-jets in the final state can be used to identify the tt̄X channels from diboson channels.

(a) (b)

Fig. 2.4 Two example leading order Feynman diagrams of ZZ/WZ and tt̄W process as prompt
background.
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2.4.2 Non-prompt background

The non-prompt (a.k.a fake) background consists of two parts: leptons originated from the
secondary decay of other particles and other physics objects (especially hadron jets in this case)
misidentified as leptons.

The first part corresponds to the same decay processes for all charged leptons due to lepton
universality. Specifically, the decay of hadrons gives rise to charged leptons (as shown in Fig.
2.5 for the case of τ-lepton) which leave tracks and hits in the relevant parts of the detector as
would a prompt lepton.

The second part contributes differently to the non-prompt background depending on the
flavour of the charged lepton since distinct leptons are reconstructed using different parts of the
detector and techniques. MC samples are not used to provide an estimation of this background
due to large uncertainties in the QCD jets and hadronisation simulation [3]. In the case of
hadronic τ-lepton, the quark and gluon jets are two sources to give rise to the same jet signature
as a hadronic tau jet. In most of the events, a typical hadronic tau jet is more collimated and
has a lower particle multiplicity, as shown in Fig. 2.6. Such signatures can be exploited to
reduce the quark and gluon jets background. The current ongoing study within the SSDiLep
group uses the multijet and V+jet samples to study the origins of tau fakes. By looking at the
differences in some key parameters (e.g. jet width), the multijet and V+jets events are known to
have a low quark/gluon ratio and a high quark/gluon ratio, respectively, which means that the
multijet sample is dominated by gluon-oriented tau fakes while the V+jets sample is dominated
by quark-oriented tau fakes.

Fig. 2.5 The Feynman diagram illustrating τ-leptons originating from the decay of hadronised
quarks as non-prompt background.
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(a) (b)

Fig. 2.6 Comparison of the typical signature of a QCD (left) and a hadronic (right) tau jet. The
plot is adopted from [4].

2.4.3 Charge-flip background

The charge of a particle is determined using the curvature of the track when it travels through the
tracking detector surrounded by the magnetic field. The charge-flip background corresponds to
the misidentification of the sign of the charge of prompt leptons by the ATLAS detector due to
limited detector resolution. This means that the events with a pair of opposite-sign leptons may
be regarded as a same-sign signal if one lepton has its charge misidentified. In this subsection, I
will first describe the previous study on the charge-flip of electrons and muons by the SSDiLep
group [28, 48]. Then, I will introduce the charge-flip background of hadronic τ-lepton which is
the focus of this entire thesis work.

Electron charge misidentification

For electrons, the electric charge is determined from the curvature of the best matched track
associated to the primary electron. The misidentification of the charge of electrons gives rise
to the largest background. Using the truth information from simulated Z → e+e− samples, the
scenario of electron charge identification can be classified into four types:

1. correctly matched track and charge;

2. correctly matched track but wrong charge;

3. wrong matched track and wrong charge;

4. wrong matched track but correct charge.

The first type represents the purest prompt electrons that the best-matched track is correctly
associated with the prompt electron. Electrons with the correct track but wrong charge (stiff
tracks) indicate the difficulties in determining the curvature of the prompt electron track. This
can be a result of the track with high pT which makes the bending less significant by the
magnetic field in a limited region, resulting in a straight trajectory with ambiguous curvature for
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determining the charge. Also, the lack of sufficient SCT hits leads to difficulties in calculating
the curvature as well. Therefore, the charge-flip rates of electrons are expected to depend on pT .
The most of the stiff track events are found in the region 2.2 < |η |< 2.5, where only the SCT
end-cap region is available for measuring the curvature of the track as shown in Fig. 2.7.

Fig. 2.7 Plan view of ATLAS inner detector [5].

Electrons with wrong track and wrong charge are called trident events. As an electron travels
through the detector material, it experiences deacceleration from the Coulomb field of nucleus
which leads to emission of bremsstrahlung radiations. The emitted photon can further convert
into an electron-positron pair, leading to a more-or-less random chance of which track is chosen
to reconstruct the charge of the prompt electron. If it happens to give the correct charge from the
wrong matched track, it corresponds to the fourth type.

The famous study on bremsstrahlung radiation by Bethe and Heitler showed that the cross-
section of energy loss of fast-moving particles (primary energy E0 ≪ mc2) due to radiation is
proportional to the square of nuclear charge, Z, of the absorber [49], given as

σ ∼ Z2

137

(
e2

mc2

)2

. (2.7)

The average rate of electron energy loss through bremsstrahlung radiation depends considerably
on the amount of material traversed. Consequently, the charge-flip rate is expected to depend
on pseudorapidity, η , due to the cylindrical geometry of the detector. It was found that most
electrons categorised as trident events are found in the region 1.5 < |η |< 2.2, which corresponds
to the part with vast inactive material.

Three methods (direct extraction, tag-and-probe and data-driven method) were used to
estimate the charge-flip rates of electrons and cross-check with each other. The details of the tag-
and-probe and data-driven method will be presented in the following chapters for the charge-flip
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rates of hadronic τ-leptons. Here, the result of the nominal charge-flip rate from the data-driven
method is shown in Fig. 2.8. Note that in the data-driven method, the charge-flip rate, denoted as
ε , is assumed to depend on pT and η , but these two variables are uncorrelated, meaning that

ε(η , pT ) = σ(pT )× f (η), (2.8)

where σ(pT ) and f (η) are single-variable functions of pT and η respectively.

(a) (b)

Fig. 2.8 The nominal charge flip rate σ(pT ) (left) and f (η) (right) of electron estimated using
the data-driven method. The plot is adopted from [3].

The charge-flip rates of electrons were tested by applying it to the opposite-sign samples to
check for the agreement with same-sign mass resonance peak, as shown in Fig. 2.9.

Fig. 2.9 Closure test of the electron charge-flip rate. The opposite-sign data and MC are multiplied
by the estimated charge-flip rate. The plot is adopted from [3].
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Muon charge misidentification

The muon charge is determined from the information of the track primarily from the Inner
detector and the Muon Spectrometer. In order to measure the curvature of a curve, at least
three points in space are required to obtain the sagitta, which is defined as the distance from
the midpoint of a circular arc to the centre of its chord. The Muon Spectrometer consists of
three layers known as the inner, middle and outer station, which is able to provide at least
three measurements at each station for a muon. Together with the measurement from the Inner
detector, the curvature measurement is a lot more precise due to a much longer lever arm. In
addition, muons undergo bremsstrahlung much more rare than electrons due to a much higher
mass. Therefore, the muon charge misidentification rate is negligible, which was proven by the
previous study [28, 48].

Hadronic τ-lepton charge misidentification

In the case of hadronic τ-leptons, the charge is identified through the sum of charged tracks
from its decay products [40]. This is a more complicated situation as the hadronic tau jet usually
has many collimated tracks leading to mismatch to the prompt tracks from the τ-lepton. In
addition, the neutral pions appearing in the decay products decay to a pair of photons almost
all the time, followed by around half of the photons further convert into electron-positron pairs.
This is similar to the trident event as mentioned previously. Therefore, the dependence of the
charge-flip rate on η is anticipated. As the sum of the pT of each track only needs to equal to
the pT of the prompt τ-lepton, the distribution of pT of each track is strictly constrained. It is
reasonable to expect a much weaker dependence between the charge-flip probability and pT for
hadronic τ-leptons in comparing to electrons.

In the following two chapters, I will present the study of the hadronic τ-lepton charge
misidentification rate for MC samples and detector data respectively. The data-driven and tag-
and-probe method are adopted from the previous study of electrons and applied to MC samples.
A new method known as the template fit method is designed to extract the charge-flip probability
for detector data. The cause of the charge-flip is briefly studied and the method and the results
are presented in Appendix B.



Chapter 3

Charge-flip rate for Monte Carlo
simulated samples

3.1 Data-driven

3.1.1 Method

The description of the data-driven approach is based on [28, 48]. The name "data-driven" is
adopted from the previous convention, but it is more appropriate to call it the likelihood charge-
flip estimation method because this method is essentially a maximum likelihood method. Also,
the name "data-driven" may imply the use of detector data, while it only works for MC samples
in the case of τhad because of large fake tau background.

The charge-flip events are assumed to be the same-sign τhad pair events observed in the decay
processes such as Z → τ

+
hadτ

−
had and tt̄ → τ

+
hadτ

−
hadντ ν̄τ +2b-jets, where the true final states must

be a pair of opposite-sign τ-leptons. Each charge-flip event is assumed to be independent of
each other. The probability function P(Ni j

SS|λi j), which describes the chance of observing Ni j
SS

same-sign pairs given the expected number of charge-flipped events λi j, follows a Poissonian
distribution

P(Ni j
SS|λi j) =

λ
Ni j

SS
i j e−λi j

Ni j
SS!

, (3.1)

where i and j represent the leading and sub-leading τ-lepton respectively. As mentioned previ-
ously in section 2.4.3, the charge-flip probability in the data-driven method is two-dimensional
represented on the grid of pT and η . For example, if pT has 3 bins and η has 2 bins, the charge-
flip probability has 6 values corresponding to different permutation of pT and η . This is hidden
in the symbol i and j, as each index denotes a two-dimensional bin (pTi/ j ,ηi/ j) recording the
transverse momentum and pesudorapidity of the leading and sub-leading τ-lepton. The choice
of the pT and η binning affect the statistics of the results. A too narrow bin width will make
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the maximisation of the likelihood function very unstable or fail to converge. The likelihood
function is defined as the multiplication of the probability density

L(λλλ |NSS) = ∏
i, j

P(Ni j
SS;λi j) = ∏

i, j

λ
Ni j

SS
i j e−λi j

Ni j
SS!

, (3.2)

where λλλ and NSS are two vectors with λλλ = (λ11, ...,λ1 jmax ,λ21, ...,λ2 jmax, ...,λimax jmax) and NSS =

(N11
SS , ...,N

1 jmax
SS ,N21

SS , ...,N
2 jmax
SS , ...,Nimax jmax

SS ).
In order to explain the meaning of the likelihood function, it is better to use a one-dimensional

example. In Fig. 3.1, the orange dots along the horizontal axis represent the distribution of the
measurements, such as the number of same-sign events NSS. The red curve is the probability
distribution peaked at the dashed vertical line. If the distribution is Possionian, the mean and the
width is controlled by the parameter λ (the expected number of occurrences). The likelihood
function is the product of the chance of observing the measurements based on the assumed
probability distribution. We want the optimum value of λ which maximises the likelihood of
observing the data we measured.

Fig. 3.1 A schematic diagram shows the relation among the probability distribution function,
measured data and corresponding likelihood.

The likelihood function is usually quite complicated, leading to difficulties for the maximi-
sation algorithm to converge. A trick to simplify calculations is to take the logarithm of the
negative of the likelihood function, as it brings the parameter from an exponential form to a
linear form and turns a maximisation process to a minimisation process

−l(λλλ |NSS) =− ln(L(λλλ |NSS) =− ln∑
i, j

λ
Ni j

SS
i j e−λi j

Ni j
SS!

=−∑
i, j

ln

λ
Ni j

SS
i j e−λi j

Ni j
SS!


=−∑

i, j

(
Ni j

SS lnλi j −λi j − ln(Ni j
SS)
)
.

(3.3)
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The expected number of charge flipped leptons is related to the charge-flip probability of main
interest. The expression is simply based on the probability theory

λi, j = εi(1− ε j)N
i j
AS + ε j(1− εi)N

i j
AS = (εi(1− ε j)+ ε j(1− εi))N

i j
AS, (3.4)

where Ni j
AS = Ni j

OS +Ni j
SS is the measured number of any-sign ditaus and εi/ j is the charge-flip

probability of the leading and sub-leading τhad, respectively. By substituting the expression of
λi, j into Eq. (3.3), the log-likelihood function can be expressed as

−l(εεε;NNNSS,NNNAS) =−∑
i,, j

Ni j
SS ln

(
(εi(1− ε j)+ ε j(1− εi))Ni j)− (εi(1− ε j)+ ε j(1− εi)

)
Ni j

AS − ln(Ni j
SS!)

≈−∑
i,, j

Ni j
SS ln

(
(εi(1− ε j)+ ε j(1− εi))Ni j)− (εi(1− ε j)+ ε j(1− εi)

)
Ni j

AS,

(3.5)
where the constant term is dropped since it does not have any impact on the minimisation of
the log-likelihood function. Same as the parametrisation of ε(pT ,η) used for electrons, as
shown in Eq. (2.8), the dependence of the charge-flip probability on pT and η is assumed to be
uncorrelated in order to reduce the parameter space. Moreover, one of the functions, such as
f (η) in our algorithm, is required to be normalised, which is achieved in the likelihood fit by
adding an exterior penalty function

α

(
Nη

∑
i=1

( f (ηi)×∆ηi)−1

)2

, (3.6)

where α is the penalty coefficient with its value chosen to be on order of 106. If the integrated
value of f (η) deviates far from unity, a heavy penalty is going to be applied to the returned value
so that the algorithm knows the parameters are far from the optimum values. In all, the number
of free parameters in is Nη +NpT −1. The likelihood function is minimised using the ROOT
minimisation interface with the Minuit2 package and Migrad algorithm [50].

In the previous study on electrons, other backgrounds in the invariant mass region (e.g. Z
and tt̄) are subtracted using the so-called sideband method. The idea of this method is to use
the tail regions at two sides of the mass resonance peak to estimate other backgrounds, which
means that the distribution of other background is assumed to be flat. Since the data-driven
method only applies to MC samples in the case of hadronic τ-leptons, there is no need to apply
the background removal procedure.

3.1.2 Data sets

Two ntuples with the SUSY3 derivation corresponding to Z → ττ and tt̄ → ττ are used in the
analysis. The SUSY3 derivation has the following basic selections:
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• at least 2 leptons, at least 1 tau;

• all tau trigger combinations (including light leptons), single electron and muon triggers.

In Fig. 3.2 and 3.3, the truth origins and truth types of the τ-leptons in the Z → ττ and
tt̄ → ττ samples are shown. The truth origins with non-zero filling have following mean-
ing: 0 = non-defined, 6 = Dalitz decay (a meson decay involving two leptons in the final
state), 10 = top, 12 = W Boson, 13 = Z Boson, 23 = light mesons, 25 = charmed mesons,
26 = bottom mesons, 31 = strange baryon, 32 = charged baron and 33 = bottom baryon. The
truth types with non-zero filling have following meaning: 0 = unknown, 2 = isolated electron,
3 = non-isolated electron, 4 = background electron, 6 = isolated muon, 7 = non-isolated muon,
8 = background muon, 10 = isolated tau and 11 = non-isolated tau. The truth origin or the truth
type equalling to ’0’ mainly corresponds to the cases that the MC truth classification algorithm
fails or there is no original vertex.

(a) (b)

Fig. 3.2 Truth origins (left) and truth types (right) in the Z → ττ samples.

(a) (b)

Fig. 3.3 Truth origins (left) and truth types (right) of the τ-leptons in the tt̄ → ττ samples.
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3.1.3 Selections

The selections are summarised in table 3.1. The baseline selections apply to both samples:
Z → ττ and tt̄ → ττ . Depending on the processes we want to look at, the Z and tt̄ control region
is defined. In the case of MC study, the control regions are not so important because the samples
already simulated based on the processes we are interested in. However, the control regions
will be important when looking at detector data. In the ditau trigger name, the HLT objects
are indicated as ’tau’ with the digital number after it denoting the requirement on pT and the
’medium’ is the working point for the HLT BDT chosen at an efficiency of ∼ 95% with respect
to selected offline tau candidates. The L1 objects are denoted as ’TAU’ and ’J’ (jet) with the
digits before these names indicating the multiplicity and digits after representing the energy
requirement. In addition, ’IM’ or ’I’ refer to isolation requirement.

Type Selections

Baseline

Ditau trigger: HLT_tau35_medium1_tracktwo_tau25_medium1_tracktwo

_L1TAU20IM_2TAU12IM (2015)

HLT_tau35_medium1_tracktwo_tau25_medium1_tracktwo (2016)

HLT_tau35_medium1_tracktwo_tau25_medium1_tracktwo

_L1DR-TAU20ITAU12I-J25 (2017)
Two τ-leptons. Electron and muon veto
Tau: pT > 30 GeV, medium working point, isolated, ishadronic

Z control region No extra cuts for MC samples

tt̄ control region At least one b-tagged jet

Table 3.1 Summary of the selections for the data-driven method.

3.1.4 Results

The dependence of estimated nominal charge-flip possibility on η and pT are shown in Fig. 3.4.
The results for Z → ττ and tt̄ → ττ agree well with each other. The charge-flip probability is
weakly dependent on transverse momentm, while the dependence on pseudorapidity shares the
same trend as f (η) for electrons, as shown in Fig. 2.8b. The statistics of tt̄ is worse than Z → ττ

samples, which is automatically calculated by the Minuit2 package [50]. This could be resulted
by the distribution of the mass resonance for tt̄ → ττ being a lot wider than the Z boson mass
resonance, which makes the peak signature less prominent and leads to more uncertainties in
likelihood fit.
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Fig. 3.4 The nominal charge-flip rate estimated by the data-driven method. The blue and red
points correspond to the result from Z → ττ and tt̄ → ττ , respectively. The crack region (between
the barrel and end-cap cryostats, including both material in front of the active layers and the
whole thickness of the active calorimeter [6]), 1.37 < η < 1.52, is excluded.

3.2 Tag-and-probe

3.2.1 Method

The tag-and-probe method is commonly used in many analyses in the ATLAS experiment. In
the estimation of the charge-flip probability of the hadronic τ-leptons, one of the τ-leptons from
either Z → ττ or tt̄ → ττ is required decay leptonically to a muon, since the charge of muon is
known to be reliably reconstructed by the ATLAS detector. The charge misidentification rate
of muons is assumed to be insignificant in comparing to that of τhad. The muon is then chosen
as the tag, which is used to test the correctness of the charge reconstruction of another τ-lepton
known as the probe and the other τ-lepton is required to decay hadronically. In Fig. 3.5, the idea
of the tag-and-probe method is illustrated using the Z → ττ channel.

The charge-flip rate in the tag-and-probe method is chosen to be one-dimensional, meaning
that it depends on either η or pT . The charge-flip rate is calculated according to the following
equation

ετhad(pT/η) =
NSS(pT/η)

NAS(pT/η)
, (3.7)

where NAS(pT/η) and NSS(pT/η) are the number of any-sign and same-sign τhadτµ events in
each pT or η bin.
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One can easily make the charge-flip rate two-dimensional by letting NSS and NAS be a record
of the number of same-sign and any-sign events on the grid of pT and η . But the number of bins
dramatically increases from Nη or NpT to Nη ×NpT so that the statistics of the results is greatly
reduced. The results from this two-dimensional tag-and-probe method turn out to have very low
statistics, especially that many bins away from the resonance peak have negative values due to
negative weights in some MC events. Therefore, they are not presented as my final results.

Fig. 3.5 The Feynman diagram of Z → ττ illustrating the idea of the tag-and-probe method.

3.2.2 Data sets

The data sets used for the tag-and-probe method are exactly same as ones used in the data-driven
method (see section 3.1.2).

3.2.3 Selections

Type Selections

Baseline

Single muon trigger: HLT_mu20_iloose + HLT_mu50 (2015)

HLT_muon26_ivarmedium + HLT_mu50 (2016-2017)
One muon and one tau. Electron veto
Muon: pT > 30 GeV, medium working point, isolated, z0 sinθ < 0.5,

d0sig < 3.0
Tau: pT > 30 GeV, medium working point, isolated

Z control region No extra cuts for MC samples

tt̄ control region At least one b-tagged jet

Table 3.2 Summary of the selections for the tag-and-probe method.

The selections are summarised in table 3.2. The single muon triggers are used to select events
with one muon, followed by requiring one reconstructed τ-lepton passing the medium working
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point. This turns out to be the most efficient way of selecting events with τµτhad final states. The
available muon-tau triggers (e.g. HLT_mu14_ivarloose_tau25_medium1_tracktwo), which
also serve the same purpose, end up passing fewer events.

3.2.4 Results

The dependency of the one-dimensional charge-flip rates on η and pT are shown in Fig. 3.6.
The results from Z → τµτhad and tt̄ → τµτhad agree well with each other. Again, the charge-flip
probability depends weakly on transverse momentum but strongly on pseudorapidity. The
dependence on η shares the same trend as f (η) for electrons and hadronic τ-leptons in the
data-driven method. The statistics of Z → τµτhad samples is worse than tt̄ → τµτhad samples
due to the fact that the event numbers in the tt̄ samples is a lot higher. Since the tag-and-probe
method is essentially the division of the NSS and NAS histogram, a higher event number in each
histogram naturally yields better statistics in the resulting histogram.
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Fig. 3.6 Charge flip rate estimated by the tag-and-probe method. The blue and red points
correspond to the result from Z → τµτhad and tt̄ → τµτhad, respectively. The crack region,
1.37 < η < 1.52, is excluded.

It should be noted that in Fig. 3.6b, two data points for the Z → τµτhad samples in the pT

range from 65 to 85 GeV have negative values and very large error bars. This is a result of the
negative weights in the same-sign fill, which also result in large error bars. As an example, the
value of the bin centred at pT = 68 GeV in the same-sign histogram is −6.37±11.19. This error
bar is calculated using the sumw2 option in ROOT (author?) [51], which is commonly used in
estimating the statistical error of the histogram representing counts. The sumw2 option calculates
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the error for each bin according to

error =

(
∑

i
weight2i

)1/2

, (3.8)

so that the negative weights reduce the magnitude of the value but still increase the error due
to the square in the summation. Therefore, better treatment of some bins with large negative
weights from MC simulation should be considered.

The one- and three-pronged hadronic taus are also investigated separately. This is achieved
by separating the final state into two cases: τµτ1-pronged and τµτ3-pronged. The results of the
dependence of the charge-flip probability on η are plotted in Fig. 3.7 with the plot on the left and
right showing the result from Z → τµτhad and tt̄ → τµτhad samples, respectively. The charge-flip
probability of one-pronged τhad is slightly higher than that of three-pronged τhad especially at
large η value.
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Fig. 3.7 Charge flip rate vs. |η | for 1-pronged (red) and 3-pronged (black) hadronic tau estimated
by the tag-and-probe method. The figure on the left and right corresponds to Z → τµτhad and
tt̄ → τµτhad samples, respectively. The crack region, 1.37 < η < 1.52, is excluded.

The dependence of the charge-flip probability for one- and three-pronged τ-leptons on pT

is shown in Fig. 3.8. Only the results from the tt̄ → τµτhad samples are presented because the
Z → τµτhad samples have too little statistics for the same-sign histogram to be separated to one-
and three-pronged case. It can be clearly seen that the charge-flip rate is higher for one-pronged
τhad at pT lower than around 110 GeV in comparing to three-pronged τhad, while the data points
at higher pT have too little statistics to draw any conclusion.
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Fig. 3.8 Charge flip rate vs. pT for 1-pronged (red) and 3-pronged (black) hadronic taus estimated
by the tag-and-probe method using the tt̄ → τµτhad samples.

3.3 Closure test

The validation of the estimated charge-flip rate is performed in a similar way as the electron
charge-flip probability, as shown in Fig. 2.9. In general, the closure test shows that the estimated
charge-flip rates are able to predict the same-sign distributions from any-sign distributions. More
plots of the closure test on other variables are presented in Appendix A.
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Fig. 3.9 Closure test of the estimated charge-flip rates on ditau mass distribution. The legend
"SC MC m2l" denotes the ditau mass distribution from same-sign MC samples. Other legends
represent the prediction of the charge-flip rate from corresponding sample and method.



Chapter 4

Charge flip rate for ATLAS detector data

4.1 Motivation for template fit method

A new method is required to study the charge-flip rate for detector data. The motivation for this
is that the identification efficiency of real hadronic τ-leptons is quite poor, leading to a huge fake
tau background in the detector data. As shown in Fig. 4.1, the same-sign ditau visible mass
(τhad-vis) distribution for detector data is roughly half of the magnitude of any-sign distribution. It
is certainly unreasonable to have so many same-sign events which suggest that the data is heavily
contaminated as the reconstruction and identification process pick up a lot of fake τ-leptons.
Therefore, unlike electrons which has a much lower fake background, it is necessary to find a
new method to extract the part of data that contains only true taus so that the charge-flip rate of
real hadronic taus is measured.
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Fig. 4.1 Any-sign (left) and same-sign (right) ditau visible mass (τhad-vis) distribution for the
detector data in the Z control region defined in table 3.1.
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4.2 Template fit method

The template fit method is commonly used in some ATLAS analysis such as measuring the mass
of top quark. The general idea of this method is to make a comparison between discriminant
distributions from data and Monte Carlo templates of the same distributions. In my study, the
opposite- and same-sign data are decomposed into signal (real τhad) and background (fake τhad)
part:

NOS
data(ηi) = NOS

signal(ηi)+NOS
bck(ηi)

NSS
data(ηi) = NSS

signal(ηi)+NSS
bck(ηi),

(4.1)

where NOS/SS
data (ηi) denotes the number of opposite- and same-sign events in the detector data

within ith η bin and NOS/SS
signal/bck on the right side of the equation denotes the corresponding number

of opposite- and same-sign events for real and fake τhad within ith η bin. Only the dependency of
the charge-flip rate on η has been added since it has already been shown in the MC study (see Fig.
3.4 and 3.6) that the charge-flip rate is only strongly dependent on η but the dependency on pT

is almost flat, implying that the distribution of NOS and NSS with respect to pT have almost the
same shape. As shown in Fig. 4.2, the normalised any- and same-sign distribution of hadronic
τ-leptons with respect to η have opposite trend but almost overlap for pT . Note that Fig. 4.2 is
plotted as a comparison between any- and same-sign events, but it does not affect the illustration
of the idea that including pT in Eq. (4.1) is unnecessary as the distribution of NAS is very close to
that of NOS. In the template method, it is necessary to make sure that the templates have different
shapes so that the fit of the templates to data is non-degenerate.
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Fig. 4.2 Comparison of the normalised any- and same-sign distribution of hadronic τ-leptons
with respect to η (left) and pT (right), respectively, in the tt̄ → τµτhad channel.



4.3 Data sets 37

According to Eq. (4.1), four templates are required to characterise the shape of each part.
The definitions of these four templates are summarised in Table 4.1.

Template Definition
TMPL(NOS

signal) NOS
truthMC

TMPL(NOS
bck) NOS

inc.MC −NOS
truthMC

TMPL(NSS
signal) NSS

truthMC

TMPL(NSS
bck) NSS

inc.MC −NSS
truthMC

Table 4.1 Summary of the definitions of templates. Truth MC and inclusive MC mean that the
reconstructed taus are truth matched to their origins and not truth matched, respectively.

Therefore, by performing the fit of the templates to data, the optimum scaling parameters
(a,b,c,d), as stated in the equations below

NOS
data(ηi) = a ·TMPL

(
NOS

signal(ηi)
)
+b ·TMPL

(
NOS

bck(ηi)
)

(4.2)

NSS
data(ηi) = c ·TMPL

(
NSS

signal(ηi)
)
+d ·TMPL

(
NSS

bck(ηi)
)
, (4.3)

can be found. The τµτhad final state is used to apply the template fit method since the SS truth
matched MC in this channel has the highest statistics in comparing to τhadτhad final state. The
charge flip rate ετhad , in this case, is similar to the definition in the tag-and-probe method which
can be calculated according to

ετhad(ηi) =
c ·TMPL

(
NSS

signal(ηi)
)

a ·TMPL
(

NOS
signal(ηi)

)
+ c ·TMPL

(
NSS

signal(ηi)
) . (4.4)

Although the charge-flip rate is chosen to relate any-sign events with same-sign events according
to the convention used in the previous study on electrons, it should be noted that the template fit
in RooFit (see section 4.5.2) as my final result is performed on the opposite- and same-sign data
respectively so as to make sure that the scaling parameters are not correlated with each other. In
the proof of concept study using Mathematica (see section 4.5.1), the template fit is performed
on the any- and same-sign data so that the correlation is not excluded.

4.3 Data sets

The data collected by the ATLAS detector from 2015 to 2017 with the SUSY3 derivation are
used in this part of the analysis. The proton–proton collision energy is

√
s = 13 TeV with a total

integrated luminosity of 79.8 fb−1.
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4.4 Selections

The selections are summarised in table 4.2 with the specific selections for the Z control region
and tt̄ region recommended by the SSDiLep group.

Type Selections

Baseline

Single muon trigger: HLT_mu20_iloose + HLT_mu50 (2015)

HLT_muon26_ivarmedium + HLT_mu50 (2016-2017)
One muon and one tau. Electron veto
Muon: pT > 30 GeV, medium working point, isolated, z0 sinθ < 0.5,

d0sig < 3.0
Tau: pT > 30 GeV, medium working point, isolated

Z control region
mT (µ,Emiss

T ) =
√

2pT (µ)Emiss
T
(
1− cos∆φ(µ,Emiss

T )
)
< 50 GeV

cos∆φ(µ,Emiss
T )+ cos∆φ(τhad,Emiss

T )> 0.5

tt̄ control region
Muon: pT > 50 GeV, Tau: pT > 50 GeV
At least one b-tagged jet

Table 4.2 Summary of the selections for the template fit method.

In the Z control region, the definition of transverse mass is simply a rearrangement of the
basic definition

m2
T (l,E

miss
T ) = (ET,l +ET,Emiss

T
)2 − (pT,l +pT,Emiss

T
)2

= 2|pT,l||pT,Emiss
T

|
(

1− cos
(

∆φl,Emiss
T

))
.

(4.5)

Based on the presented selections, the opposite-sign and same-sign data and MC compositions
are plotted with respect to the mass of τµτhad final state for both Z → τµτhad and tt̄ → τµτhad

samples in Fig. 4.3, 4.4, 4.5 and 4.6. The inclusive (non-truth matched) and truth matched
MC compositions are plotted separately. As expected, the inclusive MC agrees well with the
data, while the truth matched MC indicates a significant difference between the data and the
contributions from real prompt τ-leptons. In principle, both Z → τµτhad and tt̄ → τµτhad can be
used for the template fit method, while the signal-to-background ratio (real τhad against fake τhad)
is lower for same-sign Z → τµτhad samples in comparing to tt̄ → τµτhad, as shown in Fig. 4.4b
and 4.6b. Therefore, only tt̄ samples are used in the template fit. Additionally, the requirement
on the number of b-tagged jets is chosen to be at least one instead of exactly two due to the
fact that the two b-tagged jets cut kills too many events which makes the distribution look like
statistical fluctuation.
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Fig. 4.3 Compositions of the OS (left) and SS (right) inclusive selection in the tt̄ control region.
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Fig. 4.4 Compositions of the OS (left) and SS (right) truth selection in the tt̄ control region.
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Fig. 4.5 Compositions of the OS (left) and SS (right) inclusive selection in the Z control region.
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Fig. 4.6 Compositions of the OS (left) and SS (right) truth selection in the Z control region.

4.4.1 Check for the performance of BDT

In this subsection, I present the attempts to increase the signal-to-background ratio, which also
reflects the performance of the BDT for reconstructing and identifying hadronic τ-leptons. First,
I will introduce some kinematic quantities that are provided in our ntuples.
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A commonly used quantity to provide discrimination for the weakly interacting particles is
the missing transverse momentum, Emiss

T , caused by the neutrinos escaping the detector. The
following definition of the missing transverse momentum is based on [52, 53]. The reconstructed
Emiss

T can be separated to two parts: the hard objects (electrons, muons, τ-leptons, photons, jets)
and the soft term (anything, e.g. soft charged particles, disassociated with the reconstructed hard
objects), mathematically given by

Emiss
T =− ∑

i∈electrons
pi

T︸ ︷︷ ︸
Emiss,e

T

− ∑
i∈muons

pi
T︸ ︷︷ ︸

Emiss,µ
T

− ∑
i∈hadronics τ

pi
T︸ ︷︷ ︸

Emiss,τhad
T

− ∑
i∈photons

pi
T︸ ︷︷ ︸

Emiss,γ
T

− ∑
i∈jets

pi
T︸ ︷︷ ︸

Emiss,jets
T

− ∑
i∈soft term

pi
T︸ ︷︷ ︸

Emiss,soft
T

.

(4.6)
This leads to a similar quantity ∑ET (denoted as metSumEt) which is the scalar sums of the
transverse momenta, given as

∑ET = ∑ pe
T +∑ pµ

T +∑ pτhad
T +∑ pγ

T +∑ pjets
T +∑ psoft

T . (4.7)

Another quantity that requires explanation is ∆R which is the angular distance between two
objects, calculated as

∆Rll′ =
(
∆η

2
ll′ +∆φ

2
ll′
)1/2

, (4.8)

where l and l′ denote two leptons in our case. The correlations of the kinematic variables
(including pT,ll′ , ηll′ MT,ll′ , φll′ , ∆pT,ll′ , ∆ηll′ , ∆φll′ and ∆Rll′) of two τ-lepton are plotted for
detector data and MC simulation, respectively. In Fig. 4.7, the example plots of the correlation of
MT,ll′ and ∆Rll′ are presented and no significant difference between the detector and tt̄ → τµτhad

samples. The correlations of the permutation of all kinematic variables of ditau do not show a
significant difference.

Then, jet variables are checked since hadronic τ-leptons can be faked by QCD jets. The
events in tt̄ → τµτhad samples are separated into three cases: true taus, unknown taus (truth
origin = 0) and taus originated from charm and bottom mesons. The available jet kinematic
variable distributions (including Ejet, ηjet, φjet, pT,jet, Emiss,jet

T and Emiss,jet
T ) are plotted for three

cases. In Fig. 4.8, the distributions of two jet variables, η jet and Emiss,jet
T are shown. In general,

no significant difference can be observed for the distributions of all jet variables.
Moreover, the correlations of jet variables are compared for true taus and fake taus (unknown

taus + taus originated from charm and bottom mesons). As shown in Fig. 4.9, the correlation
between pT,jet and Emiss,jet

T is presented for true taus and fake taus in tt̄ → τµτhad samples with
no significant difference. For the correlations of other jet variables, the plane colour plots do not
show significant differences as well.

Therefore, the lepton and jet variables in the current ntuples are not available to provide
more discrimination between real taus and fake taus so as to increase the signal-to-background
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ratio. The results also reflect that the current BDT has reached its best performance unless extra
information can be provided.
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Fig. 4.7 The correlation of ditau variables, ∆Rll′ and Mtotal
T , for detector data (left) and tt̄ → τµτhad

samples (right).
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Fig. 4.8 Distributions of two jet variables, η jet and Emiss,jet
T for true taus, unknown taus and taus

originated from charm and bottom mesons.



4.5 Results 43

0

2

4

6

8

10

12

14

16

18

20

22

E
ve

nt
s

0 50 100 150 200 250 300
metJet [GeV]

0

20

40

60

80

100

120

 [G
eV

]
je

t
P

t

ATLAS Work in progress
-1 = 13 TeV, 79.8 fbs

Correlation metJet jetPt True Tau

(a)

0

20

40

60

80

100

120

140

160

180

E
ve

nt
s

0 50 100 150 200 250 300
metJet [GeV]

0

20

40

60

80

100

120

 [G
eV

]
je

t
P

t

ATLAS Work in progress
-1 = 13 TeV, 79.8 fbs

Correlation metJet jetPt FakeCBmesons Tau

(b)

Fig. 4.9 A plane colour plot representation of the correlation of pT,jet and Emiss,jet
T for true taus

(left) and fake taus (right) in tt̄ → τµτhad samples.

4.5 Results

4.5.1 Unbinned template fit in Mathematica

A proof of concept study was first conducted in Mathematica 11.1 in order to test whether
the template fit with such a low signal-to-background ratio would be stable. Since this part
of the study was performed before the template fit method finally determined, the signal and
background templates for NOS were approximated by NAS instead of rigorously using NOS to
avoid the correlations between the any-sign and same-sign templates. This means that Eq. (4.2)
is changed to

NAS
data(ηi) = a ·TMPL

(
NAS

signal(ηi)
)
+b ·TMPL

(
NAS

bck(ηi)
)
. (4.9)

With this approximation, the charge-flip rate is simply given by

ετhad(ηi) =
c ·TMPL

(
NSS

signal(ηi)
)

a ·TMPL
(

NAS
signal(ηi)

) . (4.10)

The template fit in Mathematica is unbinned which means that continuous analytic functions are
fitted to four templates as Mathematica is not specifically designed and optimised for binned fit
using histograms directly. The analytic functions that fit well to the shape of the template data
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are chosen to have following forms

ax+b
epk(x)

or
ax+b
epk(x)

+Gaussian(x), (4.11)

where pk(x) is the polynomial of x with degree k. In general, it is enough to set the degree k = 3,
since the polynomial with a higher degree starts to show signs of oscillation. The built-in function
NonLinearModelFit is used to perform the fit with the default fitting method chosen as the
quasi-Newton method. The results of the fit which build the templates for (any- and same-sign)
signal and background are shown in Fig. 4.10. Then, the any- and same-sign templates are fitted
to corresponding detector data, as shown in Fig. 4.11. All the uncertainty bands are automatically
generated by setting the confidence level in the MeanPredictionBands option to 68%.

(a) (b)

(c) (d)

Fig. 4.10 Best fit of the analytic models (Eq. (4.11)) to tt̄ any-sign signal (a), background (b) and
same-sign signal (c), background (d) in the tt̄ control region.
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(a) (b)

Fig. 4.11 Best fit of the any- and same-sign templates to any- (left) and same-sign (right) detector
data in the tt̄ control region.

The best-fit values of the scaling parameters in Eq. (4.9) and 4.3 using Mathematica is
summarised in table 4.3. The values are not unreasonable as they all lie within the vicinity of
unity. In addition, to test the stability of the fit, the templates are scaled by some factors to test
whether it still results in the same best-fit values. It is concluded that the fit is stable so that the
feasibility of the template fit method is validated.

Parameter name Mathematica best-fit value

a (NAS sig.) 0.820±0.045
b (NAS bck.) 1.377±0.070
c (NSS sig.) 1.364±1.862
d (NSS bck.) 1.223±0.078

Table 4.3 Best-fit values of the parameters in Eq. 4.9 and 4.3 using Mathematica.

4.5.2 Binned template fit in RooFit

In this subsection, the results of the template fit using a dedicated toolkit, known as the RooFit
[54], are presented. RooFit is designed specifically for modelling the distribution of events
in particle physics and its binned fit (using histogram directly) is highly customisable. All
configuration information is automatically passed to Minuit, as mentioned in section 3.1.4. In
addition, the (a)symmetric uncertainties of the fitted parameters are automatically calculated
using the MINOS method in the Minuit package (see e.g. [55] for more details). The errors of the
parameters are presented in terms of a symmetric error or two asymmetric errors characterising
the variation in the positive and negative direction. Since the symmetric errors are almost the
same as the average of two asymmetric errors in our study, the symmetric errors are used.



46 Charge flip rate for ATLAS detector data

The results of the template fit using RooFit are presented in Fig. 4.12. Note that other MC
processes: diboson, Drell-Yan, singletop and ttX process are included in the compositions of
the detector data, but they are fixed and only the tt̄ templates are actually floating in order for
the fit to be more stable. The best-fit values of the scaling parameters in Eq. (4.2) and 4.3 are
summarised in table 4.4.

Parameter name RooFit best-fit value

a (NOS sig.) 0.7591±0.0358
b (NOS bck.) 1.1688±0.0697
c (NSS sig.) 1.1630±1.0583
d (NSS bck.) 1.0389±0.0176

Table 4.4 Best-fit values of the parameters in Eq. (4.10) using RooFit.
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Fig. 4.12 The template fit of opposite-sign and same-sign tt̄ templates using RooFit. The crack
region, 1.37 < η < 1.52, is excluded.

In comparing to the best-fit values from Mathematica fit, the values are slightly lower which
is reasonable as other background processes are included in RooFit. The ratio of the scaling
parameters a and c approximately characterising the magnitude of the charge-flip rate agree well
for both fitting algorithms. The charge-flip rate of detector data in the tt̄ control region using
τµτhad final state is calculated using Eq. (4.10) and presented in Fig. 4.13 along with the previous
result estimated based on tt̄ → τµτhad MC samples using tag-and-probe method because this
estimation has the lowest uncertainty.
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Fig. 4.13 Charge flip rate of hadronic taus for data and MC estimated using template fit and
tag-and-probe method in the tt̄ control region, respectively. The crack region, 1.37 < η < 1.52,
is excluded.

4.6 Scale factor and discussion

The scale factor, defined as the ratio of the charge flip rate of data and MC, is obtained by
dividing two distributions in fig. 4.13. The error bars for the charge-flip rate of data are quite
large as a result of a large error in the best-fit value of parameter c, as stated in table 4.4, due to
the low signal-to-background ratio in NSS distribution. Therefore, the values of the scale factor
are merged for all η bins to reduce the uncertainty.

More importantly, the templates used in the template fit method are built from MC samples
so that the shape of the charge-flip rate distribution is the same for data and MC. This means
the scale factor is independent with respect to ητ which is considered as a limitation of this
method. As shown in Fig. 4.14, the scale factors are first combined in two ranges |η |< 1.37 and
1.52 < |η |< 2.5. By further combining the scale factors in those two regions, we are able to
reduce the uncertainty and obtain the final value of the scale factor equalling to 1.52±0.42.
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Fig. 4.14 The combined scale factors in the ranges |η |< 1.37 and 1.52 < |η |< 2.5.

The scale factors for the charge-flip rate of electrons is slightly lower than unity while it is
opposite for hadronic τ-leptons [28]. As unity does not fall within the range of the uncertainty
in the scale factor, it is necessary to apply this correction to MC samples to compensate for
the difference to detector data in the search for doubly charged Higgs bosons using hadronic
τ-leptons. It should be noted that the closure test for the charge-flip rate for detector data is
not mentioned. This is because the current data in two control regions are enriched in the QCD
multijet (fake tau) background so that there is no way to apply the estimated charge-flip rate
directly. Therefore, a more conservative way of applying the scale factor is to add its error bar
into the uncertainty estimation in the signal region instead of applying correction directly.

The charge-flip rates for hadronic τ-leptons typically range from 0.4% to 3.8% and it is not
the dominant background process. The dominant background comes from misidentification of
QCD jets which can have indistinguishable signatures. Also, fake tau background in detector
data greatly affects the statistics in estimated charge-flip rates. Although the current BDT for
reconstruction and identification of τhad has been shown to perform effectively, it is far from ideal.
Other discriminating variables should be considered to add to the BDT to improve its performance.
However, it may not be so obvious what variables may provide better discrimination.



Chapter 5

Summary and outlook

This thesis work is dedicated to the study of one of the backgrounds, known as the charge-flip
background, in the search for doubly charged Higgs bosons using hadronic τ-leptons. The
charge-flip background corresponds to the misidentification of the sign of the charge of prompt
leptons by the ATLAS detector due to limited detector resolution. To estimate this background,
three methods are used with the data-driven and tag-and-probe method applied to MC simulated
samples and the template fit method applied to detector data collected from 2015 to 2017 by the
ATLAS detector at

√
s = 13 TeV with a total integrated luminosity of 79.8 fb−1.

The data-driven and tag-and-probe method are adopted from the previous study on electrons
misidentification probability. The resulting τhad charge-flip rates from both methods using
Z → ττ and tt̄ → ττ samples agree well with each other. It was observed that the charge-flip
rates are strongly dependent on η but almost independent on pT . In the tag-and-probe method,
the charge-flip probability rises from around 0.3% to 2.2% with the increase of η , which agrees
with the charge-flip rate, given as σ(pT )× f (η), from the data-driven method. The one- and
three-pronged decay modes are investigated using the tag-and-probe method respectively. The
one-pronged τhad has a slightly higher rate, especially at a high η value. Due to the tiny difference
(e.g. within 0.1% at 2 < |η |< 2.5 bin), it seems that there is no need for separating prongedness
with current statistics. The result from the tag-and-probe method using tt̄ → τµτhad channel is
chosen to be used in calculating the scale factor since it has the highest statistics.

The template fit method is performed in Mathematica as a proof of concept study and in
RooFit to produce the final results. It is necessary to make sure that the templates have different
shapes so that the fit of the templates to data is non-degenerate. Therefore, it is unnecessary to
include the dependency of the charge-flip rate on pT in our method. The tt̄ → τµτhad channel is
chosen to build the templates due to a higher signal-to-background ratio in comparing to other
channels. The detector data are therefore applied with the selections for the tt̄ control region. The
resulting charge-flip rate for detector data is higher than the results from MC samples, leading to
a scale factor of 1.52±0.42.
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The value of the scale factor as the main purpose of this thesis is successfully derived.
However, there are still many questions remaining open for future work. The cause of the
charge-flip rate of τ-leptons will be an important thing to investigate and understand. The
idea for this study is to use the truth information of the tracks and event display. Though not
presented in this thesis work, the AOD files of a few selected one- and three-pronged charge-flip
events were extracted from the ATLAS data repository and displayed using Virtual Point-1
(VP1), a visualisation software that digitally recreates the 3D collision event. However, the truth
information (types of particles and the sign of the charge) for the tracks from the decay of τhad

is not saved so that it is difficult to draw a conclusion on what is the exact cause. If such truth
information is not available, the generation of MC samples followed by detector simulation
and reconstruction and identification process may be required. The study of this will give a
clear answer on whether the strong dependence of the charge-flip rate on η has a similar cause
(e.g. trident events created by π0 decay) in comparing to electrons and why charge-flip rate of
τ1-pronged is slightly higher than that of τ3-pronged.

The understanding of the cause of the charge-flip of τhad will also provide some insights on
what discriminating variables may be useful to improve the performance of the BDT responsible
for reconstruction and identification of τhad. This will lead to a better estimation of the charge-flip
rate of τhad for detector data as the current constraint to the statistics is not the number of events
but the signal-to-background ratio.

In addition, the scale factor is independent on η due to the limitation of the template fit
method. If the signal-to-background ratio can be reduced, it will be interesting to develop new
methods to derive η-dependent scale factor with better statistics.
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Appendix A

Closure test for the charge-flip rate for
Monte Carlo simulated samples
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Fig. A.1 Closure test of the estimated charge-flip rates on leading tau pT distribution.
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(b)

Fig. A.2 Closure test of the estimated charge-flip rates on sub-leading tau pT distribution.

3− 2− 1− 0 1 2 3
η

0

100

200

300

400

500

E
ve

nt
s

SC MC etaLl
likelihood (DYCF)
Tag and Probe (DYCF)
likelihood (ttCF)
Tag and Probe (ttCF)

ATLAS Work in progress
-1 = 13 TeV, 79.8 fbs

CF rates closure test on DYtautau sample

(a)

3− 2− 1− 0 1 2 3
η

0

5

10

15

20

25

30

35

E
ve

nt
s

SC MC etaLl
likelihood (DYCF)
Tag and Probe (DYCF)
likelihood (ttCF)
Tag and Probe (ttCF)

ATLAS Work in progress
-1 = 13 TeV, 79.8 fbs

CF rates closure test on ttbar sample

(b)

Fig. A.3 Closure test of the estimated charge-flip rates on leading tau η distribution.
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Fig. A.4 Closure test of the estimated charge-flip rates on sub-leading tau η distribution.
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Fig. A.5 Closure test of the estimated charge-flip rates on leading tau φ distribution.
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Fig. A.6 Closure test of the estimated charge-flip rates on sub-leading tau φ distribution.



Appendix B

The cause of the charge-flip of hadronic
tau

In this section, the study of the cause of the charge-flip of hadronic tau is presented. The current
optimum method to achieve the purpose of this study is by using the combination of displaying
event recorded as AOD format using Virtual Point 1 (VP1) (see e.g. [56] for latest instructions
and updates) and printed out truth information from EVNT file. VP1 runs both remotely on
LXPLUS service and locally on a virtual machine loaded with SLC5/6 (Scientific Linux CERN)
platforms. The LXPLUS service is used to run VP1 in this study. After testing with different
data format, VP1 opens AOD and DAOD files perfectly but unable to be open EVNT files 1.

B.1 Method

The procedure to download the corresponding AOD data set containing the event of interest
given the run number and event number and to extract the event of interest from the AOD data
set is based on [57]. The commands are summarised as below:

1. setupATLAS; lsetup eiclient

2. el -e "00364130 05581840" -api mc (This command returns the fileGUID of the
AOD, DAOD, or ROD file containing this event. The first number is the event number
and the second number is the run number. Note that the run numbers printed out from our
SUSY3 ntuples recording the charge-flip events are not same as the run numbers to locate
the AOD, DAOD, or ROD data set.)

3. lsetup pyAMI; voms-proxy-init -voms atlas (One needs to have a valid grid cer-
tificate for it to work)

1
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4. ami command AMIGetFileInfo -fileGUID=61ED266E-640A-9245-8F30-AE22F892D47E
(The fileGUID in this example corresponds to the AOD data set. This command returns
the LFN denoting the luminosity block in this data set which contain the event of interest.)

5. lsetup rucio

6. rucio download mc16_13TeV:AOD.11189485._000711.pool.root.1 (Download the
luminosity block. Each luminosity block has size of around a few GB.)

7. lsetup asetup; asetup AtlasProduction,21.0.20.1

8. acmd.py filter-files -s eventlist.txt AOD.11189485._000711.pool.root.1
-o myEvent.pool.root (This command extracts the particular event of interest for VP1
to open. The eventlist.txt is a one-line text file recording the run number and the event
number. Note that this run number is not same as the run number in step 2, but same as the
run number printed out from our SUSY3 ntuples.)

To open the extracted single-event AOD file, the latest instruction to setup VP1 can be found in
[58]. It should be noted that the latest instruction is not guaranteed to open the extracted AOD
file based on previous instructions since each setup specifically . The well-tested setup uses the
old lxplus6.cern.ch (instead of lxplus.cern.ch corresponding to lxplus7) to log in and set
up as the follows:

1. asetup 22.0.0,Athena,slc6 or asetup master,latest,Athena,slc6

2. export QT_PLUGIN_PATH=/cvmfs/atlas-nightlies.cern.ch/repo/sw/master/
sw/lcg/releases/LCG_91/qt5/5.6.2/x86_64-slc6-gcc62-opt/plugins/

3. export QT_XKB_CONFIG_ROOT=/cvmfs/sft.cern.ch/lcg/releases/LCG_91/
libxkbcommon/0.7.1/x86_64-slc6-gcc62-opt/lib (Note that step 2 and 3 are only
required for asetup using 22.0.0.)

4. vp1 FileName

Since the AOD files recording the charge-flip events do not contain truth information of the
tracks (e.g. the sign of the charge and the type of particle it corresponds to), the exact cause of
charge misidentification is unable to be determined. The commands to obtain and print out the
full truth records of the event is presented below (see e.g. [59] for more detailed meanings of
some commands):

1. el -e "00364130 05581840" -api mc -p all -details type dataset (This com-
mand returns the fileGUID for all type of data set including EVNT.)
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2. ami command AMIGetFileInfo -fileGUID=3BE0891F-FA32-2043-A22A-6796F7C6E906
(This fileGUID corresponds to the EVNT data set.)

3. rucio download mc15_13TeV:EVNT.09300364._058536.pool.root.1

4. asetup 20.1.8.3,AtlasDerivation,gcc48 (More recent versions are available for
AtlasDerivation, but this version match with the command to print out the truth information.
The information of more recent versions can be found in [60].)

5. Reco_tf.py –inputEVNTFile EVNT.09300364._058536.pool.root.1 –outputDAODFile
284500_5581840.pool.root –reductionConf TRUTH0 (Convert EVNT to DAOD for-
mat.)

6. asetup 20.1.8.1,AtlasDerivation,gcc48

7. get_files xAODTruthReader_jobOptions.py (One needs to first open the file xAODTruthReader_jobOptions.py
and change the path of the input file to match the TRUTH0 file made above before pro-
ceeding to the next step. The number of events that one wants to print out is controlled by
the variable "theApp.EvtMax = -1", where "-1" means "process everything" here.)

8. athena xAODTruthReader_jobOptions.py > xAODTruth.txt (It is possible to print
out the truth information directly from EVNT file as described in [59], but the information
of the decay vertices in the TRUTH0 level DAOD file is clearer. In addition, only TRUTH0
file can be printed out using this method. See e.g. [60] for the description of the difference
among EVNT, TRUTH0, TRUTH1, TRUTH2 and TRUTH3. In short, TRUTH0 is an
exact copy of the input EVNT, which is desired for this study since it contains all truth
information of the event.)

B.2 Results

A number of events are examined and three of them are presented with one corresponding to a
1-prong event and two being 3-prong events.

B.2.1 1-prong event

Based on the truth record of the decay history of the 1-prong event (run number: 284500, event
number: 5581840), the Feynman diagram is shown in Fig. B.1. In this event, the hadronic tau
decays into one π− and two π0’s, where both π0’s decay into two photons, respectively.
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Fig. B.1 The Feynman diagram of the 1-prong event (run number: 284500, event number:
5581840) corresponding to τ

+
hadτ−µ → π−π0π0µ+νµ ν̄τ .

The event display of the AOD file for this event is shown in Fig. B.2 with different pT cuts
applied. The colour of the track denotes the sign of the charge with the red and yellow colour
denoting positively and negatively charged track, respectively. As shown in Fig. B.2c, only two
tracks are left after applying a pT cut of 10 GeV. The red track on the right side can be clearly
identified as µ+ since it leaves a track in the muon spectrometer. To assure that the right red track
indeed corresponds to µ+, its truth kinematic values from ENVT are checked for the agreement
with the kinematics from AOD. Another red track on the right side is matched to π− by checking
the agreement of the truth (from EVNT) and measured (from AOD) values of pT , |p⃗|, η and φ .
The truth and measured values are summarised in table B.1.
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Particle Parameter Truth value (from EVNT) Measured value (from AOD)

µ−

E ≈ |p⃗| 286 GeV 276 GeV
pT 53.440 GeV 51.537 GeV
η 2.362 2.363
φ 2.597 2.590

π+

E ≈ |p⃗| 80.7 GeV 67.2 GeV
pT 14.062 GeV 11.728 GeV
η 2.433 2.431
φ 0.193 0.199

Table B.1 Summary of the truth and measured values of pT , |p⃗|, η and φ for the 1-prong event
(run number: 284500, event number: 5581840).

In this event, the charge of π− is misidentified. The reason for this is suggested by the hit
summary which says that only three, four and zero hit(s) are left in Pix (silicon pixel detector),
SCT and TRT, respectively. The low number of hits leads to difficulties in measuring the
curvature of the track precisely. In addition, as shown in Fig. B.2b, other two yellow tracks
almost overlap with the π− track which may cause confusion in determining which hit belonging
to its own track. This is further confirmed by the hit summary of these two yellow tracks as
shown in table B.2. The second yellow track leaves zero hit in the Pix but up to nine hits in the
SCT.

Track
Hit summary

Pix (Pixel silicon detector) SCT TRT

π− 3 4 0
Yellow track no. 1 3 10 0
Yellow track no. 2 0 9 0

µ+ 6 8 0

Table B.2 Hit summary of the charged tracks in Fig. B.2b corresponding to the 1-prong event
(run number: 284500, event number: 5581840).
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(a)

(b) (c)

Fig. B.2 Event display of the AOD file containing the 1-prong event (run number: 284500, event
number: 5581840) after applying different pT cuts: (a) 1 GeV pT cut, (b) 5 GeV pT cut, (c) 10
GeV pT cut. The red and yellow colour indicate positively and negatively charged, respectively.
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B.2.2 3-prong event

Run number: 284500; Event number: 4300793

The truth record indicates that this event corresponds to following decay mode:

τ
+

τ
− :τ− → π

+
π
−

π
−

π
0
ντ

τ
+ → ν̄τ µ

+
νµ .

(B.1)

The truth and measured values of pT , |p⃗|, η and φ are summarised in table B.3.

Particle Parameter Truth value (from EVNT) Measured value (from AOD)

µ+

E ≈ |p⃗| 37.5 GeV 38.0 GeV
pT 32.237 GeV 32.766 GeV
η 0.560 0.560
φ 0.329 0.375

π+

E ≈ |p⃗| 7.38 GeV 7.42 GeV
pT 7.375 GeV 7.410 GeV
η -0.040 -0.041
φ 2.608 2.608

π− (1st)

E ≈ |p⃗| 4.44 GeV 4.47 GeV
pT 4.432 GeV 4.469 GeV
η -0.029 -0.029
φ 2.559 2.558

π− (2nd)

E ≈ |p⃗| 11.3 GeV /
pT 11.295 GeV /
η -0.075 /
φ 2.625 /

Red track

E ≈ |p⃗| / 4.792 GeV
pT / 4.777 GeV
η / -0.079
φ / 2.594

Table B.3 Summary of the truth and measured values of pT , |p⃗|, η and φ for the 3-prong event
(run number: 284500, event number: 4300793).

As shown in Fig. B.3a, only three tracks (two red and one yellow) are recorded in the AOD
file to be matched to three charged pion tracks in the truth record. In this event, the truth record
of the second π− (the fourth row in table B.3) cannot be matched to any tracks recorded in the
AOD file. The only AOD track in Fig. B.3a left unmatched does not match well with the second
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π− listed in the fourth row not only because the value of η and φ does not match as well as
other tracks, but also because this track has a much lower measured |p⃗| or pT . The charge of this
AOD track is opposite to the truth record, which means that the wrong track with the opposite
charge is mismatched to the original π− track in the AOD file leading to the charge of the τhad

being misidentified. The origin of the mismatched AOD track is unclear as the truth record does
not include electron-positron pairs originated from the photons from the decay of π0’s. It is
speculated that the mismatched track comes from a conversion from one of the photons.

(a) (b)

Fig. B.3 Event display of the AOD file containing the 3-prong event (run number: 284500, event
number: 4300793) after applying different pT cuts: (a) no pT cut, (b) 5 GeV pT cut. The red
and yellow colour indicate positively and negatively charged, respectively.

Run number: 284500; Event number: 7329244

The truth record indicates that this event corresponds to following decay mode:

τ
+

τ
− :τ+ → π

−
π
+

π
+

π
0
π

0
π

0
ν̄τ

τ
− → ντ µ

−
ν̄µ .

(B.2)

The truth and measured values of pT , |p⃗|, η and φ are summarised in table B.4.
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Particle Parameter Truth value (from EVNT) Measured value (from AOD)

µ−

E ≈ |p⃗| 106 GeV 105 GeV
pT 42.060 GeV 41.650 GeV
η 1.572 1.572
φ 0.329 0.330

π−

E ≈ |p⃗| 49.4 GeV 51.0 GeV
pT 13.053 GeV 13.501 GeV
η 2.005 2.005
φ 2.358 2.359

π+ (1st)

E ≈ |p⃗| 3.81 GeV 4.983 GeV
pT 1.012 GeV 1.335 GeV
η 2.000 1.992
φ 2.340 2.425

π+ (2nd)

E ≈ |p⃗| 9.07 GeV 10.991 GeV (negatively charged)
pT 2.291 GeV 2.896 GeV
η 2.053 2.009
φ 2.344 2.320

Table B.4 Summary of the truth and measured values of pT , |p⃗|, η and φ for the 3-prong event
(run number: 284500, event number: 7329244).

As shown in Fig. B.4a, this event has a lot of charged tracks recorded in the AOD file, while
most of the tracks are not in the same direction as the charged pions recorded in the EVNT file.
It can be seen in table B.4 that the measured charge of the second π+ (the fourth row) is opposite
to the sign of charge in the truth record. Therefore, the charge of that track is misidentified. By
checking the hit summary shown in table B.5, the second π+ does not leave any hit in the Pix,
which could lead to mis-determination of its charge.

Track
Hit summary

Pix (Pixel silicon detector) SCT TRT

π− 5 6 19
π+ (1st) 2 9 0
π+ (2nd) 0 9 0

µ− 4 8 36

Table B.5 Hit summary of the charged tracks in table. B.4 corresponding to the 3-prong event
(run number: 284500, event number: 7329244).
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(a) (b)

(c) (d)

Fig. B.4 Event display of the AOD file containing the 3-prong event (run number: 284500, event
number: 7329244) after applying different pT cuts: (a) no pT cut, (b) 2 GeV pT cut, (c) 5 GeV
pT cut, (d) 8 GeV pT cut. The red and yellow colour indicate positively and negatively charged,
respectively.

It is also noticed that two parts of the muon track circled out in white (as shown in Fig.
B.5) have different colours, which imply that the charge determined by the ID and the muon
spectrometer yield opposite signs. Though the charge determined by the ID is assigned to the
muon track in the AOD file, the cause of the difference in muon charge is unclear.
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Fig. B.5 Event display of the AOD file containing the 3-prong event with the muon track circled
out in white.

B.3 Conclusion

In this appendix, the cause of the charge flip of hadronic taus is studied. The detailed method
and commands are presented. Three events with one being 1-prong and two being 3-prong are
presented with details. Based on these three events, the causes include:

1. the charge of the charged pion track being misidentified due to poor hits in the ID and
the busy environment where charged tracks from the decay of τhad are too close to each
other which may cause confusion in determining which hit belonging to its own track (e.g.
section B.2.1 and B.2.2.2);

2. another track with opposite charge being misidentified as the true charged pion track (e.g.
section B.2.2.1).

It is not possible to conclude the major cause of the charge flip based on three events. Apart
from the need to study more events, it will be great if the AOD files with truth information can
be created so that the cause will be more clear without the need to match with EVNT files. It
is anticipated that a good understanding of the cause of the charge flip of τhad will benefit the
improvement of the BDT dedicated for the reconstruction and identification of τhad.
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