
Methodology For Improving performance &

Reliability In Low Voltage on-chip Memories

Hamed Movahedi

hamed.movahedi@xenergic.com

Department of Electrical and Information Technology

Lund University

Supervisor: Henrik Sjöland and Babak Mohammadi

Henrik.sjoland@eit.lth.se

babak.mohammadi@xenergic.com

Examiner: Pietro Andreani

pietro.andreani@eit.lth.se

September 11, 2019



c© 2019
Printed in Sweden
Tryckeriet i E-huset, Lund



Abstract

Recent surveys show that on average about 70% of area budget of system on chip
(SoC) 1 are occupied by Static Random Access Memory (SRAM)s, with a capacity
ranging from a few kilo-bits to tens of megabits. SRAM (static RAM or SRAM)
is a type of electronic memory that uses bistable latching circuitry (�ip-�op) to
store each bit. SRAM is volatile in the conventional sense that data is eventually
lost when the memory is not powered. The term static di�erentiates SRAM from
DRAM (dynamic random-access memory) which must be periodically refreshed.
SRAM is faster and more expensive than DRAM; it is typically used for CPU cache
while DRAM is used for a computer's main One critical issue in modern SoCs when
using such huge amount of on-chip memories is area e�ciency. The other vital
factor is power consumption. One desired approach in designing memories is to
reduce power consumption by lowering the voltage but pay as little as possible in
terms of silicon area overhead. Low-power memory design is a challenging �eld
that designers need to push the energy and area e�ciency to extreme limits.

In this thesis, the main goal will be to look into di�erent approaches or techniques
on how to maintain the low power SRAM memories functionality in terms of R/W
reliability in low voltage operations.

One useful technique is to be able to temporarily boost the voltage locally for
desired nodes in the circuit without having to raise the operational SRAM supply
voltage. So, a specially designed in-memory charge pump would be bene�cial with
the condition that the intrinsic large parasitic capacitances already existing on the
memory are exploited for this purpose; hence keeping area overhead to a minimum.

One other limitation in low voltage SRAMs is the sense ampli�er. These circuit
elements are generally working well with the nominal SRAM voltages veri�ed for a
certain technology node. However, special considerations require when the inten-
tion is to reduce the supply voltage. This requires to take a fresh look into sense
ampli�er implementations and propose a more suitable approach regarding theses
elements of SRAM memories in low voltages. This might demand to introduce

1SOC is an integrated circuit that integrates all components of an electronic system

on a substrate.
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new circuit elements to the memory design. For example in the case under some
certain conditions using single-ended sense ampli�ers shown to be bene�cial, there
might be a need to design circuits to provide the required reference voltages for
their operations.

Consequently, the following are some key steps for the thesis, and will be used as
milestones or goals:

• Investigating the possibility of using in-memory charge pump circuitry to
provide local voltage boosting in desired memory nodes with the intention
of maintaining acceptable R/W reliability in low power memories. Cares
must be taken to avoid introducing unnecessarily extra area overhead to the
memory layout.

• Investigating and proposing sense ampli�er circuitry which is more suitable
for low voltage SRAM memories.

• Implementing voltage reference generator to be used for sense ampli�er di-
versity schemes to improve detection reliability; e.g. using single-ended sense
ampli�er circuits in combination with a di�erential one to enhance memory
cell read reliability.
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Popular Science Summary

Static Random Access Memory (Static RAM or SRAM) is a type of RAM that
holds data in static form, that stays available, as long as the memory is supplied
by power. SRAM is best suited for operations like the CPU's fast cache memory
and storing registers, hard drives as disc cache, printers, modems routers, and
digital cameras. SRAM stores a bit of data on four transistors that form two
cross-coupled inverters named Cell. Cells are positioned in matrix shape comprise
columns and rows to make a bigger memory. Place of the cell determines by
columns and rows order which makes up the address of memory cell. Access to
each cell is facilitated by decoding the address by the decoder and multiplexer and
selecting the associated column and rows provides access to determined bit-cell for
read and write operations. Read means putting data on a speci�c cell and write
means detecting the content of a certain cell.
The requirements to keep more data bu�ering capacities lead to Increasing on-
chip memory density trend is driven e�orts to scale the size of bit-cell [1] thanks
to technology improvements. On the other hand, scaling faces the limitation of
scaling threshold voltage Vt [3], [4]. Size scaling contributes to a higher density
of cells and lowers voltage grant lower power consumption that is in the center of
attention in IoT applications [2]. Reducing the supply voltage a�ects the read and
writes operations [4]. Some techniques developed to compensate for the read and
write operation parameters in lower voltages. One of these techniques is adjusting
the voltage of critical nodes to improve the performance of SRAM [1]. There are
peripheral circuits to facilitate the read and write operations on bit-cell. During
the read operation, the content of the bit-cell is detected by a sense ampli�er. A
sense ampli�er is a kind of circuit that ampli�es a small input di�erential voltage to
a large rail to rail voltage di�erence at the output. A column of cells is connected
to the sense ampli�er and during the read operation sense ampli�er demonstrates
the content of certain cells that are selected by addressing procedure. Provided
failure of the sense ampli�er a column of bit cells failed to work. Enhancing sense
ampli�er function saves a major part of memory cells. This thesis concentrates
on peripheral circuits to improve SRAM read and write operations in low voltage
conditions.
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Chapter1

Introduction

1.1 Thesis Motivation

An outstanding characteristic of modern society is the powerful �ow of knowledge
and information in di�erent �elds of human activities. Data are often called the
lifeblood of modern civilization. Digital systems that are implemented on silicon
chips (SoC) play a key role in process data and handle the �ow of it. One of the
major parts of such digital systems is SRAM that is used as CPU's fast cache
memory and storing registers. Most of the area and power budget of today's SoCs
are consumed by the memory [3]. Among di�erent kinds of memories, SRAMs
thanks to their higher power e�ciency are ideal for electronic devices especially
the Internet of Things (IoT) appliances [5]. With the spreading of IoT appliances,
more struggles have been done to improve SRAM's main features such as power
consumption and silicon area. Power consumption directly translates to the bat-
tery life of the device, while the silicon area is an important factor in the total cost
of the IoT device. One popular method to reduce the associated power consump-
tion with memories is to lower the supply voltage [6]. As long as the expected
performance is met, this method provides a signi�cant power saving in memories.
On the downside, voltage scaling a�ects the reliability of memory operation. That
means a signi�cant increment in the chance of a failure during the read or write
(R/W) operations. One cause of the failure is bit-cell itself [7]. Memory bit-cells
are designed to work under nominal voltage in a certain technology node. How-
ever, in reduced voltage conditions bit-cell stable state might undoubtedly change
during a simple read operation. In the same way, during writing to some target
bit-cells, the state of other bit-cells might undoubtedly change. To maintain the
functional reliability of the memories in reduced voltage conditions some sort of
Read/Write (R/W) assist techniques are commonly used. One popular technique
is to boost or reduce voltages of only the desired nodes via the help of some kind
of R/W assist circuitry [8] .

Di�erent methods are available to control the voltage of a node. But most of the
solutions add an area to Memory. Unlike some previous works, the aim here is
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2 Introduction

to propose a solution that has the least silicon area overhead. One most e�ective
approach to boost the voltage of certain nodes is implementing some sort of charge
pumping circuitry [8]. However, a conventional charge pumping circuit requires
signi�cant area overhead due to capacitors used in its architecture. To address
this issue, we know that, SRAM memory arrays are constructed by connecting
hundreds or thousands of smaller memory cells with small parasitic capacitances.
Consequently, the arrangement of such a large number of small parasitic capaci-
tances associated with each bit-cell sums up to fairly considerable total parasitic
capacitances. In case these freely available parasitic capacitances can somehow
be used for redistributing electric charges to the desired nodes via a charge pump
circuit, a more reliable read or write operation can be achieved with minimal area
overhead.
The e�ort on maintaining SRAM functional reliability continues with analysis and
study around Sense Ampli�er (SA) circuitry. Another source of failure of memory
operation is the Sense Ampli�er [9]. It is a module that decides on the state of a
bit-cell to be either 0 or 1 during the read operation. Performance and Reliability
of the SA, when the supply voltage is reduced, should be studied. The perfor-
mance of the sense ampli�er is how fast a sense ampli�er can detect a memory
content. Reliability of sense ampli�er related to the correct output in di�erent
process variations and ambient conditions. Most of the time, SA itself could be
the bottleneck in reducing the memory operational voltage even further.
As mentioned before, in near-threshold voltage, SRAM performance is heavily
limited by sense ampli�er operation. The Sense ampli�er performance and the
reliability degrade in near-threshold supply voltage [10]. Among di�erent factors
associated with performance, the input o�set of the sense ampli�er is a factor that
has a considerable impact on the reliability of SA and the power wasting in memory
[11]. In other words, to detect bit-lines voltage correctly, the minimum di�erential
voltage of bit-lines, in worst-case, should be greater than the SA's input-referred
o�set. Accordingly, a smaller voltage di�erence on bit-lines leads to lower power
consumption thanks to lower bit-line discharging. Then sense ampli�er with lower
input-referred o�set is desired. Lower input di�erential voltage decrease sense am-
pli�er reliability [11]. Reliability is related to the probability of failure to detect
a correct state of bit-cell by the sense ampli�er. A large number of bit-cells are
connected to one sense ampli�er. Therefore, degrading of sense ampli�er reliability
means failing of reading operation for a large number of bit-cells.
This thesis aims to suggest a circuit or approach that is most suitable for SRAM
memories operating in lower than nominal supply voltage conditions. Circuit sim-
ulations, analysis, and evaluations would be provided to accompany the proposed
or studied techniques during the thesis work. Moreover, a novel technique to
increase sense ampli�er reliability will be introduced in this thesis.

1.2 Project Speci�cation

As mentioned before the main purpose of this project is improving SRAM read
and write operations by applying techniques to existence peripheral circuits with
as low as possible changes. The previous studies of SRAM show that decoder and
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sense ampli�ers are in the center of attention. The Decoder applies voltage to
word line That is a critical node to improve the operation of SRAM [12]. Boosting
or reducing the voltage of the word line a�ects the operation parameters of SRAM.
Implementing some sort of charge pumping inside the decoder facilitates to change
the voltage of the word line without having to change the operational SRAM supply
voltage. At least using this technique faces two main challenges. The �rst challenge
is keeping the area overhead as small as possible. Existed charge pump uses large
capacitances, approximately ten times the load capacitance, to boost the voltage of
the output node. Then a con�guration with smaller capacitance should be designed
to minimize area overhead as small as possible. The other concern is the operation
of the charge pump circuitry does not interfere with the operation of the memory
itself. Hence, a control unit should manage the operation of the charge pump in
consolidation with the decoder. The control circuit should consider all the related
timing issues and performances of memory. Another circuit module that limits the
minimum supply voltage of SRAM memory is a sense ampli�er. Sense ampli�er
parameters should be designed for near-threshold voltage. Then, improvement
methods and techniques will be used to enhance sense ampli�er functionality and
parameters. The main challenge regarding the sense ampli�er is a limitation in the
area. Sense ampli�er room on-chip is restricted by the width of cells and length
of memory. For that reason, a sense ampli�er with large transistors is not suitable
in smaller technologies.

1.3 Thesis Organization

The rest of the thesis is organized as follows:
Chapter 2 introduces the SRAM blocks and peripheral circuits. Analysis method
to evaluate and optimize the performance of integrated charge pumps, and the
application of the charge pump used in low voltage circuits.
Chapter 3 analysis method and propose techniques to improve SRAM operation
in lower voltage. Introducing techniques and design calculation.
Chapter 4 Layout and silicon techniques to reach the desired results.
Chapter 5. Results of simulations and discuss the results and compare with theory.
Chapter 6. Put all things together and round-up around the work.
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Chapter2

Background Research

2.1 Memory Structure

The smallest data storage cell is the one-bit memory cell consists of a simple latch
circuit with two stable operating points. Depending on the preserved state of the
two inverter latch circuit, the data being held in the memory cell will be interpreted
either as logic '0' or as logic '1'. Figure 2.1 shows a schematic of a bit-cell.

VDD

M6M5

M2 M4

M3M1

WL

BLCBL

Q
Q

Figure (2.1) A SRAM 6T bit-cell schematic

Transistors M1 to,M4 form a two back to back latch and M5 and M6 provide the
access to the data contained in the memory cell via bit lines (BL). Access switches
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6 Background Research

gates are controlled by the corresponding word line (WL) as shown in �gure 2.1.
Arranging bit cells (BC) next to each other in rows and columns form a matrix
of cells that makes a bigger memory. Figure 2.2 shows a block diagram of the
memory block.

Figure (2.2) SRAM Memory Architecture

Bit-cells are arranged next to each other forms a matrix. Position of each bit-
cell determined by the number of rows and columns in the matrix. Word-lines
are parallel wires that provide access to bit cells in a row. Bit-lines are also
vertical parallel wires connected to bit-cells and form the column of the matrix.
A Multiplexer (MUX) selects the column of the matrix. By applying address to
decoder and MUX, and selecting certain word-line and bit-line, access to a bit-cell
to write and read are provided. Word-lines are connected to the decoder on the
other side. A decoder (DEC) activates one of the word-lines bases on the input
address. Also, bit-lines connected to MUX and output of MUX is connected to
sense ampli�ers.
As mentioned The address of each Bit-cell is determined by the position of the
bit-cell in-memory matrix. This address is consists of two parts. One part that
selects the row of the matrix, applied to the decoder and decoder selects one of the
word-lines accordingly. The second part is used by MUX to select the column (bit-
lines). SRAM memories are suitable thanks to its lower power consumption and
high performance. The static power dissipation of bit-cell is very small. Essentially,
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it is limited by a small leakage current. Moreover Other advantages of SRAM and
the ability to operate at a lower power supply voltage. The major disadvantage of
this topology is larger cell size.

2.2 Decoder

Decoder is a logic combination of transistors that provide access to a row of Bit-
cells according to its input address.

a0
a1
a2

d1
d2

d8

3  8 
DECODER

Figure (2.3) 3× 8 decoder

A brief description of the function of the decoder used in these projects is depicted
in �gure 2.4. A high-value bit address selects the �rst stage and low-value bits
select among the second stages. Then the 3-bit input address can active 8-bit
outputs. And connect one of the output lines to Vdd.
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a0

WL<0> WL<3>WL<2>WL<1>

a1
d1
d2

a2
d3
d4

S1

S2

S1

S1 S2

d1

S1

d2

S1

d3

S1

d4

VDD

WL<4> WL<7>WL<6>WL<5>

S2

S2 S2

d1 d2 d3 d4

S2

Figure (2.4) Function of a 3× 8 decoder

2.3 Charge Pump

Charge Pump (CP) is an electronic circuit that converts the supply voltage, Vdd to
output voltage, Vout that is higher or lower than, Vdd. Unlike the other traditional
DC-DC converters, which employ inductors, CPs are only made of capacitors
and switches, thereby allowing integration on silicon. CPs were originally used
in nonvolatile memories. To see the function of CP, consider the simple circuit
consisting of a single capacitor and three switches shown in �gure 2.5 and �gure
2.6 .
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QS

CS

S1

Vdd

V1

S2

Vdd

Vout

S3

Figure (2.5) Voltage dou-
bler.state 1

QS

CS

S1

Vdd

V1

S2

Vdd

S3

Vout

Figure (2.6) Voltage dou-
bler.state 2

During phase 1, switches S1 and S3 are closed and the capacitor is charged to the
supply voltage, Vdd. Next phase switch S2 is closed and the left side plate of the
capacitor assumes a potential Vdd, while the capacitor maintains its charge of Vdd
from the previous phase. This means that during the phase 1 and phase 2, in the
absence of a D.C. load, an output voltage has been generated that is twice the
supply voltage.

(Vout − Vdd) · C = Vdd · C (2.1)

Vout = 2 · Vdd (2.2)

In order to accommodate a load at the output, the circuit would be modi�ed by
adding an output capacitance as shown in �gure 2.7.
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QL

QS CL

CS

S1

Vdd

V1

S2

S2

Vdd

S3

Vout

Figure (2.7) Simple voltage doubler with load

Practical voltage doubler, In this case, the ideal output voltage is given by equation
2.3

Vout = 2 · Vout ·
Cs

Cs + CL
(2.3)

2.4 Voltage Divider

Figure 2.8 shows two capacitors that share their charge when switches change from
state 1 to state 2.
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Figure (2.8) Voltage divider-
state 1

Figure (2.9) Voltage divider-
state 2

During state 1, switches S1 are closed and C1 charges to Vd.When switch conditions
change to state 2, S2 is closed and two capacitors form a parallel con�guration.
Since the voltage on plate of C1 is higher than the voltage on plate of capacitor
C2, the charge will be transferred from C1 to C2 until both plates reach the same
voltage. The �nal voltage is calculated by equation 2.4.

V2 = V1 ·
C1

C1 + C2
(2.4)

This method will be used to adjusting the voltage of word line that will be discussed
in the following.

2.5 Assist Techniques

To guarantee the functionality of bit-cell and memory, certain techniques have
been applied to control the voltage level of important nodes such as WL, BL,
BLC. These techniques are known to assist techniques in literature and industry.
One of these assist techniques concentrates on the voltage of the word-line. The
word-line voltage level is crucial to SRAM functionality. Figure 2.10 shows the
interaction of rnm by word-line voltage 1. By increasing the voltage of word-line
rnm decreases around 40 percent of the �rst value.

1data is base on study that has been done in xenergic company
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0
.6

0.
7

0
.8

0
.9 1

0.4

0.6

0.8

1

Normalized WL and BL Voltage [a.u]

N
or
m
al
iz
ed

R
N
M

[a
.u
]

WL
BL

Figure (2.10) RNM versus WL and BL voltage.

Figure 2.10 shows the interaction of rnm by bit-line voltage base. By increasing
voltage of bit-line rnm is constant roughly. This comparison shows that reducing
the voltage level on word-line is a critical parameter that should be controlled
appropriately.

2.6 Sense Ampli�er

Sense Ampli�er ampli�es di�erential voltage at inputs and regenerates latch po-
sition at the output. Two Inputs of the sense ampli�er are connected to bit-line
(BL) and its complementary (BLC). Output of the sense ampli�er is a latch that
after regeneration holds the content of memory. Sense ampli�er has great e�ect
on operation parameters of memory such as performance, reliability and power
consumption. Performance of sense ampli�er bond with access time needed to
generate output. Access time is comprising two parts. First, the time that input
of SA get ready thenceforward the time that output latch of SA take a position
and are ready to read. The �rst part of access time can be reduced by increasing
sense ampli�er sensitivity that is its ability to detect smaller di�erential voltage
at the input. It is clear that better sensitivity results in lower bit-line discharging
leading to lower power consumption. The second term of access time depends
on the sense ampli�er ability to regenerate the output latch. This term also is
connected with the power consumption and performance of the sense ampli�er.
Furthermore, temperature and manufacturing process variation may cause the
failure of the sense ampli�er. Then a sense ampli�er that has reliable output in
the di�erent conditions is desired. Since a large number of bit-cells are connected
to one sense ampli�er. Consequently, if a sense ampli�er fails, a bunch of bit-cells
is not usable which means loss of area. Many attempts have been done to improve
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SA performance and reliability. One study presented a comparison in low power
and high performance between the current-mode sense ampli�er and voltage mode
sense ampli�er with statistical models and Monte Carlo simulations [16]. Results
of this study help to select a proper con�guration for SA. Another work proposes a
process control monitor of SA o�set in recent CMOS technology. The monitoring
system provides accurate measurement of SA o�set. Analyzing the extracted data
shows the relation of the SA o�set voltage to process variations [9]. The other
attempt uses body biasing to control SA o�set in low supply voltage. Biasing the
body of transistors with multiple voltages is a technique to control the mismatch
of the transistor threshold voltage. Simulation results in related technology show
that the proposed calibration technique can reduce the standard deviation of the
o�set voltage comparing to a conventional SA [18]. Another work implements low
voltage techniques on various kinds of the sense ampli�er (voltage mode, current
mode, and charge transfer sense ampli�ers) on certain CMOS technology. Some
of these techniques will be useful for our e�ort to design a sense ampli�er in near-
threshold voltage [11]. Sense ampli�er o�set is also improved by many attempts.
Mostly o�set is the result of the mismatch in transistors that a�ect the thresh-
old voltage. Then controlling the threshold voltage of transistors lead to lower
o�set [17]. Unfortunately, the attempt to reduce the input o�set voltage of SA
often leads to an increase in the SA area and power consumption or prolonged
resolution time. Hence, the trade-o� between SA input o�set voltage, area, and
power-delay is a major design challenge, especially for nanoscale CMOS technol-
ogy [17]. Combining creatively the current and voltage sensing schemes provides
much better performance in terms of both sensing speed and power consumption.
First block sense the current �ows from bit-line to bit-cell and transforming it to
voltage. This process continues with a cross-coupled inverter block that makes
the �rst stage output small voltage to rail-to-rail voltage at the output. This
design can operate in a wide supply voltage range, with minimum performance
degradation. Moreover, this method helps to cope with the variation of parasitic
capacitances due to the layout and fabrication processes [28]. Improving sense
ampli�er operation at low voltage would be another favorable achievement. Con-
sidering this fact that the available area on-chip for the sense ampli�er is limited,
using circuits with many transistors to improve sense ampli�er operation might
not be a good solution due to the area restrictions. Consequently, the circuits
with the minimum number of transistors are preferable. If pre-layout simulation
results demonstrate that the purpose was not complied or show that the cost of
implementation is too high, instead of proceeding to layout, a detailed explanation
of this outcome will be given. Furthermore, all the reasoning behind any sugges-
tion or justi�cation will be documented for future works or references. Finally, a
report containing the detail design process will be submitted. Moreover, as men-
tioned before, in near-threshold voltage, SRAM performance is heavily limited by
sense ampli�er operation. Sense ampli�er performance and reliability degrade in
near-threshold supply voltage. The performance of the sense ampli�er is how fast
a sense ampli�er can detect bit-line voltage. It is related to the speed and power
consumption of memory. Among di�erent factors associated with performance,
the input o�set of the sense ampli�er is a factor that has a considerable impact on
performance (power and speed) of the sense ampli�er. In other words, to detect
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bit-lines voltage correctly minimum di�erential voltage of bit-lines, in worst-case,
should be greater than the SA's input-referred o�set. Accordingly, a smaller volt-
age di�erence on bit-lines leads to lower power consumption. Then sense ampli�er
with lower input-referred o�set is desired. The other important factor of the sense
ampli�er is reliability. Reliability is related to the probability of failure to detect
the correct state of bit-cell by the sense ampli�er. A large number of bit-cells are
connected to one sense ampli�er. Therefore, degrading of sense ampli�er reliability
means failing to read operation for a large number of bit-cells. SA with lower o�set
detects the lower di�erential voltage of bit-lines that prevent wasting of energy.
Moreover, other power reduction techniques regarding sense ampli�ers such as a
threshold controlling will be considered. Consequently, in case these techniques
seemed interesting to be used in a low power memory architecture, more detailed
studies will be followed.



Chapter3

Circuit Design

3.1 Voltage Reducing

Word-line under drive method (WLUD) is an assist technique to increase RNM by
reducing the voltage level of the Word-line. Figure 2.10 shows the RNM variation
versus WL voltage. Hence, the goal is to reduce the voltage. Many solutions can
be used to reduce voltage. One solution is using a voltage supply circuit. However,
applying a voltage regulator imposes area overhead that is added to memory costs.
Another solution is to apply techniques to available components and resources to
adjust the voltage of the word-line. Section 2.5 introduced the basic concept of
voltage dividing between two parallel capacitance. Figure 3.1 shows the block
diagram of the voltage reduction system.

WL

DECODER

Parasitic capacitance 
of wordline

Parasitic capacitance 
of Decoder

Address

Address

Edge detector

switch
voltage 
adjustment

mode
L1
L2

and 

charge signal

hold signal
Cwl

Vdd Vdd

Cdec

Figure (3.1) Voltage Reduction System
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In this technique �rst decoder parasitics capacitor Cdec charge to Vdd. During
second phase Cdec disconnect from Vdd and connect to load. Then the charge
of Cdec transfer to word-line parasitics. Output voltage takes a value base on
Cdec and Cwl. To well adjustment, the WL voltage, the capacitor of Cdec and
Cwl should be adjusted by another block that adds small capacitance to them.
This block switches between small capacitors to well adjusting the output voltage.
This technique needs the exact timing to charge the decoder and discharge it to the
word-line. To explain the timing system supposes that the Address is applied to
the decoder by the rising edge of the clock cycle. The decoder is a combinational
circuit and just after a delay, one of the word-lines is selected and its voltage
reaches the supply voltage. In this technique, the clock cycle divides into two
phases. In the �rst phase, the parasitics of decoder charge to Vdd. In second phase
decoder disconnected from Vdd and connect to selected word-line and discharge to
that.

Figure 3.2 shows the high level view of memory major componenets.

VDD

M6M5

M2 M4

M3M1 BLBL

Q
Q

DECODER BIT CELL

Parasitic capacitance
 of wordline

Parasitic capacitance 
of Decoder

VDD

Figure (3.2) Wordline and decoder

The decoder is depicted as a parasitic capacitor and ideal switches. A logic circuit
closes a certain switch base on input address and the path from the Supply voltage
to the WL is connected and WL is charged to 0.63Vdd. Word-line is a long wire
that connect to the gate of Access transistors in bit-cells. For example for a 64
bit SRAM, the word-line connects to 124 gates with parasitic capacitances. Since
all of these capacitors are parallel, their capacitance is added and forms a larger
capacitance. A simpler con�guration of the decoder and word-line capacitors are
shown in �gure 3.3.
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QWLQDEC

CWLCDEC

S2

V2

S1

Vdd

Figure (3.3) Simple model of decoder and WL parasitic capaci-
tances

If the charge sharing technique applied in this con�guration then voltage V2 would
be determined by the size of parasitics. Suppose the clock period divided into two
phases. During the phase 1 (t1) decoder capacitor CDEC charge to Vdd and in
phase 2 (t2) CDEC disconnected from the source and connect to word-line. Hence
the charge of CDEC share between both capacitors and voltage V2 get a certain
value.

V2 = Vdd ·
CDEC

CDEC + CWL
(3.1)

CDEC is the total parasitic capacitances that be charged during t1. CDEC is calcu-
lated by extraction all parasitic capacitances of the available decoder. The same is
for word-line parasitic capacitances. As mentioned earlier, the �st phase decoder
is Isolated from word-lines and is charged to Vdd. To providing this condition,
an edge detector makes a pulse by the rising edge of the clock cycle. This pulse
applied to the �rst stage of the decoder and disables the decoder during the �rst
phase. Now the decoder is as an isolated capacitor that is charged to Vdd. After
the �rst phase, a switch disconnects the Vdd connection and simultaneously input
address applied to the decoder and word-line is selected and the charge stored in
decoder parasitics is discharged to the word line.
Decoder parasitics charge to Vdd during t1. This time should be enough long that
Cdec fully charge to Vdd. This matter is one of the problems that this system
faces in higher frequencies. To compensate for the lower charging time bigger
switch transistors should be used. However bigger switch transistor increases the
parasitic capacitances in decoder side Cdec that needs a longer time to charge.
Consequently to some extent increasing the switch size improve the charging time
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and by simulation, the operation frequency of this system restricted to 250 MHz.

W

L
=
CDEC · Vdd
t1 · k · V 2

ov

(3.2)

Figure 3.4 shows equal simple model of charging part.

Vdd

Idd

Cdec

Figure (3.4) Decoder parasitics charging

3.2 Voltage Boosting

The last section concentrates on decreasing the word-line voltage to improve the
RNM. However, decreasing the word-line voltage a�ects the reliability of SRAM
due to process variation. For example, Process variation changes the threshold
voltage of access transistors and causes week operation of this transistor in low
voltage that leads to an increase in the failure rate of cells. In certain conditions
that higher performance and more yield is the main object increasing the voltage of
word-line is an e�ective tool to improve these features [2]. The most widely used
circuit to boost the voltage is the charge pump. A simple model of the charge
pump is a capacitor that one side plat voltage reverses in a clock cycle. Figure 3.5
shows the proposed topology for the charge pump.
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Figure (3.5) Schematic of charge pump circuit

Before clock rising edge M1 and M3 are on and Vout is equal Vdd. By rising clk
to logic 1, M2 ,M4 are on and Vout increases. If Cs are enough bigger than CL

then Vout will be double of Vdd. Figure 3.6 shows a complete block diagram of
the boosting system implemented to the decoder. In this con�guration, CL is the
whole parasitics of word-line and decoder and C1 and C2 are the charge pump
capacitors. The main goal is to reduce C1 and C2 as small as possible while the
output voltage is maintained around 1.5Vdd . For this purpose instead of charging
the load from zero to Vboost, �rst CL charge to Vdd then charge pump boost voltage
from Vdd to Vboost.
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Figure (3.6) Block diagram of voltage boosting system

3.3 Sense Ampli�er

Sense Ampli�ers (SA) amplify a small signal bit-lines di�erential voltage to '0' and
'1' logic levels at the output. SA comprises a di�erential pair at the input stage
and a bi-stable latch at the output stage. Figure 3.7 shows a simple SA topology.



Circuit Design 21

BL

M3

M5 M6

M4

VDD

M2M1

M7

BLC

SAE

MP MN

DP DN

Figure (3.7) StrongArm schematic

The di�erential pair detect voltage di�erence of bit-lines at the input and stimu-
late a latch at the output stage. This process leads to regenerate latch position
according to the bit-lines voltage di�erence. Among di�erent topologies for the
sense ampli�er, StrongArm latch topology possesses the distinguishing charac-
teristic which makes it special for sense ampli�er application. The term �Stron-
gArm� commemorates the use of this circuit in Digital Equipment Corporation's
StrongArm microprocessor, but the basic structure was originally introduced by
Toshiba's Kobayashi [19]. The StrongArm latch features which are making it
suited to use as sense ampli�er are as bellow:
1) It consumes zero static power,
2) It directly produces rail-to-rail outputs,
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3) Its input-referred o�set arises from primarily one di�erential pair [19].
Figure 3.8 shows a dual strongArm topology [21].
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M14 M15
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M17M16
DP DN

Figure (3.8) Dual strongArm topology

Suppose that bit-cell holds logic level zero and one in the ends that are connected
to BL and BLC respectively. BL and its complementary BLC connect the inputs
of the sense ampli�er. In read operation BL, BLC, DP, DN, MP, MN nodes are
precharged to Vdd.

Right after the precharge phase, both BL and BLC lines applied di�erential voltage
to gate of M1 and M2. When Sense Ampli�er Enable signal (SAE) signal turn on
M7 transistor, currents I1 and I2 path throughM1 andM2 respectively. Since the
voltage of BL and BLC are di�erent than the current pass throughM1 andM2 are
di�erent. Di�erent currents contribute to a di�erent voltage of DP and DN nodes.
These nodes are also connected to sources of M4 and M3 respectively while their
gates charge to vdd. Consequently Vgs of both transistors M3 and M4 increase.
Each transistor that reaches the Vth sooner gets on and thanks to positive feedback
regenerate the latch position. During the simulation, it was observed that the gain
of strongArm SA increase by decreasing the supply voltage. To investigate this
matter a simple model of the circuit, which is shown in �gure 3.9, is used in the
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test bench. Figure 3.10 shows the gain os SA versus supply voltage.

BL
M2M1

M7

BLC

SAE

DP DN

CP

CN

Figure (3.9) Strongarm input section phase

VDP − VDN =
1

CDP
· (IM1 − IM2) · t1 (3.3)

VDP − VDN =
1

CDP
· gM1 · (VBL − VBLC) · t1 (3.4)

during this time �rst stage has a gain equal

gain =
gM1,2

CDP
· t1 (3.5)
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The other factor is the time that output logic value is prepared. This time is
expressed as regeneration constant time τreg.

τreg =
CMP

gM4 · (1− CMP

CDP
)

(3.6)

Circuit operation in the top side is the same in the concept but with a small
di�erence in voltage level. M8 andM9 form another di�erential pair. DN and DP
are connected to gates of M8 and M9 respectively. Drain of M8 and M9 discharge
to the ground during the precharge time. When DN and DP start to falling XP
and XN rising to vdd with the di�erent speed which is source of M10 and M11.
Gates of M10 and M11 are discharged to ground during the precharge stage. Then
The �rst transistor that reaches Vth get on and the output of the latch is evaluated.
Scaling in technology makes it di�cult to Control the fabrication process leading to
variation in the process. Parameters causing unpredictability in the performance
of SAs. For example, the variation in oxide thickness and the number of dopant
atoms in the transistor channel lead to variation in the threshold voltage Vth and
other parameters of the device. It is therefore extremely important to keep this
aspect in Perspectives while designing a SA and estimating its Performance in
terms of access time, o�set, power and area. StrongArm topology Monte Carlo
analysis shows better results compare to existed SA. However to improve the SA
operation in lower di�erential voltage, voting topology is proposed in this thesis.
Figure 3.11 shows the voting topology.
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Figure (3.11) Voting topology

The �rst stage has a major role in the failure of the sense ampli�er to detect the
correct value. Suppose that the �rst stage contributes to failure, and its failure
probability (FP) is a1, a2 and a3, then the probability of failure in the voting
system is when at least two of three input stages are failed or whole three are
failed. Considering that the failure of each stage is independent of each other and
the probability of the whole system expected to be:

FP = a1 · a2 + a2 · a3 + a3 · a1 + a1 · a2 · a3 (3.7)

if consider that a1=a2=a3=a then

FP = 3 · a2 + a3 (3.8)

and since the a is less than one then the FP of voting system will be smaller than
the FP of single topology.
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Chapter4

Layout

4.1 Word-line Voltage Reducing And Increasing

The main challenge for implementing voltage reduction or increasing techniques is
capacitances. As it mentioned, implementing capacitances needs extra mask and
area. Therefore using the available parasitic capacitors would be a solution. To
have a comprehensive understanding of available parasitics of memory, parasitic
extraction is done on memory components. The results show that the parasitic
available on the decoder with 64 output can charge the word-line connected to 64
bit-cell. As mentioned to make a larger memory, we can duplicate the memory
blocks and decoder. By adding more decoders, the capacity of the decoder to
charge a larger word-line will increase. While extra circuits added to decoder
share in larger memories. For load control unit number of small capacitors are
required. To avoid the extra mask to the design, a dummy word-line is added
to the memory that its parasitic capacitance use for the load control circuit. For
the word-line voltage boosting technique The main problem is the charge pump
capacitance that needs access to both plates. The big portion of parasitics is
between a node and substrate where the node is connected to the semiconductor.
For example, the gates connected to word-line contribute a big portion of word-line
capacitance. Accessing to the metal side is easy however accessing the other side
plate of parasitics is not easy. In this case, we use a MOS transistor as capacitance
by shot connecting the drain and source of MOS. Then one side is the gate that is
accessible, and the other side is the drain-source connection that also is accessible.
To reduce the area overhead this kind of capacitance should be as small as possible
that is explained in the charge pump design section.
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4.2 Sense Ampli�er

The layout of the sense ampli�er should be designed enough big to reduce the
impact of process variation. However, the sense ampli�er should be as small as
compared to the size of bit cells. The solution completely discussed in the design
chapter. Figure 4.2 shows the block diagram of the voting system.
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Chapter5

System Integration And Simulation

5.1 Voltage Reducing

In chapter 3 The concept of the voltage reducing and the required circuits were
explained. Figure 3.1 shows the voltage reducing circuit. As mentioned earlier
the concept is voltage dividing between two capacitors. To save the area we use
the parasitic capacitors of the decoder and word-line. This technique is done
in three steps. The �rst decoder is isolated from word-lines and charge to Vdd.
Second, the address applied to the decoder and one word-line is selected. Finally
the charge of the decoder parasitic capacitance is shared with word-line parasitic
capacitance. Figure 5.1 shows the di�erent steps. Figure 5.1.a sealed the decoder
from word-line and simultaneously �gure 5.1.b shows the signal that charge the
decoder. Word-line voltage is shown in �gure 5.1.c, which is reduced.
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Figure (5.1) Word line voltage reduction signals

Figure 5.2 shows the word-line voltage in di�erent corners. It can be seen that the
SS corner is the worst condition.
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Figure (5.2) Output voltage for reducing system in all corners.

Since voltage dividing happens between parasitic capacitances of the decoder and
word-line and the value of word-line parasitic capacitance is changed according to
the size of the word-line then a control system is needed to adjusting the voltage
of word-line. Figure 5.3 shows the word-line voltage versus word-line capacitance.
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Figure (5.3) Word-line voltage versus di�erent capacitance load.

5.2 Voltage Boosting

Another part of the project is designing an assist technique to increase the voltage
of the word-line. Figure 3.6 shoes the system that increases the voltage of the
word-line in each clock cycle. As mentioned before in chapter 3, the main chal-
lenge in voltage boosting is the size of the source capacitor should be as small as
possible. Then the technique is �rst charging the word-line to Vdd then the voltage
of the word-line boost to a nominal voltage by the charge pump. By applying this
technique, the size of the capacitor in the charge pump is reduced. Figure 5.4
shows the major signals. Figure 5.4.a and b show the signals that connect the
decoder supply node to either Vdd or charge pump respectively. Figure 5.4.c shows
the boosted voltage of the word-line.
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Figure (5.4) Boosting system main signals .

Figure 5.5 shows the word-line voltage in di�erent corners. The system well works
in all corners.
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Figure (5.5) Output voltage for boosting system in all corners.

5.3 Sense Ampli�er

In this section, the results of the simulation of strong-arm and voting topology
are presented and investigated. Fig 3.8 shows strongArm topology. First, the
precharge system applies voltage equal to Vdd to DP, DN, MP, MN, BL, BLC
nodes. In the second step, a di�erential voltage slop applied to BL. Sense Ampli�er
Enable (SAE) signal active the sense ampli�er when the di�erential voltage of
BL and BLC reaches 20 mV and active SA for 200 pS. During this period SA
regenerates output latch base on di�erential input.

Fig 5.6-top shows the major signals of StrongArm sense ampli�er. BL and BLC
are the di�erential inputs. BL is constant, and BLC dropped gradually from Vdd.
When the SAE signal activates the SA, the input di�erential is equal to 20 mV
and the output regenerates bases on the input condition. Figure 5.6-bottom shows
the SA output signal.
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Figure (5.6) Top read operation and signal condition of SA. Bot-
tom output of SA.

Reliability of SA is the probability that SA generates correct output in di�erent
condition. Monte Carlo simulation is used to examine circuit behavior in di�erent
conditions. In this study, the output should be logic 1. Then the outputs lower
than half-Vdd are the wrong answers.
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Fig 5.7 shows the error rate versus supply voltage. The number of errors (NOE)
deducts from 47 in 0.66 [a.u] to 31 in 0.47 [a.u]. For lower voltage than 0.47 [a.u],
the SA error increases drastically since the circuit does not work properly.
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Figure (5.7) Error rate versus supply voltage for single strongArm
topology.read time is enough long.

This happens due to the gain increase when the supply voltage decrease is shown
in �gure 3.10. Then in this topology reducing the supply, voltage improves the
reliability of the SA. However, for the voltages lower than 0.488 Vdd the NOE
increases dramatically. Consider that SA operation in lower supply voltage is
so slow and results will be generated after a couple of nanoseconds. Hence, in
simulations, the output is read after enough time to remove the e�ect of delay and
reach a logical view of voltage e�ect on the number of errors without impact of
time.
The other parameter a�ects reliability is the input di�erential voltage. Figure 5.8
shows the error rate by changing the di�erential input.
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Figure 5.8 compares the error rate For voting and single topology. The supply
voltage is adjusted for the best condition in each topology. In the single topol-
ogy when the supply voltage is �xed at 0.48 [a.u], The number of errors deducts
from 32 in 20mV to 1 in 30mV. Comparing this condition with the supply voltage
around 0.67 [a.u] that NOE deduct from 47 numbers to 1 number. For voting
topology with 3 voters, the best supply voltage is around 0.53 [a.u] that the NOE
is less than 5. Comparing curves in �gure 5.8 reveals that the number of errors is
related to both supply voltage and input di�erential voltage. The voting system
shows better behavior in lower supply voltage and lower input di�erential voltages.
The strongArm topology shows good results by scaling the supply voltage. How-
ever, reducing the input di�erential voltage decreases the reliability of StrongArm
SA. To rectify this problem, a voting methodology is implemented in the �rst
stage of SA. The Proposed topology was discussed and depicted in �gure 3.11. Fig
5.9 shows error rate versus supply voltage when the input di� voltage is �xed at
20mV. A number of errors deduct from 47 in single strongArm topology to around
7 in voting topology. The number of errors reaches the minimum value of 0.5-0.53
[a.u]. The same as a single topology the NOE increases when the supply voltage
decreases lower than 0.48 [a.u]. The �rst outcome of the voting system is reducing
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the NOE around 86 % for the same condition as the single topology. The second
outcome is reducing the dependency of NOE to the supply voltage. As can be seen
in �g 5.9 NOE is �xed around 7 for the supply voltage range between 0.56-0.66
[a.u].

0
.4
6

0.
48 0.
5

0.
52

0
.5
4

0
.5
6

0
.5
8

0
.6

0
.6
2

0.
6
4

0.
6
6

0.
6
8

0

10

20

30

40

50

60

Normalized Supply Voltage [a.u]

N
u
m
b
er

of
E
rr
or
s

voting error
single error

Figure (5.9) Error rate versus supply voltage for both single and
voting topology. Input di�erential is 20mV .

Two enable signal is applied to SA in the voting con�guration. SAE signal is
applied to the �rst stage and SAETOP signal is applied to the second stage. To
understand the needs to separate these signals �rst suppose that both of them are
the same. In this conditions the sense ampli�er NOE is depicted in �gure 5.10.
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Figure (5.10) Error rate versus supply voltage for voting topol-
ogy in case SAETOP active 200pS after SAE. Input di�erential
voltage is 20mV.

The number of errors increases below 0.56 [a.u]. This fact is due to the delay in
the �rst stage. In fact in low voltage �rst stage needs more time to reach a �nal
stable correct value. If before that time the second stage read the values from
the �rst stage, then wrong results generate at the output of the second stage. To
overcome this problem, the second stage enables the signal SAETOP is applied
after SAE. We name this time di�erence �rst stage preparation time(FSPT).
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Figure (5.11) Error rate versus SAETOP delay for supply voltage
0.48 [a.u].

Figure 5.11 shows the NOE for di�erent delay times between SAE and SAETOP.
It is clear that after 400pS delay, SA shows optimum results at output.
To increase the speed of SA and reduce power consumption by memory, FSTP
time should be reduced that cause an increase in the NOE of the sense ampli�er.
To improve the reliability of the sense ampli�er even more, the �rst stage number
of voters can be increased. Then the voting system selects among more options
resulted in the probability of error decrease to around zero. In the �owing �rst
stage expand to �ve voters. Consequently, the second stage output select among
�ve inputs. Figure 5.12 shows result of 1,000 Monte-Carlo analyses. As it is
expected, the number of errors reduces.
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Figure (5.12) Error rate versus supply voltage for voting topology
which select from �ve input. Input di�erential voltage is 20mV
. FSTP is 500 pS.

Till now the strong arm input stage duplicated and a voting system at the output
stage determine the �nal results. By voting among three, the area gets approxi-
mately 3 times bigger than a single strongArm And the number of errors at output
drop from 47 to 7 around 85% improvement. The following struggle is on reducing
the size of multiple voting transistors and investigate the relation of the error rates
with the size of transistors. Figure 5.13 shows the NOE versus the size of di�eren-
tial pairs. In this simulation, the voting system has three voters. Each voter size
is the thirst of the single strongArm transistor sizes. Then approximately both
single SA and Voting SA are the same size. Results will show that for very large
transistors the results of both methods are the same. By decreasing the size of
the transistors voting method NOE are lower than single SA. It means that for
the transistors with same size, results of the voting method is better than single
SA. For example, the best value happens when the size of transistors is 1.8 [a.u]
and the voting method reduces the errors from 30 to 12 around 60%. Base on
what is explained it is clear that for the voting method with �rst stage three times
bigger than single StrongArm the NOE improvement is 86%, while for the voting
SA with �rst stage same size as the single SA, improvement in NOE is 60%.
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Figure (5.13) Error rate versus supply voltage for single and voting
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tial voltage is 20 mV. FSTP is 500 pS.
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gArm and voting topology by increasing the di�erential pairs
size.supply voltage is 1 and di�erential voltage is 20mV.

To make a comparison between the single and the voting system, the error re-
duction ability of the voting system is depicted in �gure 5.14. In this comparison,
error reductions normalize to maximum error reduction. As shown in the �gure the
maximum error reduction is when the input size of transistors is 1.8 [a.u]. In this
condition, the number of errors deducts from 30 to 14 that is 54% improvement
in the errors with the same transistor sizes.
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Figure (5.15) compare the error rate versus supply voltage for vot-
ing topology which select from three and �ve input. Input dif-
ferential voltage is 20mV mV. FSTP is 500 pS.

Figure 5.15 compares the NOE of the voting system with �ve voters. NOE de-
creases rapidly by increasing the size of transistors. For the transistors greater
than 2.1 normalized sizes the NOE for a voting system with 5 voters is 50% im-
provement. The same as a voting system with 3 voters NOE is reached zero at 4
normalized sizes . All in all the voter system with �ve voters shows better results
between 2 and 3. But we can see that instead of adding 2 voters to the system by
a 30-percent increase in the size of 3 voters the same result can be achieved.



Chapter6

Conclusion And Future Works

This project provides solutions in lower supply voltage, to maintain the expected
performance of SRAM in low voltage. Voltage scaling a�ects the reliability of
memory operation that means a signi�cant increment in the chance of a failure
during the read or writes (R/W) operation. One cause of the failure is bit-cell
itself. Memory bit-cells are designed to work under nominal voltage in a certain
technology node. However, in reduced voltage conditions bit-cell stable state might
undauntedly change during a simple read operation. In the same way, during
writing to some target bit-cells, the state of other bit-cells might undauntedly
change or the content of bit-cell change wrongly. To maintain the functional
reliability of the memories in reduced voltage conditions, One technique is to boost
or reduce voltages of only the desired nodes via the help of some kind of R/W assist
circuitry. Based on the previous study world-line is a critical node its voltage level
impact on performance and reliability of memory. This work proposes a solution
to boost the voltage of the word-line that has the least silicon area overhead. To
boost the voltage of certain nodes base on the concept of charge pumping a novel
topology of the charge pump is designed that used a lower number of transistors
and good e�ciency. The capacitor ratio of the proposed charge pump is lower
than the available one. However, a charge pumping circuit requires signi�cant
area overhead due to capacitors used in its architecture. In this thesis, these
freely available parasitic capacitances somehow are used for redistributing electric
charges to the desired nodes via a charge pump circuit. This technique provides
the possibility to control the voltage of the word-line for a more reliable read or
write operation with minimal area overhead. Another source of failure of memory
operation is the Sense Ampli�er. It is a module that decides on the state of
a bit-cell to be either 0 or 1 during the read operation. The reliability of SA
decreases when the supply voltage is reduced. Most of the time, SA itself could be
the bottleneck in reducing the memory operational voltage even further. A novel
and state of the art topology for the sense ampli�er are introduced in this thesis
that works base on voting. Voting among multiple numbers of results reduces the
number of failures in Monte Carlo simulation. Also, the input o�set of the sense
ampli�er is improved in comparison with the available one. As mentioned before
the main purpose of this project is improving SRAM read and write operations
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by applying techniques to existence peripheral circuits with as low as possible
changes. The previous studies of SRAM show that decoder and sense ampli�ers
are in the center of attention. The decoder applies voltage to word line That
is a critical node to improve the operation of SRAM. Boosting or reducing the
voltage of the word line a�ects the operation parameters of SRAM. Implementing
some sort of charge pumping inside the decoder facilitates to change the voltage
of the word line without having to change the operational SRAM supply voltage.
At least using this technique faces two main challenges. The �rst challenge is
keeping the area overhead as small as possible. Existed charge pump uses large
capacitances, approximately ten times the load capacitance, to boost the voltage of
the output node. Then a con�guration with smaller capacitance should be designed
to minimize area overhead as small as possible. The other concern is the operation
of the charge pump circuitry does not interfere with the operation of the memory
itself. Hence, a control unit should manage the operation of the charge pump in
consolidation with the decoder. The control circuit should consider all the related
timing issues and performances of memory. Another circuit module that limits the
minimum supply voltage of SRAM memory is a sense ampli�er. Sense ampli�er
parameters should be designed for near-threshold voltage. Then, improvement
methods and techniques will be used to enhance sense ampli�er functionality and
parameters. The main challenge regarding the sense ampli�er is a limitation in the
area. Sense ampli�er room on-chip is restricted by the width of cells and length of
memory. For that reason, a sense ampli�er should be designed as small as possible.

Further study to continue this thesis subject is designing a decoder with the possi-
bility of voltage boosting or reducing. By implementing the charge pump concept
in the decoder architecture instead of using an external charge pump. Another
improvement is regarding sense ampli�er to doing more study around dividing
the sense ampli�er to multiple smaller one and studying the pattern of errors for
operation parameters and design a decision-making system with optimum correc-
tion ability. Moreover regarding sense ampli�er, using multiple input di�erential
transistors. Also designing a test that detects the impact of process variation on
sense ampli�er base on the results in di�erent conditions and reducing the e�ect of
process variation by correction unbalance between two sides by adding or reducing
transistors on each side.
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