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Abstract

The common carotid artery (CCA), the artery that supplies our brains with
oxygen, is of great importance in stroke research. The usual way to monitor the
artery is by using ultrasound (US) imaging. An automated way of segmenting
out the arteries from the US images is desired to optimize rescarch. With an
upswing in development of convolutional neural networks (CNN), this is now
possible. CNN uses a training dataset to tweak a set of trainable parameters so
that it can successfully classify images that is similar to the training data, and
can then successfully segment out the CCA in new images.

However, the US images tend to have a large variation from patient to patient,
since the artery and, the tissue and veins around the artery are not identical from
patient to patient. A normal way that convolutional neural networks tackle chis
is by using a large training dataset to learn the variation, sadly a large dataset
of out-segmented CCAs does not exist. This presents some challenges to using
CNN ro segment CCAs.

In this thesis, a case study has been performed with the fully convolutional neu-
ral network architecture called UNet, trained with less than 200 US images of
the CCA to study if the network can segment the CCA in new images. With
training data of around 200 US images, the network’s output is compared to an
expert’s segmentation as the ground truth. The conclusion is that the network
show promising result with an average of a 0.871 DICE similarity coefficient.
Two key limitations were identified, first that images with a large difference in
greyscale from the training data need to be preprocessed before, and secondly
that artifacts need to be reduced to get a good segmentation.

The study does promote the use of UNet for segmenting the CCA in US im-

ages. With further development in postprocessing, a reliable way to segment the
CCA in US images is possible.
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Chapter 1

Introduction

Medical imaging is crucial for medical diagnostics and research. Among the popular imaging
methods, ultrasound (US) imaging is one of the best options for tissue, organ and vascular
system. It is a method that utilizes the properties of sound and the acoustics of the body. US
is a non-invasive imaging tool, relatively cheap and gives out no radiation, making it com-
pletely safe, widely accessible and easily tolerable compared to other medical imaging tools.

With the help of US imaging, the main artery that supply the brain with oxygenated blood,
the common carotid artery (CCA), can be monitored and captured in images. Rupture of
plaque in the CCA often results in stroke, which was the second leading cause of death 2016
[1], and is therefore of substantial focus in biomedical research. At Lund University, research
on the CCA is being conducted and the researchers use US to understand how the move-
ment of the CCA is related to different diseases that increase risks of stroke [2]. However,
studying a large amount of US images of CCA from test patients under a certain time is very
time consuming and more efficient approaches are needed.

One way that the researchers wish to study the CCA, is by taking multiple US images of the
circular cross-section of the CCA and create a 3D model for further research. The current way
this is done is using either completely manual segmentation or using semi-automated func-
tions which requires the researcher to still give the region of the CCA in the images. This is
very time consuming since a lot of pictures are needed to give an accurate analysis, and an
automated segmentation is desired to more efficiently research the CCA. This is where Deep
Learning (DL) can be a possible solution.

DL is a set of machine learning methods that are set to perform a specific task without
explicit instructions, instead only relying on patterns and an interface. DL uses artificial
neurons, which is a computerized version of our neurons in the brain. These neurons’ pur-
pose is through representational learning, to solve future tasks based on this learning. In this
thesis, a convolutional neuronal network (CNN) is used. In many segmentation and com-




1. INTRODUCTION

puter vision tasks, CNN has had a big upswing in popularity in the last years. CNN uses
multiple trainable neurons in the form of filters to extract features from the image, which is
then classified using another set of neurons.

However, in US image analysis CNN has not been as successful since they need large datasets
for training, sometimes more than a thousand images. This thesis focuses on to determine
the possibility of using CNN to automatically segment out the CCA from US images. The
proposed network framework is a network called UNet, which is well suited for biomedical
image segmentation [3]. Since the network is focused on using training samples more effi-
ciently it fics the CCA segmentation problem well since not much training data is available.




Chapter 2
Background

2.1 Ultrasound Imaging of the CCA

US imaging uses the principle that sound echos back when the sound waves hit an object. By
sending out a high-frequency sound, the sound penetrates the skin, goes into the tissue then
into other parts like the artery. The acoustic impedance, the measurement of how much the
sound is reflected after an acoustic pressure as applied on the object, is different for different
objects in the body. When a sound travels from one acoustic impedance to another, some
of the sound is reflected depending on the angle the sound traveled. This causes scattering
of sound when the US goes through the body, and this sound can be recorded after being
sent out. By using the time recorded, the depth can be calculated and using the intensity of
the sound as greyscale, the US device can display an image representing where the sound has
scattered.

The further the sound travels in the body, more scattering will occur in the tissue which
causes the continuous traveling sound to lose energy. This can cause loss in quality in the
images since the sound reflected back will have lower energy making it harder to pick up.
However, the CCA is located around 2 centimeters beneath the skin, which makes it possi-
ble to get good quality in the images, and can be seen in fig 2.1. Since the acoustic impedance
in blood is different from the surrounding tissue, the artery’s outer arterial wall reflects back
sound and gives a circular figure in the resulting image. Contrary to veins, the artery re-
mains mostly circular during the cardiac cycle, which makes it casier to segment since it has
consistency in its shape.

2.1.1 The Ultrasound Device

The US device consists of roughly five parts. A transducer probe that sends and receives
ultrasound using piezoelectric elements, which are elements that can convert electricity to
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Figure 2.1: US image of the CCA, with the CCA encircled with red
dots

sound and vice verse. A generator that generates the electrical signals used by the transducer.
A computer that does the calculations to create an image from the recorded echoes. A beam-
former which focuses the transmitted and received signals to create better resolution. And
finally, a monitor to show the operator what is being caprured.

The process of taking a US image is as follows. The transmitter produces a signal with a
frequency at around 10 MHz, goes through the beamformer which introduces time delays
to the transducers piezoelectric elements sending out the signal in a beam. These piczoelec-
tric elements receive the echoes from the body, which are then sent through the beamformer
which focuses the signal from a number of the elements to create just one line in the US im-
age. This process is repeated multiple times to scan the targeted area, and creates multiple
signals and sends it to the computer. The intensity of the echoes is presented in a greyscale
image where the y-axis represents the time they were received while the x-axis represents the
beam number.

2.1.2 Artifacts

When false or misleading information appears in US images from incorrect assumptions such
as the propagation of the sound in the tissue, it is called an artifact. If the following assump-
tions are not fulfilled artifacts appear:

1. The sound propagates straight ahead along the sound beam axis

2. The ultrasound beam is thin

3. The speed of sound is constant

4. The attenuation in tissue is constant

5. The pulse travels only to targets that are on the beam axis and back to the transducer

6. A received echo always arises from the latest transmitted ultrasound pulse

10



2.2 ARTIFICIAL NEURAL NETWORK AND THE PERCEPTRON

Because of the circular property of the artery, the sound that does not hit the top or
bottom part will not echo the sound back directly to the transducer. The worst case is on
the sides of the artery, here the sound is echoed back perpendicular to the transducer and is
never received. This causes the artery to be less defined at the sides compared to the top and
bottom. This artifact is known as a refraction artifact since the sound is spread in a different
direction than what is expected.

Another artifact that occurs is called "Posterior Enhancement”, which is when the local at-
tenuation is lesser than in the surrounding tissue. This causes the reflected sound to have
a higher intensity and becomes brighter in the resulting image compare to similar tissue.
Seen in figure 2.1, the tissue below the CCA is brighter compared to similar tissue since the
difference in sound attenuation is large between blood and the body tissue.

Speckle

Speckle is another type of artifact and describes the scattering of sound in the tissue and
objects in the body. Because of granular interference that inherently exists in the tissue, e.g.
small cells, the sound scatters and the quality of the image decreases. Speckle can be seen in
US imaging as either bright or dark dots.

Speckle will make the image look noisy, but it is also very much needed in ultrasound imag-
ing. Speckle is the reason we can see the surrounding tissue in figure 2.1. However, speckle
also introduces variation in the images since the speckle is different for image to image, some-
thing that is considered bad for machine learning methods.

Therefore, speckle reduction is needed to get a clearer image for analysis. The methods that
are used to eliminate speckle usually smooths out the image, but ultimately lowering the
sharpness of the image. The method used to reduce the US speckle in the CCA images in this
project’s experiments is called "Speckle Reducing Anisotropic Diffusion"[4] (SRAD). This
method uses the pixel’s pixel neighbors and calculates the energy based on differential equa-
tions using the pixel value and the neighbor pixels’ values. SRAD works well for preserving
edges, which is crucial when segmenting out circles.

2.2 Artificial Neural Network and the Per-
ceptron

An artificial neural network (ANN), is composed of multiple artificial neurons in different
layers, normally called input, hidden or output layer. These neurons are connection in a
larger network, and can store and pass information similar to the neurons in our brain.

The simplest ANN-model is called the perceptron, seen in figure 2.2, and consist of an input
and an output layer [5]. The perceptron’s task is to classify the input to a certain class. Given

11
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an input vector X = {xy, ..., X,} from the input nodes, the perceptron compute the output y:

Y%, @) = ¢ wix; +b) = pex + b). 2.1)

=0
Where w; is the weight between the input node x; and the output node y, b is called bias,

and ¢ is the activation function which determines the type of mapping the perceptron does.
The perceptron uses a linear activation function:

Linear : ¢(x) =x (2.2)

The perceptron learns by finding suitable weights w and bias b, using a training dataset

.....

suitable parameters are when y(x,) = d,,, Vp. A learning algorithm is used to find these
parameters from a dataset with input vectors and a true output for each vector, and the most
common algorithm is the gradient descent. The algorithm can be broken down into two
steps:

1. Initiate the weight vector w (include the bias in the vector) with small random num-
bers.

2. Repeat the following until all y(x,) = d,:

(a) Take an input pattern g from the training set.
(b) Compute the output y(x,,)
(¢) Ify(x,) # d, update w to

w(t + 1) = wt) +n(d,; = y(%u))Xy (23)
where 77 is a constant called the learning rate and 7 is the current iteration.

By training the perceptron with training data, simple linear classification tasks can be
handled with ease. However with more non-linear classifications and more complex input
patterns, like images, a more advanced model is needed since the perceptron lacks dimen-
sionality.

2.2.1 Non-linear activation functions

The perceptron can only solve linear problems because of the linearity of its activation func-
tion:

VX, w) = qﬁ(z wix; +b) = w'x + b. (2.4)
i=0
This final function y = w'x + b is used to find an linear approximation y(x) of the func-
tion. This limits the network to finding linear approximations since the final approximation
will always be linear.

12
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<0.5=Class 1
> 0.5 = Class 2

Figure 2.2: The perceptron, the simplest Artificial Neural Network.
Classifying the input features Xo...x, into two classes using weights
Wo...w,, and a bias b.
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Figure 2.3: Top graph shows the Rectified Linear Unit (ReLU), and
the bottom shows the Sigmoid function.

A way to solve this is by using non-linear activation functions to introduce non-linearicy
to the approximation. Two types are used in this thesis, the Rectified Linear Unit (ReLU)
and the Sigmoid function. These functions are non-linear:

ReLU :  ¢(x) = max(0,x), Sigmoid: ¢(x)= H;_ (2.5)

ex

In figure 2.3, their graphs are shown between the value of -10 and 10. The bias is used to shift
the graph’s center in the x-axis, and the weights are used to determine the different input
features value.

ReLU is the linear activation function for values above zero, and the main purpose is to
add non-linearity to the network. The Sigmoid function’s value is for the main part cither 0
or 1, making it good for classifying binary classification problems.

13
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Convolution + RelLU Pooling Convolution + ReLU Pooling Convolution + ReLU
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> 0.5 = Not Dog
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| |
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Figure 2.4: Example of a CNN with the task of image Classifying ifa
dog is present in an image. Shows the two main steps of a CNN, the
Feature Learning step and the Classification step.

2.3 Convolutional Neural Network

A CNN is usually composed of three steps, an input step, a feature learning step and finally
a classification step. The first step is simply the input on what should be classified which in
image analysis is images. Images are usually inputted as tensors, in the form of WxHxC, with
W and H being the width and height of the tensors and C being the feature channels, for ex-
ample, the color scheme in the images. These parameters determine the input tensor for the
network, where W and H determine the size of the tensor and C the number of feature chan-
nels. And the bigger these maps are and the more maps exists the more computation time is
needed for the algorithm. Since images tend to be quite big the classification task becomes
much more complex and multi-dimensional, which a simple ANN would not manage.

CNN is commonly used for image classification. In figure 2.4 a CNN architecture is shown
with the purpose to classify if images contain a dog or not. The CNN architecture’s main
parts are the feature learning part and the classification part, which contains all the weights
and biases. These parameters are trained by using an algorithm called backpropagation with
an error minimization method, further called optimizer.

2.3.1 Feature learning

CNN’s feature learning step consists most commonly of two different layers, the convolu-
tion layers, and the pooling layers. The convolution layers use a convolution operation with
multiple adaptive filters called kernels, to find features in the input. Seen in figure 2.5, the
convolution operation slides its kernel over the input producing a feature map. In the fig-
ure, a convolution operation is done on a matrix of size 6x6 with a 3x3 kernel, and the red
squares represent the first step of the convolution operation. Here the top right 3x3 part of
the matrix’s cross-product with the kernel matrix is the first element in the output matrix.
The kernel’s elements are used as weights in the network and are updated after each training

14
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step, much like the perception’s neurons. These elements determine what kind of filters are
applied in the network.

The kernels’ slide is determined by two parameters called padding and stride. There are
two common types of padding, "same padding" and "valid padding". "Same padding” takes
care of the edges in the convolution by putting zeros around the matrix, seen in the figure
2.5. This causes the output to have the same width and height as the input. "Valid padding"
skips this and makes the output lose spatial size. E.g. if a kernel with the size of 3x3 is applied
on a 5x5 input matrix the resulting matrix is going to be a 3x3 matrix. The stride parameter
controls how many steps the kernel takes while it slides. This means for a stride of one the
spatial size will be the same, while for a stride of two the size will be halved.

The input to the convolution layers is usually tensors with multiple feature channels, multi-
ple layers of matrices. Thus the filters in these layers need to have multiple kernels to match
the number of feature channels that the input has. For example, given an input color image
with three feature channels representing red, green and blue color, the filter will have one
kernel for each of the three colors. This means that the convolution operation is done and
features are excracted from cach channel separately. The features matrices from each input
channel are summarized together, and a final feature matrix is outputted. This means that
with more input channels more operations are needed.

The goal of the convolution layer is to extract features for classification, and normally the
more features the better. Therefore, multiple filters are used in each layer creating a tensor.
The final resulting tensor will have the same number of feature channels as the number of
filters. This map is then put through an activation function (normally ReLLU) to increase
the non-linearity in the output. The function is applied to every element in the tensor’s fea-
ture maps and therefore not changing any dimensions. Without the activation function, the
model would be linear and thus unable to solve non-linear problems.

The tensor is then sent through a pooling layer. The pooling layer’s purpose is to reduce
the spatial size of the convolved tensor. This is to reduce the computation time but also to
extract the dominant features. Simpliﬁed, the pooling 1ayer increases the "WHAT" informa-
tion but reduces the "WHERE" information in the tensor. The pooling function used in this
project is called max pooling, see figure 2.6. The max-pooling function combines clusters in
the feature map, usually 2x2 clusters, and returns the maximum element of the cluster. This
function effectively reduces the feature map spatial size by two. Therefore, after a pooling
layer, the number of filters for future convolutions can be increased since the input is smaller
and requires fewer convolution operations, and more features are extracted. The pooling
slide always uses a stride of the width of the cluster, and normally uses "valid padding".

The repeated process of the convolution followed by pooling, causes the final outpur to be
considerably smaller than the input and can be seen in figure 2.4. By continuously updating
the parameters of the kernel to fit the training data, the network learns to extract the best
features for the classification. The training is explained in section 3.2.3.

15



2. BACKGROUND

Same Padding with Stride 1

\O\\Q\E :0\ \G—E\;\ §x3 Kernel

— - 10
ol-1l0 8i14

8

14 (-1 —

-1/-2

" ;,_,9,,,,_;:,1 0

N W|O
1
00]

W W

-4[-1

Figure 2.5: The principal of the convolution in the convolution lay-
ers. Here convolution is done with a 3x3 kernel with a stride of 1
and "same padding”. The red squares represent the first step of the
convolution operation, and the green the second.
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Figure 2.6: The principal of max pooling in the pooling layers. Here
the network pool the feature map by a 2x2 cluster and output the
maximum of the 4 features, resulting in halving the feature map size.
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2.3.2 Classification

When the features from the feature learning step is extracted, they are presented to a classi-
fication step where they are run through a fully connected multi-layered perceptron (MLP).
The MLP is a perceptron with extra layers called hidden layers between the usual input and
output layers. In this MLP, the features works as inputs and are classified into the most prob-
able class.

The MLP consists of an input layer, multiple hidden layers and finally an output layer in
which its output is classified using an activation function, normally the Sigmoid function
for binary classification. The MLP is a fully connected neural network, which means all the
nodes are connected from the prior layer to the next, seen in the figure 2.7.

The input layer gets the final tensor from the feature learning step, flattens it out to a single
array and each element in the array is considered a node in the input layer, seen in figure 2.4.
The feature from each input node is multiplied with a weight and used as an input to each
node in the first hidden layer, represented as wf; in figure 2.7. This is summarized with a bias
and put through an activation function, and this function’s output is the output of the the
hidden layer’s node. The output is then put through the same procedure and used as input
to the second hidden layer’s nodes, as seen in figure 2.7. The final hidden layer’s outputs are
inputs to the output layer’s nodes. For a binary classification one node is only needed, while
for multiple classes multiple nodes are needed. Usually in the output layer, the Sigmoid acti-
vation function is used to calculate the probability of the features being a certain class or not.

The output function for the output layer with one node is the same as for the perceptron
in section 2.2 if only the last hidden layer’s nodes is in consideration. For an MLP with M
number of hidden layers, the output layer’s function is given by:

YY) = ' Wl + by). (2.6)

Which is the same as equation 2.1. The activation function is defined as ¢ since it is the
output layer’s activation function. In this case of binary classification ¢, is normally the Sig-
moid function. Further instead of the input nodes X the input to the output layer is the last
hidden layer’s nodes h™. Each layer L in the MLP has their own weights w" and bias by, to
make them independent of each other for the training.

The hidden layer’s nodes’ output is dependent on the previous layers' nodes. After cach layer
the nodes value is forwarded to the next layer, till eventually the output layer and the classifi-
cation is done. To understand the relationship between the input values and the output value,
the first hidden layer is needed to be explained. Given an input layer with values x = [x;...x,],
cach input node is connected to every node in the first hidden layer. Each node h? in this
layer has the same function but with different weights:

B ) = ¢" Q) i+ bo). 2.7)

17
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< 0.5=Class 1
> 0.5 = Class 2

Figure 2.7: A generic multi-layered perceptron (MLP) for binary
classification. x; denotes the input nodes and hf‘ denotes the hid-
den nodes for layer L, and y as the output node. The MLP is fully
connected, where node i in layer L is connected to node j in the
layer L + 1 with its weight w{‘j and a layer bias b" for all j, as in all
nodes in the next layer.

Where the hidden layers’ activation function ¢" is ReLLU, this is to introduce non-linearity.
Following the first hidden layer, the second hidden layer’s relationship with the input layer

is dependent on the first hidden layer:

iyt

R0, w!) = ¢h(z W B+ b)) — (2.8)
J

hl(x,w)) = ¢h(z w;; * ¢”(Z W) x; + bo) + by). 2.9)

This continues for cach hidden layer and the finally the relationship between the input layer
and the output layer is:

Y(X, w) = ¢0(Z T MMM, 0", M) + by). (2.10)

Where "(...)" represent all the layers dependencies. This makes it possible to get the gradi-
ents of every node with regards to the weights, thus making it possible for gradient descent
optimization.

2.3.3 Training

Backpropagation

The network’s training is done by using an algorithm called backpropagation to minimize
the error given by an error function. Backpropagation is short for backward propagation of

18
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Crrors.

By running the network on a training set the network can update all its weights and bi-
ases similar to the perceptron. However with multiple layers, it becomes more complex and
simply using the difference between the output and target does not cut it, as in equation 2.3.
Hence, an error function E is introduced and a minimization problem can now be formulated
as:

min(E(d, y(x, w)) (2.11)

Here w is denoted as all the weights and biases, d as the targets, X as the input and y as
output function. The parameters that minimizes the error function is considered the best
parameters. There are many different error functions suited for different tasks, but for binary
classifications the binary cross entropy error function works well. Given a training dataset
D = {x;,d;};=;._n with the targets being cither a 1 or a 0, representing two classes, the cross
entropy error function is formulated as:

N

1
Ew) =~ > (di logy(x)) + (1 = d) log(1 = y(x,)) ). (2.12)

i=1

The function empathizes either the first term if d; = 1 or the second term if d; = 0, there-
fore forcing the network to output as close to the same as the target. The training is done
by putting an input through the network calculating the error and updating the parameters,
much like the perceptron. However with multiple layers it becomes more complex, and the
gradient descent used for the perceperon would take a lot longer to converge to a small error.
The most common solution to this is using backpropagation with a smarter gradient descent
learning algorithm.

The way network updates the parameters with gradient descent can be formulated by this

function:
OFE
A" = —pp % —— 2.13
w1+ 1) = Wji(1) + Awj] (2.14)

Here a):.’;.(t) represent the parameter’s current solution at iteration 7, in layer m, between node
i and j, and 77 is the learning rate set by the user. The gradient is calculated from the last
layer’s parameters, moving backwards through all the layers.

The updating is normally done in multiple cycles of the training data called epochs. The
training is considered finished after a maximum of epochs set by the user, or when the error
no longer decreases.

19
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Error Minimization

In this project, three optimizers were used, the Gradient Descent shown in (2.13), in addition
to the Adaptive Gradient Algorithm (ADAGRAD)[6] and the Adaptive Moment Estimation
(Adam)[7] which are both gradient descent enhancements.

ADAGRAD and Adam both introduce a dynamic learning rate to the weight updating. Since
the learning rate is set by the user, it can be hard to find a good value. If it is too small the
network will take to long to converge to find an acceptable error and if it is too big the
network may take too big steps and move all over the function consequently never finding
an acceptable error. One big problem with having only one learning rate is that due to the
high dimensional complexity of CNNs, the learning rate is differently sensitive depending
on each dimension. ADAGRAD solves this by adaptively scaling the learning rate by using
the squared gradient received at each iteration in each dimension.

Adam is another popular optimizer and is shown to perform well compared to other pop-
ular methods. Adam combines the adaptive scaling of ADAGRAD with keeping a running
average of the squared gradient which is added. This average is used to increase the learning
rate if two successive points are in the same direction otherwise decrease it. The idea is to
increase the speed of the optimization by using a momentum of the function.

2.4 UNet

The network architecture chosen for this research project is the UNet[3], and is illustrated
in fig 2.8. The network consists of one contracting path, which is very similar to an ordinary
CNN architecture, and one expansive path, that makes several up-samplings to a similar size
of the input. These two paths create the characteristic U-shape.

The network is well fitted for image segmentation, which not only says "what" is in the image
(like image classification) but also "where". The network classifies all pixels in the image to a
certain class, and returns a segmentation mask, in this case, the CCA.

UNet is a fully-connected convolutional network (FCN), which means that the network does
not use an MLP at the end for classification but uses solely local spatial input. This means
that the features are always spatially dependent on each other, so for UNet, the classification
part is done by a convolutional layer.

The desired output dimensions are the same as the input dimensions since the goal is to
classify where in the image the classes are. This means that the need for "WHERE" infor-
mation is more important than the need for "WHAT" information. Thankfully, an FCN is
better at using this information than a normal CNN; since an MLP does only use the "WHAT
information.
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Figure 2.8: Structure of UNet, picture from [3]. The dark blue ar-
rows represent convolution operations with 3x3 kernels and ReLU
and the light blue represent a pixel by pixel convolution step to clas-
sify the pixels. Further, the grey represents a copy of the tensor from
the contracting path to the expansive path, the red represents max
pooling with a size of 2x2 and finally, the green arrows represent
up-sampling using transposed convolution using a 2x2 kernel.
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2.4.1 The Architecture

Contracting Path

The contracting path, the left side in figure 2.8, consists of continuously having two consec-
utive convolution layers (with ReLU) followed by a max-pooling. The convolution layers in
the example use 3x3 kernels and valid padding, which leads to the loss in height and width in
the tensor, while the max-pooling uses a 2x2 cluster with stride 2. The example shown in the
figure takes in 572x572 images with one feature channel (greyscale) and after ten convolution
layers and four pooling layers, the tensor is 28x28 with 1024 feature channels. After each of
the double convolution layers, the feature map is saved for use in the expansive path. The
now considerably smaller feature map proceeds to the expansive path to be up-sampled to a
similar size of the original image.

Expansive Path

The expansive path, right side in figure 2.8, consists of repeated steps of up-sampling layers
instead of pooling layers. The function used for up-sampling is called transposed convolution,
however it is not at all a convolution. The reason it is called "transposed convolution" is
that it works similar to convolution but backwards. The convolution operation works in a
many-to-one relationship, where a 3x3 matrix becomes one value, a 9-to-1 relationship. While
transposed convolution works in a one-to-many relationship, where one value can give a 3x3
matrix, a 1-to-9 relationship.

The way it works is that given an input feature map, the map is up-sampled through a
matrix to give the one-to-many relationship, and this matrix uses learnable parameters sim-
ilar to the convolution kernels. The reason it is called a transposed convolution is because
this learnable matrix works like a transposed convolution matrix. Given a 3x3 kernel W, a
4x16 convolution matrix Wy, can be created:

cony
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This 4x16 convolution matrix can be used to convolve a 4x4 matrix. If the 4x4 input matrix
X is flaceen to the 16x1 matrix Xy, and a matrix multiplication is made with the convolution
matrix Wipny, the output is the flatted 4x1 matrix Yy, which is the flatted output matrix of
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However, the reversed way is also possible. Imagine an nxn input matrix X and a kernel W

of size 3x3, an output matrix ¥ of twice the size, 2nx2n, can be produced using the trans-
pose of the convolution matrix achieved from the kernel W. The convolution matrix We,,'s
transposed matrix multiplied with the input matrix Xy, will output the flatten up-sample
Y. Shown here:

21 (2 2 2
X[nxn] N X][(?erl], transp()se(Wg’,’,f" ])[n x2n] X]["’lla:” — Yj[f(lirrl) x1] BN Y[an2n] (2.18)

This means that we can use kernels with trainable weights to up-sample our tensor to twice
the size. Thus making it possible to further optimize the feature learning step in the network.

In the expansive path, the architecture is as follows. After the contracting path, the width
and the height of the tensor are very small while the number of feature channels is large.
The first step is an up-sampling, in form of a transposed convolutions, which will double
the width and height of the maps. The number of filters used is half the number of feature
channels since the spatial size is increased a lower amount of feature channels is desired to
lower the computation time.

Here the previous tensor from the expansive path are concatenated to the current feature
map. They then go through two convolution layers with 64 filters to find and incorporate the
important features while not increasing the feature channels for computation time purposes.
This is repeated three more times, and the output will be the same size if "same padding"” is
used, but in the figure, "valid padding” is used causing it to have a smaller size.
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Finally, the tensor go through a final convolution layer with only one filter, here the ker-
nel size is 1x1 and the activation function is the Sigmoid function. This final layer works
as a pixel-wise classification, where each pixel’s features is taken in consideration from the
tensor. And in total, 23 learnable layers were used (19 convolution layers and 4 transposed
convolution layers) in figure 2.8’ network [3].

2.5 Related work

Neural networks have a long history, with the perceptron being introduced already in 1958
[5]. However, it was not until the 1990s that modern CNN was introduced [8]. Yann LeCun
found that using a learnable CNN it could solve handwritten digits classification. With suf-
ficient training data and with learning rate decay they manage to avoid over-fitting the net-
work resulting in a below than 1 percent error. Better performance than the classical machine
learning algorithms and the MLP used before. Concluding that the need for handcrafted fea-
tures is eliminated with the use of CNN. Further, they showed that with more training data,
faster computers and more fine-tuned learning algorithms, the recognition systems will rely
more on learnable networks and perform even better.

As predicted, these three things occurred and CNN had a big upswing in popularity in 2012.
in particular when a state-of-the-art image classification CNN called AlexNet was introduce
[9]. The network managed to label correctly 83% of 1.2 million of images into 1000 different
classes, considerably better than the previous networks.

It did not take long until CNN could do image segmentation, with the introduction of FCN
in 2014 [10]. With an FCN trained to do dense predictions, like image segmentation, they
have the ability to solve previous tasks than regular CNN could not. Using transposed convo-
lution as up-sampling, the network learned how to better classify the pixels into their proper
class. A year later, UNet was introduced and proved to be particularly efficient for tasks with
few training data and further developed the use of transposed convolutions.

In the biomedical field, DL has had a recent upswing in the past years. The growth for DL
in the field began 2015 and the number of published papers has since increased by a factor
of 9 in bio and medical imaging alone with CNN as the most commonly used deep neural
network [11]. For US imaging of the CCA, a study showed that the use of an MLP to seg-
ment out the CCA in longitudinal US images with the purpose to evaluate the intima-media
thickness, which roughly is the thickness of the artery wall [12]. The solution purposed was
to use an autoencoder, which is an unsupervised network that does not use training data, to
lower the dimensionality and then train an MLP with a single hidden layer to classify the
pixels and managed to classify with a mean error around 5%.
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Chapter 3
Research Questions and Methodology

3.1 Thesis Goals and Research Questions

The objective of this thesis is to evaluate DL and CNN as a tool to automatically segment the
CCA from US images, specifically using UNet which seems to be one of the better choices
for the task at hand. Furthermore, the objective is to test how the network can handle the
challenges that US images bring, such as artifacts and the limited and diverse training data.

The ambition is to get a close to perfect segmentation of the CCA with the purpose to re-
place the need for experts to manually segment it in the future. The main goal of the thesis
is to show the use of CNN in US image segmentation and that DL is a promising tool in US
image analysis.

With these goals in mind, the following question is chosen for the research of this thesis:

1. Can US images of the CCA be segmented reliably with a trained CNN?

2. What are the main limitations and challenges of using a CNN for this task?

3.2 Method

3.2.1 Dataset

The dataset that is used in this paper consists of in total of 249 US images and their seg-
mented mask was done by an expert in the biomedical field. The expert chooses to segment
the CCA using circles since the images were taken on healthy patients that should not have
any plaque in their CCA the circles are an accurate assumption.
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Test dataset | Test data/ Training data | Percentage

TP1 27 /221 11% / 89%
TP2 60 /188 24% [ 76%
TP3 81/ 161 33% [ 67%
TP4 81/ 161 33% / 67%

Table 3.1: Training datasets vs test datasets

The US images are collected using a Philips Epiq 7 (Philips Medical Systems, Bothell, WA,
USA) equipped with a linear array transducer with a 7 MHz center frequency. The trans-
ducer is attached to a 3D stepping motor controlled by another US machine Visual Sonics
Vevo 3100 (VisualSonics Inc., Toronto, Canada) to guide the transducer along the neck. The
image collection is ECG triggered, meaning they are taken on the same part of the heartbeat
and are taken on the test person’s left CCA while laying down. The step size of the 3D motor
is 250 or 300 micrometers (um) between each image. All images have a size of 400x400 pixels
and are exported using the medical imaging file format DICOM.

The images are collected from four test persons, called TP1 to TP4 for simplicity and anonymity.
The dataset consists of 27 images of TP1, 60 images of TP2, and 81 images of both TP3 and
TP4, leaving a dataset of 249 images in total. In figure 3.1, one image from each of the four
test persons is shown with its corresponding segmentation mask. The images differ quite a
lot, which depends on mainly two things, different bodies, and different settings.

While all images suffer from artifacts and speckle, TP1 is probably the one that suffers most
and the circular shape is particularly less defined than in the others, especially on the sides.
TP3 has a very high contrast while TP4 has very low contrast, and both suffer from speckle
in the top part of the circle. TP2 suffers the least from speckle and artifacts, the images are
also quite coherent making this dataset casier for segmentation in theory.

The veins have different shapes and locations in the sets because of the difference of the
test persons, some even take more of a circular form seen for TP1 and TP4 in figure 3.1 which
might be misclassified as an artery. Each pixel represents an area of around 0.0061 mm? for
TP1 and TP3, and 0.0046 mm? for TP2 and TP4, meaning the circles will have a different
pixel radius between these sets.

The complete dataset is then separated into a training dataset and a test dataset, where three
test persons’ images are used for training the network and the remainder’s images are used
for testing the network. The number of images in the train and test data is shown in table
3.1

3.2.2 Network Architecture

The network used for this thesis uses the same amount of steps as the network introduced
in section 2.4, and can be seen in 3.2. The input images are of size 400x400x1, where the
third dimension represents the intensity of the pixels, and is represented in dark blue in the
figure. These images go first through the contracting path, seen as light blue rectangles in the
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3.2 METHOD

Figure 3.1: The dataset of the US images and their corresponding
segment mask. (TP1, top left; TP2, top right; TP3, bottom left; TP4,
bottom right)

figure. The input images are sent through two convolution layers, with stride and padding of
1 ("same padding") and 64 filters with ReLU as the activation function, seen as blue arrows in
the figure. This results in a feature map of 400x400x64, which is then down-sampled through
a max-pooling layer with cluster size 2x2 effectively halving the width and height, red arrows
in the figure. These steps are repeated three times with the number of feature channels in-
creasing by two after every step. Finally resulting in a 25x25x512 feature map, which goes
through two final convolution layers and giving the final number of feature channels to 1024
before the expansive path begins.

These tensor are then passed through the expansive path, shown as dark green rectangles in
the figure. The 25x25x1024 feature map is up-sampled with transposed convolution, shown as
green arrows, to 50x50x512 feature map which is concatenated with the previous feature map
of the same size from the contracting path resulting in a 50x50x1024 feature map. This larger
feature map is sent through two convolution layers both with "same padding” and ReLLU as
previously. Instead of doubling the number of feature channels, they are halved instead to
integrate the two concatenated maps giving more "WHERE" information to the feature map
while keeping the complexity low. These steps are once again repeated three times resulting
in 2 400x400x64 feature map.

These final tensor are sent through a convolution layer with a 1x1 kernel to be pixel-wise
classified using the Sigmoid as activation function, represented as light green arrows in the
figure. Resulting in a 400x400x1 image, the same size as the input image, seen as the light
green rectangle in the figure. The segmentation of the artery is represented with 1 in pixel
value while the other pixels are 0 in the output image, thus giving the area of the artery from
the input images.
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Figure 3.2: The UNet architecture used in this thesis.

3.2.3 Training

The training data and test data are split into four, one for each test person as test data, seen
in table 3.1. These are then split into two main sets, first sets using the raw images as they are
taken from the US imaging, and the second set using SRAD pre-processing on images before
training. Leaving a total of 8 experiment dartasets.

The network is implemented using the PyTorch [13] library in Python and is trained using a
GTX970 Nvidia graphic card.

Since the output segmentation only has two pixel-values (1 and 0 representing white or
black), only two classes are needed for classification and the binary cross-entropy is used
as the error function. Three different optimizers are used, gradient descent, ADAGRAD,
and ADAM. The training is done by running the training data through the network and us-
ing backpropagation with error compared to the target segmentation masks.

Since the datasets are small, only a few epochs are used to avoid overficting the network
making it less suitable to data that differs from the training data. The maximum number of
epochs is set to 15, but each epoch is tested and the best is used.

3.2.4 Experiments

The experiments are run on all eight datasets and are split into two steps. The first step is to
train the network and segment the test data using the trained network then evaluate how the
networked performed. The second pare, after the segmentation, finds the best fitting circle
using Hough transforms[14] in the best segmented datasets and evaluate if they improve.
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3.2 METHOD

The network is trained multiple times, with different parameters to find the best suitable for
cach dataset. The main parameters are optimizer, learning rate and the number of epochs.
The best parameters are going to be presented for each dataset used. The resules will be
evaluated using a DICE-coefficient [15], which gives a good score on how well the network
segmentation performed. The DICE coefficient is calculated by:

2% (Y NY)

DICE =
Yuy

(3.1)
where Y and Y” in this case are the set of pixels classified as the CCA for the network’s mask
respectively the expert’s mask. A perfect DICE coefficient is 1, which means that the segmen-
tations overlap perfectly.

The main evaluation is done using the resulting segmentation masks. The most basic re-
quirement is that the CCA is found and that the mask is presented in the same area the CCA
is located in the input data. Furthermore is that the network does not heavily misclassify
other areas in the image as the CCA. If the mask has the same location as the CCA, the next
evaluation is the shape of the mask. E.g. if the mask is incoherent or fractured. The DICE
coeflicient is mainly used for comparing the different experiments but does give a good score
of how well the network manage to segment out the CCAs.
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Chapter 4
Analysis

In this chapter, a more in-depth explanation of why the experiments are run and what mo-
tivates the evaluation. Section 3.2, the datasets, and the experiments are presented and not
fully explained, this chapter’s purpose is to give the reader a deeper understanding for what
to expect and look for in the presented resules of chapter 5.

4.1 Experiments

The experiments purpose is to see if the network in the first place can find the CCA in a
completely new set of images from the training data. Seeing the difference in the results for
the test persons datasets, will give an indication of what might be challenging in the images
like artifacts, the size of the training data and variance between the images. The three pa-
rameters, optimizer, learning rate and number of epochs, is presented for each experiment
mainly to help the reader to be able to replicate the experiments.

One of the biggest challenges with using US images for CNN is that the images are different
from patient to patient in greyscale and the amount of speckle. With the help of SRAD,
the images will have a more common greyscale and less amount of speckle. In figure 4.1, a
comparison is shown for the test persons images before and after preprocessing with SRAD.
After the preprocessing, the images get a more normalized greyscale and less speckle appears,
but at the cost of sharpness. By comparing how the network performs using the images raw
and with the preprocessing, the networks strength and weakness can be analysed.

However, the artifacts like enhancements and refraction will remain even after SRAD. The
network does take the whole image in consideration when it learns, this means that it can
potentially use the artifacts to its advantage. For it to learn this, it will need enough training
data to understand the artifacts which the current datasets might not provide. This will be
analysed after the results.
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Another problem with US images and the artifacts that occurs and especially with CCA
imaging, is that the circles tend to lose their shape. Since the network is not forced to pro-
duce circles, its output segmentation will be taking different shapes. By finding the best circle
that fits this output, the shape will be retained and this might prove to give better results.
Hough transforms for circle detection works well for this solution, since the pixel to mm?
ratio is known and the average diameter of the CCA is around 6 mm, a good estimation can
be provided for the algorithm. This postprocessing is mainly used to show that the network

can be used combined with other methods, and is a lesser important part of this project.

4.2 Evaluation method

In section 3.2.4, the evaluation of the experiments is presented. The segmentation masks are
the main focus for evaluation while the DICE coefficient does give a very good number for
comparison. The DICE coefficient is commonly used for a similarity score for segmentation
tasks since it punishes misclassifications in both cases of cither a pixel being a true negative
or a false positive. The DICE coefficient is used for a comparison of the experiments and will
give information for the first research question in section 3.1, if a trained CNN can be used
for segmenting CCA in US images.

Determining what a good DICE coefficient is can be hard. A DICE coefficient of 1 would
mean a perfect circle is segmented, however since the US images very rarely can give a per-
fect circle because of the physical limitations in sound propagation some margin of error in
the DICE score is acceptable. In addition to the limitation of the US, the expert’s manual
segmentation is prone to contain a small margin of error as well.

The main desire with the network is to be able to find the CCA’s location in the image,
which the DICE coefhicient does not show. Therefore, the images need also to be analyzed to
show how well the network performs in this regard. Further, it is important to consider that
DICE does not consider shape either. The shape of the masks can tell much of the limita-
tions of using a CNN for segmentation and thus answering the second research question. To
understand the effects of the artifacts or other characteristics that the different images have,
the shapes of the masks need to be analyzed.
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Without SRAD With SRAD

Figure 4.1: Comparison before (left) and after (right) preprocessing.
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Chapter 5

Results

In this chapter, the results of the experiments are presented. The average DICE coefficient
for cach of the datasets and what parameters were used for the best resules are presented in
a table. All resulting segmentation masks are shown in Appendix A, and for each dataset,
both a good and a bad example of the resulting segmentation mask are presented. The output
masks are presented on top of their original image with the color red, the expert’s mask as
the color green and their overlapping area as blue. The more "bluce” that is present the better
the result is, while cither green or red will give a worse result.

5.1 Raw datasets

In this section, the dataset where the raw images were used is presented. In table 5.1, the
average DICE coeflicient is shown for each of the datasets and an overall average for all the
datasets, and the parameters used for training the best network.

A good example of outputs is presented on the right side of figure 5.1, and on the left side, a
bad example is shown. For all except TP4, the network manages to find the location of the
CCA in all the images. However, TP3 suffers from misclassification in the veins. Only TP1
and TP2 gets an acceptable score and finds acceptable segmentation masks.

Dataset: TP1 | TP2 | TP3 TP4 Overall average
DICE coef: 0.845 | 0.950 | 0.749 0.346 0.722
Optimizer: SGD | SGD | SGD | ADAGRAD

Epochs: 10 10 5 3

Learning rate: | 0.05 | 0.05 | 0.01 0.01

Table 5.1: Raw datasets’ resulting DICE coefficient and best param-
eters
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Dataset: TP1 TP2 | TP3 | TP4 | Overall average
DICE coef: 0.816 | 0.942 | 0.871 | 0.856 0.871
Optimizer: ADAM | SGD | SGD | SGD

Epochs: 5 5 7 7

Learning rate: | 0.005 0.05 0.01 0.05

Table 5.2: Preprocessed datasets’ resulting DICE coefficient and best
parameters

TP1’s segmentation gets a good DICE coefficient, they, however, suffer from being non-
coherent which can be seen in the bad example. Especially on the sides of the circle, indicating
that influence of the artifacts and speckle.

The best dataset’s segmentation is TP2 with a DICE coefhicient of 0.950. The network man-
ages to nearly find the whole CCA and its shape. The good example in figure 5.1 has nearly
no green or red is present. Showing that the network can segment out most of the CCA in
some cases.

The network manages to find the CCA in the TP3 images, however, it does tend to falsely
identify a vein as part of the CCA, as seen in the bad example in figure 5.1. Further, the arti-
fact that is present in the top part of the circle is affecting the nectwork’s ability to correctly
classify the CCA in that arca.

The only one that the network could not segment the CCA was with the TP4 images, as
seen in figure 5.1. In the first few segmentation, seen in Appendix A.1.4, the network tends
to classify other parts of the image that is dark and not the CCA. However, when the images
become brighter the network manages to find the CCA and segment it out, as seen in the
good example in figure 5.1.

5.2 Preprocessed datasets with SRAD

For the SRAD preprocessed images, similar results are presented in table 5.2. A good example
of outputted segmentation masks is shown on the left side of figure 5.2 and a bad example is
shown on the right side. In appendix A2, all the resulting segmentation masks are shown.

The network manage to find the CCA in all of the images and with an overall average DICE
coeflicient of 0.871, which means that the network is able to find a significant area of the
CCA in all the images. Especially for datasets TP3 and TP4 the network manages to get a
much better score and does not miss identify vein or other dark areas. However, the use of
SRAD did give a slightly worse result for TP1 and TP2.

Similar to the experiments with the raw images as input, the preprocessed dataset for TP1
suffers from artifacts which result in that the segmentations tend to take weird shapes, scen
especially in the bad segmentation in figure 5.2. The preprocessed image become a little
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Figure 5.1: Examples of good and bad resulting segmentation masks
for the raw datasets (in order, TP1, TP2, TP3 and last 'TP4).
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Dataset: TP1 | TP2 | TP3 | TP4 | Overall average
DICE coef: | 0.863 | 0.876 | 0.886 | 0.886 0.873

Table 5.3: Circle detection’s resulting DICE coefficient and best pa-
rameters

more coherent, and does suffer more from the sides being affected by artifacts in the images.
Overall the DICE coefficient is 0.029 worse than in the previous experiments, which points
that the preprocessing did not help to improve the result for this dataset but not necessarily
worsen it either.

TP2 does get a worse score, but with a very small difference of 0.008. Overall the segmenta-
tions look similar to that of the previous dataset, except that they tend to lose some area in
the top of the circle. However, a score of 0.942 is a satisfying score.

The preprocessing does help the TP3 and TP4, which suffered a lot from misclassifications.
The help of smoothing out the images and normalizing the greyscale cause the overall train-
ing to be more effective and the test data to be more similar to the training data. This can
definitely be seen for TP4’s segmentations, in the previous experiments the network could
not find the CCA in a quarter of the images while now the network find it in all of the images,
as seen in Appendix A.2. However, some cases still suffer from the artifacts and speckle, as
seen in the bad segmentation in figure 5.2, where only a small part of the CCA is segmented.

5.3 Postprocessed with circle detection

The circle detection is applied to the preprocessed dataset outputs since it scored a better
DICE coefhicient and does find the CCA in all images. The purpose of the postprocessing
with circle detection was to force the output of the network to fit the shape that is desired
and to help the segments that were incomplete and incoherent, which datasets TP1, TP3 and
TP4 did suffer from. Shown in the table 5.3, these datasets do get a better DICE coefficient
than they did without the circle detection. The TP2, which did not suffer as much from this,
score a much lower score than before.

The bad segmentation masks in figure 5.2 that gave a bad score was improved with the cir-
cle detection in figure 5.3 for TP1, TP3 and TP4. So the circle detection seems to fulfill ics
purpose well. However, the circles detected can sometimes be too large or be miss placed as
seen in the bad segmentation on the right side of figure 5.3. Tt does show that if the network
struggles with finding most of the CCA, circle detection can prove to be useful but if the
network can find most of the CCA it can worsen the result as seen for TP2.
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Good Segmentation Bad Segmentation
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Figure 5.2: Examples of good and bad resulting segmentation masks
for the preprocessed datasets (in order, TP1, TP2, TP3 and last TP4).

39



5. RESULTS

Good Segmentation Bad Segmentation

Figure 5.3: A good and bad example Circle detection from the seg-
mentation masks received from the preprocessed test dataset. From
top left to bottom right, TP1, TP2, TP3 and finally TP4.
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Chapter 6

Discussion

In this chapter, a more in-depth explanation is given for the results considering the thesis
goals and research questions. Further, the evaluation of the network’s usage for real-world
applications and what further research and work can be done to further improve the usabilicy
of the network is discussed.

6.1 Thesis Goals and Research Questions

The general goal of the thesis was to evaluate the usage of DL and CNN in US images, specif-
ically for segmenting the CCA, and to explore how the network manages with the challenges
that US images contain. In section 3.1, two research questions was defined:

1. Can the CCA in US image be segmented with a trained CNN?

2. What are the limitations and challenges of using a CNN for this task.

These questions were outlined with the goals in mind, and the main goal was to find the usage
of CNN and show how well it can handle the arguable hard task to segment US images. The
way to show that is to understand the result presented in chapter 5, and what the different
experiments tested. Using the raw images shows how the network handles large variances in
images and which characteristics are suitable for using the network for segmentation. The
preprocessed dataset experiments show how the network can perform generally with the help
of standard preprocessing and gives a better answer of how the network’s usage in real-world

scenarios.

With a DICE coeflicient of 0.950 and 0.942 for the TP2 dataset, the network proves that
it is definitely possible to segment the CCA in US images with reliability. Looking at the
overall average, a DICE coeflicient of 0.871 on the preprocessed images shows that it can seg-
ment the CCA somewhat consistently for a range of different images, but it is not reliable

41



6. DISCUSSION

and sometimes the segmentation masks are not very desirable. Especially seen in Appendix
A.2.4, the masks for TP4 has a big variance from being a good segmentation to a bad segmen-
tation.

Considering that without preprocessing the network struggles with a big variance in im-
ages, a big challenge is to manage to train the network to handle the variance that US images
contain. Preprocessing does help the network with some of these variances, as seen for TP4
where the network could not find the CCA for images without the preprocessing. However,
artifacts proved to be hard to handle for the network, which might be the reason why TP2
scores a really good score since it suffers less from the artifacts. The network seems to be able
to handle the artifacts well and at some points poorly, and this can be seen in the masks in
Appendix A.2. Especially for TP3 and TP4 which suffer from enhancements in the top of the
circle, sometimes the outputted mask is a very circular shape and covers most of the CCA
and sometimes it loses most of its shape and only the dark area is segmented.

While preprocessing proved to be essential, postprocessing with circle detection also proved
to be useful in some cases but overall not that impressive. Only in the cases when the out-
put masks are bad it helped using circle detection, but for the already good segmentation, it
could damage the output and making it worse.

The network does show good potential and the ambitious goal of getting near-perfect seg-
mentation was achieved for one of the datasets, but overall it does show some unreliability.
Considering the low training data and its variance it was a hard challenge and with a larger
training dataset, the network most probably will give better results. The main goal of the
thesis can be considered fulfilled and the first research question is confirmed.

The second research question is more open to interpretation. The results are that the net-
work can manage to surpass the inherent challenges that US image segmentation has but
does struggle when the network is trained on images with less variance or when input data is
very different from the training data. A training dataset of around 200 images is considered
a very small dataset in DL which tends to be around thousands of images. Given this small
dataset and the result that the network gives, the network shows that it does use the training
data well and does tackle that challenge in an acceprable way, but that there still is room for
improvement.

6.2 Future Work
6.2.1 UNet

In this project, the UNet architecture was used for the network and it shows great potential.
With further training data, the network will perform even better, and it is recommended
that more training data is introduced when using the network. The network was chosen for
it is the most prominent architecture for medical imaging, however, in US imaging the net-
work has not been tested fully comparing to other medical imaging algorithms. With furcher
development in the field, more trained networks for US images will be available.
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6.2 FUTURE WORK

In this project, the network was trained from scracch using only the small dataset available.
A common way to tackle this problem in DL is using an existing network that has already
been trained with a big dataset, then fine-tune it to fit a specific task that has a small dataset.
In October, a published a paper in how a UNet trained with 1000 natural images can be fine-
tuned to fit US segmentation [16]. They found that fine-tuning the contracting path proved
to give better results compared to fine-tuning the expansive path, furcher that starting fine-
tuning from the first layers in the contracting path and moving up to the later ones in the
expansive path proved to be a better workflow than the opposite. Fine-tuning the network’s
layers can help it from overfitting and make it use the limited training data even better and
should be considered in the future.

Since the network was introduced in 2015, better versions of the UNet has been developed.
In February this year, an enhanced UNet called MultiResUNet was introduced [17]. Instead
of directly concatenate from the contracting path to the expansive path, MultiResunet takes
the tensor through a convolution layer with residual connectors to increase the learnable pa-
rameters and to introduce more "WHERE" information that can be lost in the contracting
path. Trying this network out on US images is a good idea and was also left for future work.

6.2.2 Preprocessing

The results showed that the purposed SRAD preprocessing proved to be useful to normalize
the data and increased the success rate for the segmentation. Preprocessing is highly recom-
mended when using CNN on US images since the variation in the images is a big challenge,
and normalizing the images is a good way of reducing this variation. While SRAD gave good
results, the preprocessed images did still suffer from certain artifacts. The SRAD can be more
refined, however, the algorithm took a considerable long time with the computers used for
this project, making reﬁning very time consuming and since it was not the main focus of this
thesis it was left for future work.

Another way to use preprocessing besides normalizing is to create more training data us-
ing data augmentation on the existing images. Augmentation is common in DL when using
a small dataset, and could be a good idea to use for this task. By rotating, cropping and hor-
izontally flipping the training data, more variance is introduced to the network’s training
making it better at segmenting diverse images. In April this year, research was done using
simulated US images to increase the training data for the UNet [18]. The simulated images
showed a positive impact on the network and could be a good way to improve the network
for segmenting the CCA.

6.2.3 Postprocessing

The circle detection used in this project is very specialized for this particular task since the
segmentation mask was circles. However, there are many more powerful algorithms avail-
able that can be used to better fit the outputted segmentation masks. Since the network
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manages to find the location of the CCA reliably, the mask can be used to make previous
semi-automated algorithms fully automated.

Further postprocessing that can be done, is creating a 3D reconstructions from the outputted
segmentation masks. The research of the CCA at the Lund University includes segmentation
of the CCA to create a 3D reconstruction, which is currently done manually, and use this for
further research. To implement this step with the network, and create an automatic 3D re-
construction from only cross-section US images would be a very useful tool in their research.
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Chapter 7

Conclusion

The main purpose of this thesis was to see if UNet is able to solve segmenting CCA from US
images. And with the help of SRAD pre-processing, the UNet architecture shows promising
solutions to the segmentation problem and can be a good tool for future biomedical research.
With a 0.871 DICE coefficient on different sets of train and test datasets, the network is suit-
able for CCA segmentation. The resulting segment masks show that the network is affected
by the big variation in images and the artifacts that make the CCA unclear in the images.
Without a normalization prior to training and testing the necwork has trouble when the dif-
ference between the train and test data is big, but when the training data has a big variance
the network works best. Overall, the best use for this network is on clear images of the CCA
or at least images with less variance and arcifacts.
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Outsegmentation masks
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