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Abstract
In this work, potential adverse tissue heating in conjunction with near in-
frared (NIR) laser spectroscopy was studied. The tissue heating from laser
light within the NIR optical window is currently a relatively unexplored
field. Further knowledge of this heating is essential for the development of
safe medical devices utilising laser spectroscopic diagnostics methods on
living tissue.

Surface temperature increase from laser emission at wavelengths 761, 937
and 971 nm was measured on the forearms of 12 healthy volunteers. The
temperature was measured with a heat camera as well as an infrared ther-
mometer. By varying the size of the laser spot between 1-20 mm2 and the
power between 80-120 mW the dependence of both parameters were tested.
The measured skin temperature increase from the laser illumination on all
participants was below 6 ◦C. Furthermore a simulation of the stationary
laser induced heating was produced by combining a Monte-Carlo simula-
tion of photon migration with a finite element method simulation of tissue
heating. The results of the simulations show a linear increase of the tem-
perature as a function of the power and non-linear decrease as a function of
the inverse squared radius of laser spot. By combining these dependencies
a model for the predicted induced heating as a function of both the power
and radius was produced. This model with the fitted coefficients from the
simulations is meant to be used in aiding the development of non-invasive
medical devices that utilise the optical window for diagnostics or monitor-
ing.

All but one of the volunteers included in the project had light skin cate-
gorised as 1-3 on the Fitzpatrick scale. However a few measurements were
conducted with the 761 nm laser on a volunteer with more pigmented skin
of type 5. The results showed a much higher temperature increase than
from lighter skin. Heating was also measured on mucosa on the inside of
the lower lip on three volunteers. The measured surface temperature in-
creases on mucosa was on the same order as for light skin.
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Nomenclature
Symbols

∆ Difference

ε Surface emissivity

θ Propagation angle

λ Wavelength
[
nm
]

µa Absorption coefficient
[
m−1]

µs Scattering coefficient
[
m−1]

µ′s Reduced scattering coefficient
[
m−1]

ρ Density
[
kg/m3]

σ Stefan-Boltzmann constant
[
W/m2·K

]
φ Fluence rate

[
W/m2]

ω Perfusion rate
[
m3/(kg·s)

]
∇ Gradient

A Effective area
[
mm2]

c Specific heat capacity
[
J/(kg·K)

]
dφ Fluence rate distribution

[
1/m2]

f Volumetric fraction
[
%
]

g Anisotropy factor

hc Convective heat transfer
[
W/m2·K

]
k Thermal conductivity

[
W/(m·K)

]
L(r, ŝ) Light radiance

[
W/m2·sr

]
n Refractive index

P Power
[
mW

]
p(ŝ, ŝ′) Scattering phase function

Q Heat generation
[
W/m3]

q Heat flux
[
W/m2]

R Reflectance

r Position

S Oxygen saturation
[
%
]

s Direction

T Temperature
[◦C]

t Time
[
s
]

Abbreviations

CCD Charge Coupled Device

CEM 43 Cumulative Equivalent Minutes at 43 ◦C

FEM Finite Element Method

GASMAS Gas In Scattering Media Absorption
Spectroscopy

Hb Deoxygenated Haemoglobin

HbO2 Oxyhaemoglobin

IR Infrared

LED Light Emitting Diode

MC Monte-Carlo

MCX Monte Carlo eXtreme

NIR Near-Infrared

RMSE Root-Mean-Square Error

RTE Radiative Transfer Equation
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1 Introduction
Since the introduction of the microscope as a standard
laboratory equipment over two centuries ago, optics has
played a key role in the development of modern medicine
[1]. The optical methods have rapidly accelerated our un-
derstanding of biological systems and pathology. Today
they span over much larger fields than just magnifying
cells and bacteria.

Many of these new fields depend on various types of lasers
such as fluorescence photodetection of cancer [2], pho-
todynamic theraphy for cancer treatment [3], ultra-short
laser pulses for nano-surgery [4] and optical coherence
tomography for identification of melanoma [5]. These
techniques are not limited to analysing tissue surfaces.
By selecting laser wavelengths that are not as strongly
absorbed, information from deeper within the tissue can
also be extracted [6].

A well-established example of such a technique that can
non-invasively and continuously monitor the health of pa-
tients is the pulse oximetry [7]. In this technique two
lasers at wavelengths that are absorbed differently for oxy-
haemoglobin and deoxyhaemoglobin are used and their
relative absorbance measured. The relative absorbance
of the wavelengths can in turn be linked to the level of
oxygen saturation in the blood.

A more recent spectroscopic method developed at the Di-
vision of Atomic Physics at Lund University is called
gas in scattering media absorption spectrocsopy (GAS-
MAS) [8]. This method utilises tunable diode laser ab-
sorption spectroscopy that is already commercially used
today for example in quality assurance for packaging in-
dustry. However this technology has also shown high po-
tential in medical applications.

The lungs are among the last organs that fully develop in
infants before birth. Premature babies are therefore often
born with underdeveloped lungs that risk developing vari-
ous disorders [9]. A serious example of such a lung disor-
der is respiratory distress syndrome. It effects almost all
preterm infants that are born before week 28 and can lead
to chronic lung dysfunction or even death [10]. GAS-
MAS has been tested for monitoring of lung function in
infants with the hope of developing a reliable, continuous
and non-invasive method that can pick up early signs of
lung dysfunction [11]. Today the lungs of early preterm
infants are monitored with repeated and potentially harm-
ful X-ray imaging. This further reinforces the need for a
new and safer monitoring technique.

The current development of a commercial product from
the early research of GASMAS in medical applications
is patented and run by GPX Medical AB. The company
is a medical device start-up, spinn-off company from the
Division of Atomic Physics at Lund University. Their

method in development involves two alternating lasers in
the near infrared (NIR) optical region that are scanned
over known absorption peaks of water vapour and oxy-
gen. The lasers used in the application are run at powers
between 10 and 100 mW, resulting in potential heating of
the illuminated tissue. Even though early testing suggests
very low temperature increases there is a lack of studies
focusing on tissue heating from NIR lasers with wave-
lengths in the tissue optical window region, in this work
defined as 700-1100 nm.

There are a few previous works dealing with this topic.
In an article by Bozkurt and Onaral the temperature in-
crease from tissue absorption of two light emitting diodes
(LEDs) at 730 and 830 nm with an irradiation of 37.5
mW/cm2 was measured to be low, about 0.5 ◦C [12]. In-
stead the major risk of thermal damages in their study
was the heat induced from the losses in the semiconduc-
tor junction of the LED that was in contact with the tissue
surface. In another study by Pålsson et al. the tempera-
ture increase on light skin illuminated with an intensity of
100 mW/cm2 was measured to an average of 2.2 ◦C from
a laser at 633 nm. More pigmented skin yielded tempera-
ture increases of about 4 ◦C with the same setup [13]. In
a third work by Ito et al. the temperature increase on both
a living human forearm and excised chicken breast, illu-
minated with a 1 mm diameter fibre at 789 nm was mea-
sured. Their results show a linear dependence between
the temperature increase and the power of the laser [14].
Furthermore the temperature increase 0.5 mm deep down
in the skin of the human forearm was measured to 0.10
◦C/mW but the authors state that this value is probably
overestimated by about a factor 3.

In order to assess the tissue heating from NIR laser light
at the specified power levels the first goal of this project
was experimentally measuring this heating. The second
goal of the project was then producing a model for pre-
dicting the laser induced heating from these lasers. Ex-
periments were performed on healthy volunteers and the
heating was measured with a heat camera and an infrared
(IR) thermometer. Results are compared to photon mi-
gration simulations performed in a Monte-Carlo (MC)
model that is combined with a finite element method (FEM)
model of biological tissue heating. From the theory and
the results a model of the predicted heating is derived,
tested and discussed.

1.1 Purpose and scope
The key issue addressed in this work is how much biolog-
ical tissue heat up while illuminated by NIR laser in the
range between 700 and 1100 nm at power levels between
10 and 100 mW. This is a very broad and open ended
issue which requires to be scoped down into something
that could be quantified. Therefore a small number of
wavelengths within this spectral range was selected for
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the project. The power levels and spot sizes used was
based on finding a region where the resulting heating was
high enough to actually measure but small enough to not
risk damaging any of the living tissue illuminated. In the
time domain the stationary temperature was prioritised
as the contemplated medical applications primarily uses
continuous monitoring techniques. As optical and ther-
mal properties vary between different types of tissues the
core of the experiments was performed at the same type
of tissue, more specifically the lateral forearm as it is easy
to access and far from any extra sensitive body parts such
as the eyes. The melanin concentration in the skin was
also assumed to have a major influence of the results. The
core of the project hence revolved around volunteers with
skin of Fitzpatrick type 1 - 3.

1.2 Report structure
The relevant theory required for understanding light prop-
agation in tissue, as well as the simulations and thermal
interactions of light are presented in chapter 2. The sim-
ulation programs, selected parameter values and the ex-
perimental setup is then presented in chapter 3, Method.
In this chapter a model for predicting laser-induced tissue
heating is also derived. The results from both the simu-
lations and the experimental study on healthy volunteers
are presented in chapter 4. In chapter 5 the discussion of
the results and methods as well as the outcomes of the
project are presented together with recommendations for
future studies within the field. The conclusions of the
work are shortly summarised in chapter 6.

2 Theory
A large number of studies of light and its many medical
applications are available in the literature. The basic the-
ory that the work in this report is based on is presented in
this part. The content is in principal summarised from the
book Optical-Thermal Response of Laser-Irradiated Tis-
sue [15]. Page numbers are provided and content that is
added from additional sources is referenced accordingly.

2.1 Light-tissue interaction
When free photons meets the surface of a biological ma-
terial the photon can either be reflected at the tissue sur-
face or enter the tissue.

Surface reflection is depending on the refractive indices
in the intersection between two media and is described
by Fresnel’s equations. For light normally incident on a
tissue the surface reflectance, Rs is

Rs =
(
n2 − n1

n2 + n1

)2
, (1)

where n1 is the refractive index of the ambient medium
and n2 is the refractive index of the tissue (p. 16).

If the photon enters the tissue it will be scattered until it
either gets absorbed by some molecule in the tissue or
scatters out of the tissue again. The probability for each
type of interaction is depending on both the type of tis-
sue and the wavelength (λ) of the light. If the photon is
scattered through the tissue and exits on the other side it
is transmitted and if it scatters around and eventually ex-
its at the same side it entered it is diffusely reflected. An
illustration of photon propagation in a thin tissue sample
is illustrated in Figure 1 (p. 27-28).

The probability of absorption of a photon propagating an
infinitesimal distance ds in a media is µads. The corre-
sponding probability for scattering is µsds. This yields
the absorption and scattering coefficients, µa and µs, that
describes the probability of each respectively event per
unit path length. Consequently the mean free path length
for an absorption or scattering event is 1/µa or 1/µs (p.
31).

Figure 1: Illustration of photon migration in a thin tissue sam-
ple. Photons are either transmitted through the sample, reflected
at the surface, diffusely reflected or absorbed by some chro-
mophore.

The wavelength of the light is inversely proportional to
the energy of each photon. Molecules absorbs photons
whose energies correspond to the discrete energy between
their ground state and an excited state. The excited states
can be either electronic, vibrational or rotational. Each
electronic state has a number of vibrational states that in
turn have a number of rotational states [16]. For larger
molecules with more degrees of freedom the discrete en-
ergy levels starts overlapping forming a spectra of absorp-
tion probabilities. Any molecule that have the ability to
absorb photons is called a chromophore. The most im-
portant chromophores in our bodies for absorbing visible
light are melanin and blood. With increased wavelength
the absorption for these constituents decreases while the
absorption for other common constituents in the body in-
creases. In the IR the main chromphores in human tissue
are instead liquid water and fatty tissues (p. 44).
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In the border between the visible and the NIR there is
a wavelength range where these chromophores does not
absorb as effectively. This is the so-called tissue optical
window and the reduced absorption means that photons
can migrate longer distances without being absorbed by
the tissue. The absorption spectra for the principal chro-
mophores in this range are presented in Figure 2.

Figure 2: Absorption spectra for the main chromophores of hu-
man tissue within the tissue optical window [17, 18]. HbO2
denotes oxygenated blood and Hb deoxygenated blood. The
absorption spectra for blood is under the assumption of 150 g
haemoglobin per liter of blood.

Photon migration within a highly scattering (turbid) me-
dia is a complex process. The direction a photon is launched
after a scattering event within tissue is not completely
random but rather heavily anisotropic. The magnitude
of this anisotropy is dictated by the anisotropy factor (g)
which represents the expectation value of the cosine of
the scattering angle (θ). The mathematical definition for
g is

g =
∫

4π p(ŝ, ŝ
′)(ŝ · ŝ′)dω∫

4π p(ŝ, ŝ
′)dω

= 〈cos(θ)〉, (2)

where p(ŝ, ŝ′) is the probability density function from the
direction ŝ′ to the direction ŝ and dω is an infinitesimal
interval in the solid angle between the directions (p. 46-
50). p(ŝ · ŝ′) is also known as the scattering phase func-
tion. Scattering on particles significantly smaller than the
wavelength of the light, Rayleigh scattering, is isotropic
while scattering on particles significantly larger, Mie scat-
tering, is heavily directed forward. Tissue contains par-
ticles within both these categories and anything in be-
tween. The particles are also often in contact with other
particles. These diverse properties of tissues makes it
very hard to produce a mathematically correct version of
the scattering phase function. A very commonly used ap-
proximation is the Henyey-Greenstein phase function. It
originates from astronomy but has proven experimentally

to be a good approximation for tissue scattering while
also being convenient to work with (p. 50-51)

p(ŝ, ŝ′) = 1
4π

[(
1−g2)/(1−2g cos(θ)+g2)3/2

]
. (3)

For tissues and light within the optical window g is be-
tween 1 and 0.7. A scattering event in an isotropic medium
would yield a new direction of the photon that is com-
pletely random. For a medium with a high anisotropy
this is not true. Even after one or two scattering events,
most photons will still propagate in roughly the same di-
rection. Hence, when measuring the scattering coefficient
of a biological tissue the measurement will yield a lower
value than the true scattering coefficient. This is called
the reduced scattering coefficient (µ′s). The correlation
between the reduced and true scattering coefficient is de-
pending on the anisotropy factor [19]

µ′s = µs(1− g). (4)

2.2 Tissue and heating
Human skin consists of many different layers of tissue
with different characteristics. A common way of cate-
gorising these layers are dividing them into three sublay-
ers [19–21]. The outmost layer is the 20 - 100 µm thin
epidermis. This layer is characterised by being the only
tissue containing melanin [20, 22, 23]. As seen in Figure
2 melanin is highly absorbing within the visible and NIR.
The dermis extends under the epidermis. This skin layer
is about 1 - 1.5 mm thick and contain mostly blood and
water. Deepest of the skin layers is the subcutaneous tis-
sue or hypodermis. This layer is primarily characterised
by its high fat content [19].

Categorisation of skin tones are often done according to
the Fitzpatrick skin type scale [24]. This scale goes from
1 to 6 and in short based on the likelihood of sun burns
from ”always burns” to ”never burns”. This property is
closely related to the skin pigmentation and consequently
the skin tone. This rough scale for skin pigmentation is
suitable for studies where melanin is expected to be a
contributing factor but no strict dermatological classifi-
cation can be performed. In an ex-vivo study by Simpson
et al. the absorption coefficient of darker skin was de-
termined to be much higher than for lighter skin in the
visible and NIR [25].

Another type of tissue surface that can be analysed with
laser based diagnostics methods is mucosa. The main
difference in chromophorical composition between skin
and mucosa is that the mucosa is characterised by a very
high water content and does not contain any melanin [26].
There are studies on laser induced thermal treatments on
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mucosa [27] but very few studies of low unwanted tem-
perature increases from laser based diagnostic methods
within the tissue optical window.

Tissue is sensitive to heating. The rate of thermal tissue
damage is defined as the fraction of surviving cells per
time unit under some fixed temperature. This rate is nor-
mally measured in cumulative equivalent minutes at 43
◦C (CEM 43) [28]. The temperature of 43 ◦C is used
because studies show that cell death is exponentially ac-
celerated at about this point. A CEM 43 of about 30 -
60 min are normally used for thresholds in a succesful
cancer treatment (p. 539). A studie by Rhoon et al. con-
cluded that no thermal damage occurs to any tissue below
39 ◦C [29].

2.3 Modelling photon migration
The ideal way of modeling photon migration in a turbid
media is by using the Radiative Transfer Equation (RTE).
It describes the gradient of the radiance L(r, ŝ) at posi-
tion r in the direction ŝ (p. 47)

dL(r, ŝ)
ds

= −µaL(r, ŝ)− µsL(r, ŝ)

+
∫

4π
p(ŝ, ŝ′)L(s, ŝ)dω′ + S(r, ŝ).

(5)

The terms represents respectively the losses of radiant
power due to absorption and scattering and the gain due to
light being scattered from any direction ŝ′ to the direction
ŝ. S is a source term where optical power is generated.

The RTE is too impractical and computationally heavy
to be used directly, however an approximate solution can
be found by doing some simplifications. The simplest
useful approximation to the RTE is diffusion theory for
light transport. This method is both fast and convenient
but it is not valid close to boundaries and light-sources.
The diffusion approximation also requires the medium to
be heavily scattering dominated (p. 155-158).

Another approach is using Monte-Carlo (MC) simula-
tions. The idea of a MC model is simulating the propaga-
tion of single photons, or photon behaving energy pack-
ets, one at a time. By launching a very large number of
these packets an approximate solution that converges to-
wards the true solution to the RTE can be found. There
are no limiting conditions that has to be fulfilled for a
MC solution to be valid making it a very versatile tool
(p. 109-111). As the photons are simulated independent
from each other the recent years development of parallel
computing within graphical processing units have drasti-
cally improved the simulation speed resulting in that MC
simulations are currently the most powerful approach for
modelling advanced photon migration within turbid me-
dia [30]. A simplified flowchart of one of the first widely

used MC simulation programs called MCML is presented
in Figure 3 [31].

Figure 3: Simplified Flowchart for a MC simulation of photon
migration. A new photon packet is first launched from the light
source. In the next step the step size of the packet is randomly
generated. The packet is then potentially scattered or reflected
based on if it hit a boundary in the previous step. Absorption is
modelled by the packet losing some of its energy in each step.
The process goes on until the photon packet is terminated and a
new one is launched. The packet is terminated either when leav-
ing the medium or when losing a roulette based on its remaining
energy [31].

The raw output of a MC simulation is the fluence rate (φ).
The fluence rate is the flow of light energy per unit area
at a given location in the medium.

The input parameters in most MC simulation programs
for photon migration are defined for each type of me-
dia that is included in the geometry. These are the re-
fractive index (n) the anisotrophy factor (g) and the ab-
sorption and scattering coefficients (µa and µs). The ab-
sorption and scattering coefficients are crucial for mod-
eling light propagation but different studies yields highly
varying values for them, even in similar tissues [21, 32,
33]. One method for extracting generic absorption coeffi-
cient for any tissue, proposed by Jacques, is by using the
volume fractions of each influential tissue chromophore
[17]. These fractions are easier to either acquire or as-
sume and they are then multiplied with its corresponding
absorption spectra of concentrated matter. By summing
up the contribution of each fraction the aggregated ab-
sorption spectra for an entire tissue can be extracted as

µa =
∑
i

fiµa,i, (6)

where µa is the aggregated absorption coefficient for the
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tissue, fi is the volume fraction of constituent i and µa,i
is the absorption for concentrated matter of constituent i.

A model for extracting the reduced scattering coefficient,
µ′s, for different types of tissues is also proposed in the
same paper

µ′s = a

(
500 nm
λ

)b
, (7)

where λ is the wavelength [17]. The model is made di-
mensionless by normalisation by the reference wavelength
of 500 nm. The factor a is the reduced scattering coeffi-
cient for the specific tissue at 500 nm while the wave-
length dependence is categorised by the scattering power
b.

2.4 Heating in biological tissue
There are many approaches of modelling heating within
living tissue. One popular model was developed by Pennes
in 1948. This model is mathematically simple and has
proven to be especially effective for modelling blood flow
effects in the skin

ρc
∂T

∂t
= ∇ · (k∇T ) +Qbio +Q, (8)

where ρ is the density, c is the specific heat capacity, T
is the temperature, k is the thermal conductivity, ∇T is
the gradient of T and Q is an external influence on the
energy balance (p. 386-387).

The term Qbio is the biological addition to the general
energy conservation equation for living biological tissue.
The term models temperature changes due to blood flow
and metabolic heat generation

Qbio = ωbρbcb(Tb − T ) +Qmet, (9)

where ωb is the blood perfusion rate, ρb is the density of
blood, cb is the specific heat capacity of blood, Tb is the
arterial blood temperature andQmet is the metabolic heat
generation in the tissue.

The laser induced heat is introduced in the term Q from
equation (8). As a first thought one could imagine that the
laser illumination is some sort of boundary term. How-
ever the absorption of the photons actually happen inside
the tissue. That is where the MC simulation come into
the picture. The energy induced from the laser illumina-
tion in an infinitesimal volume at a specific position in the
tissue is depending on the product of fluence rate (φ) and
the absorption coefficient (µa) at that position.

Q = µaφ = µadφP. (10)

Equation (10) presents the volumetric heat production (p.
37). The equation might require a second thought in or-
der to make sense. The absorption coefficient is inter-
preted as the probability of absorption per infinitesimal
path length. Multiplying the absorption coefficient with
the flow of energy through a infinitesimal area hence yields
the absorbed energy in the infinitesimal volume spanned
by the area and path length.

As MC simulated photons are independent of each other
the laser induced energy from a continuous laser source
can be treated as a steady state energy flow, independent
on any thermal flows within the media. The indepen-
dence between the photons also yield a linear dependence
between the fluence rate and the number of photons in the
media. Consequently the fluence rate (φ) is linearly de-
pendent on the power (P ) (p. 115). Hence, the fluence
rate can be rewritten as dφP where µadφ is interpreted as
the steady state absorption distribution of the power P .

2.4.1 The finite element method

The differential equations for energy conservation above
can only be solved analytically for very simple geome-
tries and even then the process is time consuming and in-
effective. By using numerical integration an approximate
solution to the differential equations can be found in a
much more time effective manner. These solutions for
more advanced geometries can also be found by dividing
the geometry into a mesh of small and simple geometries
[34]. Each of these geometries are then regarded as an
element of the problem. This is the basis of the finite
element method (FEM).

2.4.2 Boundary and initial conditions

A FEM mesh is not infinitely large and for that reason
the behaviour of the edges of the model must be defined.
This is done by assigning specific properties to the sur-
face nodes of the most shallow elements in the mesh.
These are called boundary conditions and are described
in more detail in this section.

A type of boundary condition that are common in heat
transfer is based on the heat flux, the gradient of the tem-
perature (∇T ). Far away from any external heat sources
assuming that the edge will not affect the solution a ho-
mogeneous solution is suitable. This corresponds to per-
fect thermal insulation. Especially for systems with ther-
mal and geometrical symmetry this is a suitable condition
(p. 384)

k∇T = 0. (11)

Modelling parts that are in thermal contact with its envi-
ronment results in more interesting boundary conditions.
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For skin affected by ambient air the two governing phe-
nomena are convective heat flux and thermal radiation.
The convective heat flux is due to relative motion between
the ambient air and the tissue. The equation for the con-
vective heat flux is

q = hc(Tamb − T ), (12)

where hc is the convective heat transfer coefficient and
Tamb is the ambient temperature (p. 361-362).

All objects emits thermal radiation. An object with a
higher temperature than the ambient temperature will lose
energy according to

q = εσ(T 4
amb − T 4), (13)

where ε is the surface emissivity for skin and σ is the
Stefan-Boltzmann constant.

Humans also have the ability to cool down their body
temperatures by evaporating water at the skin surface, a
process known as sweating. Mathematically modelling
energy flow conducted by sweating is complicated and
involves a number of environmentally depending terms.
However in the case of low temperature increases induced
by local laser illumination, sweating is not a major factor
[35].

3 Method
Both simulations and experiments were performed for
analysing the different aspects of laser induced tissue heat-
ing. For the simulation, the programs, the model setup
and the process of extracting good parameter values are
presented. For the experimental study, the laboratory setup
and the participating healthy volunteers are presented in
this section.

3.1 Simulation model design
A cylindrical tissue model with the radius 40 mm was
created for mimicking the forearm geometry. The length
of the cylinder was set to 80 mm. The hardware available
limited the simulation from using of a mesh fine enough
for resolving the ultra thin epidermis layer. Instead a 1
mm thick combined skin layer of the dermis and epider-
mis was created. The subcutaneous fat layer was set to 2
mm thick and the remaining volume consisted of muscle
tissue. As the experiments were performed on the mus-
cular ventral side of the forearm as seen in Figure 10 the
bone was assumed to be too deep inside the tissue to have
any significant impact of the simulation. The ambient
medium was air. The origo was placed in the center of
the cylinder and the laser was illuminated along the neg-
ative z-axis. The length of the cylinder was set so that

the circular sides were too far from the laser illuminated
spot to influence the solution in any significant way. The
model geometry is shown in Figure 4.

Figure 4: Cylinder model of the laser illuminated forearm that
was used in the simulations. The radius of the cylinder was 40
mm and its center was located in origo. The length of the cylin-
der was 80 mm and followed the x-axis. The laser illumination
was incident along the negative z-axis. The model consisted of
three tissue layers where the outmost skin layer was 1 mm thick,
the underlying subcutaneous fat layer was 2 mm thick and the
rest consisted of muscle tissue. The layers are coloured beige,
pink and red respectively for a better illustration.

3.2 Monte-Carlo simulation setup
The MC simulation for photon migration was performed
in an open source program available for downloading on-
line called Monte-Carlo eXtreme (MCX) [30]. Grids in
MCX are based on cubic voxels and the program fea-
tures the Henyey-Greensteins scattering phase function
(3). The model in Figure 4 was created in a uniform grid
of 1603 cubic voxels, each with the side 0.5 mm. The
voxels excluded from the geometry were ambient air (n
= 1, µs = 0, µa = 0).

The light source was set outside the figure directed in the
negative z-direction, centered in x = y = 0. The beam
profile was set to be a uniform disk (circular flat-top) in
order to effectively mimic the properties of the effective
area of a laser spot [36, 37]. The radius of this disc was
varied between 0.5 and 5 mm in order to obtain different
effective areas.

The refractive index (n) and anisotropy factor (g) for the
tissue layers are presented in Table 1.

The absorption coefficients were aquired by using the the
model in (6). The absorption spectra for the concentrated
matter of the main chromophores in human tissue at the
examined wavelengths are extracted from the data in Fig-
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Table 1: Refractive index and anisotropy factor for the MC sim-
ulations of photon migration in the tissue layers of a human
forearm.

Tissue layer n g Source
Skin 1.40 0.85 [19, 20]
Subcut. fat 1.45 0.80 [19, 20]
Muscle 1.40 0.90 [17]

ure 2 and presented in Table 2. The corresponding vol-
ume fraction for each constituent is presented in Table 3.

Table 2: The absorption coefficients for concentrated matter of
the main chrompohores of human tissue for the specific wave-
lengths [17, 18].

Constituent Absorption, µa (m−1)
λ (nm) 761 937 971
HbO2 317 651 621
Hb 821 383 226
Water 2.63 23.2 45.2
Fat 1.29 10.7 1.51
Melanin 14.7e3 7.89e3 7.09e3

Table 3: The volume fractions of the main chromophores in
living human tissue in the NIR. The term fb corresponds to the
fraction of blood, fw the fraction of water, ff the fraction of
fat and fmel the fraction of melanin which is only found in the
epidermis. The term S is the average oxygen saturation of the
blood as oxygenated and deoxygenated blood posses different
optical properties. The melanin content is based on 0.87% in
a 60 µm thick epidermis evenly distributed over a 1 mm thick
skin layer. The fractions are given in volume %. [17].

Tissue layer fb S fw ff fmel
Skin 0.34 64 55 28 0.052
Subcut. fat 0.76 64 15 55 0
Muscle 1.60 64 70 0 0

The reduced scattering coefficients for the different tis-
sue layers are extracted by using the model in equation
(7). In order to use this model the coefficients a and b
must be selected. These are presented in Table 4. Before
using the coefficients as parameters in the MC simulation
the normal scattering coefficients, µs, must be extracted
from the reduced form, µ′s, by using equation (4). The fi-
nal scattering and absorption coefficients used in the MC
simulation are presented in Table 5.

An example of the output fluence rate (φ) in the xz-plane
from the MC simulation is presented in Figure 5.

In order to make the tissue heating simulation indepen-
dent of any optical parameters the volumetric heat pro-
duction (Q) from equation (10) was extracted directly
from the MC simulation. This was done by multiplying
the fluence rate (φ) and the absorption coefficient (µa) in
each voxel of the grid. By default the total power in the

Figure 5: The log10 fluence rate (φ) in the xz-plane of the fore-
arm. The forearm is illuminated by the 937 nm laser with a spot
size of 3.1 mm2 and a power of 1 W. This is an example output
from the MC simulation.

MC simulation output was normalised to 1 W. Before us-
age in the tissue heating simulation the output from the
MC simulation had to first be multiplied with the true
power (eg. 0.1 for 100 mW). This can be done as the
steady state absorption distribution (µadφ) is independent
of the the power (P ).

Table 4: Factors for extracting the reduced scattering coeffi-
cients [17].

Tissue layer a (m−1) b
Skin 3680 1.160
Subcut. fat 1470 0.672
Muscle 1510 1.290

3.3 Tissue heating simulation setup
The program Comsol Multiphysics was used for the FEM
model of tissue heating. The model geometry is visu-
alised in Figure 4. The FEM mesh of the geometry con-
sisted of about 107000 non-uniform tetrahedral elements.
The element quality was refined down to triangles with a
side length of 0.1 mm along a 10 mm line on the optical
axis incident on the tissue surface. The biological heat-
ing differential equation that is governing the simulation
is presented in equation (9). On the circular sides of the
model, defined by x = ± 40 mm, thermal insulation was
set as these sides were assumed to be too far from the
laser illumination to significantly affect the result.

The tissue surface defined by y2 + z2 = 40 mm is where
the simulated tissue was in thermal contact with its envi-
ronment. There both convective heat flow (12) and ther-
mal radiation (13) was set as boundary terms. Within the
low temperature increases of this project water evapora-
tion by sweating was omitted. The laser induced energy
is emerging inside the tissue as a function of the MC sim-
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Table 5: Optical coefficients for the tissue layers used in the MC simulation.

Tissue layer Absorption, µa (m−1) Scattering, µs (m−1)
λ (nm) 761 937 971 761 937 971
Skin 11.2 21.8 30.6 13500 10100 9570
Subcut. fat 4.89 13.6 11.2 5550 4830 4710
Muscle 9.81 25.1 39.3 8820 6750 6450

ulated fluency rate and is described in equation (10). The
simulated fluence rate from MCX was transcribed to a
.txt file and then imported into Comsol.

As the project was focused on assessing the stationary
temperature at thermal equilibrium, an exact initial tem-
perature was not crucial for the result. A reasonable value
however lead to faster convergence. The initial tempera-
ture was therefore set to the arterial blood temperature
(Tb) in the whole geometry. However a small number of
time-dependent simulations was performed for compari-
son with the experimental data. For these simulations the
stationary temperature without any laser illumination was
first simulated and then used as initial temperature in the
time-dependent simulations.

A large number of parameters were used in the FEM sim-
ulation. Comsol contains a library of many standard ma-
terial parameters. The parameters used from this library
are presented in Table 6. However, most parameters used
were from previous studies. These are all presented in
Table 7.

An example of the output temperature (T ) in the xz-plane
from the tissue heating simulation is presented in Figure
6.

Table 6: Standard material properties in Comsol for skin (epi-
dermis and dermis), fat (hypodermis) and muscle. k is the ther-
mal conductivity, ρ is the denisty and c is the spcific heat capac-
ity. The same parameter values are found in the IT’IS database
[38].

Symbol Skin Subcut. fat Muscle Unit
k 0.37 0.21 0.49 W/(m·K)
ρ 1110 911 1090 kg/m3

c 3390 2350 3420 J/(kg·K)

3.4 Model derivation
What are the dependencies between the temperature in-
crease, the power and the laser spot size? By studying a
highly simplified case, a model for these two dependen-
cies are derived. In Figure 5 an example of the fluence
rate from the MC simulation is presented. The shape of
the distribution can roughly be described as a hemisphere
with a radius (rs) where the base is the laser illuminated
skin surface. In order to simplify the distribution even
further we assume a homogeneous media and that the flu-

Figure 6: The temperature (T ) in the xz-plane of the forearm.
The forearm is illuminated by the 937 nm laser with a spot size
of 3.1 mm2 and a power of 100 mW. The temperature increase
is distinct close to the laser illuminated spot but quickly fades
out in the remaining geometry. The core temperature of the arm
is about 37 ◦C and temperature of the undisturbed skin surface
is about 32 ◦C. This is an example output from the FEM simu-
lation.

ence rate is uniform within the hemisphere. This hemi-
sphere of uniform light fluence is presented in Figure 7.

In Figure 7 a laser beam with the power (P ) and radius
(rl) is illuminated on the tissue surface. In this highly
simplified case the thermal interactions at the skin sur-
face, such as convection and thermal radiation, as well as
the biological interactions (Qbio) are all omitted. The tis-
sue surrounding the hemisphere is unaffected by the laser
illumination and is assumed to have the constant temper-
ature (T0). As the hemisphere gets heated by the laser
light there will be two net flows of energy through the
sphere. These are the energy deposited by the laser and
the energy flux through the surface area due to heat diffu-
sion

qin = P

qout = −Ak(T − T0),
(14)

where A is the surface area of the hemisphere and k is
the thermal conductivity. The surface temperature (T ) is
assumed to be the same on both the base and surface area
of the hemisphere. As the surface area for a hemisphere
is 2πr2 the energy balance can be described as
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Table 7: Parameters used in the FEM simulation of laser induced tissue heating. The blood perfusion parameter for skin (ωb,s) was
used both in the skin and subcutaneous fat tissue.

Description Symbol Value Unit Source
Ambient temperature Tamb 21 ◦C
Arterial blood temperature Tb 37 ◦C
Blood density ρb 1050 kg/m3 [38]
Blood perfusion muscle ωb,m 1.4e-3 1/s [15, 39]
Blood perfusion skin ωb,s 5.5e-4 1/s [15, 39]
Blood specific heat capacity cb 3617 J/(kg·K) [38]
Convective coefficient hc 8 W/m2·K [19, 40]
Metabolic heat production Qmet 1430 W/m3 [40, 41]
Skin emissivity ε 0.996 - [42]
Stefan-Boltzmann constant σ 5.68e-8 W/(m2·K) [15]

Figure 7: Homogeneous tissue hemisphere of uniform fluence.
The circular base of the hemisphere with radius (rs) is the skin
surface illuminated by a laser with power (P ) and radius (rl).
The deposited energy from the laser will yield a temperature
increase within the hemisphere in turn resulting in flow of en-
ergy through the surface area with the temperature (T ) into the
surrounding tissue with the constant temperature (T0).

∂Qs
∂t

= P − 2πr2
sk(T − T0). (15)

In the stationary case where thermal equilibrium has been
reached the left hand side of (15) will be zero. The tem-
perature increase on the surface of the hemisphere (∆T =
T − T0) can then be described as

∆T = P

2πkr2
s

. (16)

From the expression in (16) one can expect that the tem-
perature increase at the tissue surface (∆T ) will be lin-
early depending on the power (P ).

How does the radius of the tissue sphere (rs) in equation
(16) correlate to the radius of the laser spot (rl)? As tissue
is highly scattering it is very unlikely that the radius of
the illuminated tissue sphere would also decrease to zero
if the laser illuminated spot was very small. This would
also generate a temperature increase very rapidly moving
towards infinity which does not seem true. As photons

migrating in a tissue are independent of each other the
scattering and absorption in the tissue is independent of
the geometry of the laser spot. Therefore it is reason-
able to assume that there will be an offset between these
two radiuses that is depending on the absorption and scat-
tering. At a specific wavelength in a specific tissue this
offset would be constant as

rs = rl + r0, (17)

where r0 is the offset between the two radiuses. The sur-
face temperature increase (∆T ) as a function of the of the
laser spot (rl) would then take the form

∆T = a · P
(rl + r0)2 , (18)

where a = (2πk)−1 and r0 are coefficients that can be
fitted to the data from both simulations and experiments.
P is the power and rl is the radius of the laser spot. The
equation in (18) for the surface temperature increase as a
function of the power and radius of the laser spot will be
tested in this work.

3.5 Experiment setup
Three unlabeled laser diodes were one at a time con-
nected to a laser diode driver (Thorlabs LDC220C) and
a thermoelectric cooling unit (Thorlabs TED200C). The
thermoelectric cooling unit was set so that each laser diode
remained at room temperature and the laser diode drive
current could be varied in order to adjust the output power.
By using a spectrometer (Qmini AFBR-S20M2VN) the
output wavelengths of the diodes were measured to 761,
937 and 971 nm. Since the three diodes all had different
output profiles each diode required a specific set of optics
for directing the laser beam onto the tissue surface. These
optical elements consisted of 2-3 lenses and a shutter and
were placed on a rail aligned with the laser beam. A stage
for placing the samples was put on the far end of the rail.
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The laser beams was guided over the center of the sample
stage and through a collector lens in the far end, focusing
the laser light on the detector of laser power meter (Ophir
Nova II). The detector of the power meter was a sensi-
tive photodiode with a window of about 1 cm2, hence the
need for a collector lens. The power meter required cali-
bration, both generally and for the losses in the collector
lens. This was done by comparing it with a similar power
meter which was more recently calibrated. The data from
the power meter calibration is presented in Appendix A.

A CCD camera (Thorlabs DCU224M) was placed behind
the sample stage for spot size imaging. The size and pro-
file of the laser spot was extracted by illuminating a thin
sheet of white paper with the laser at low power. The
transmitted laser profile was imaged by the CCD camera.
The shutter and laser power was adjusted in order to not
over-expose the camera. The gain in the camera software
was turned off and the gamma was set to 1 in order to
not distort the representation of the laser profile. An im-
age of a ruler located at the same spot as the paper sheet
was also captured as a size reference. From the image of
the transmitted laser profile the effective area of the laser
profiles was extracted. The effective area is represented
by the circular area of an ideal flat top laser beam whose
total energy is equal to the total energy of the laser spot.
For a normalised laser profile this geometrically corre-
sponds to the circular area of a cylinder with the height
one and the same volume as the imaged profile [36, 37].
The effective area is a method for spot size analysis that
does not require any specific shape of the laser profile. the
profiles of the laser spots from the three diodes and their
corresponding effective areas are presented in Figure 9.

Surface temperatures were measured both by using a ther-
mal camera (Flir C2) and an IR thermometer (Optris CT
LT) with a close focus lens. The thermal camera was
placed 15 cm in front of the sample location as close to in
line with the laser beam as possible. The IR thermometer
featured a very narrow and close focus, 0.6 mm in diame-
ter at a distance of 10 mm from the lens. It was placed at
the sample surface in an angle of about 45 degrees, facing
the center of the laser spot at the sample surface without
interfering with the laser beam. A metal coin with the
diameter 19.5 mm was taped to the surface of the fore-
arm, beside the laser illuminated spot in order to be able
to extract spatial resolution from the heat camera data.
A conceptual sketch of the laboratory setup is shown in
Figure 8.

The correct position of the IR thermometer was found
by laser heating a black plastic box whose temperature
increase was many times larger than the temperature in-
crease in the tissue. The position of the thermometer was
then adjusted until reporting the same or higher tempera-
ture than the heat camera.

At t = 0 s the IR thermometer started measuring. At t

= 10 s the heat camera started measuring. At t = 30 s
the laser was turned on. The laser was then illuminating
a spot of the surface of the forearm for 3 minutes before
being turned off at t = 210 s. After the laser was turned off
the heated spot on the forearm was allowed to cool down
for 3 minutes. At t = 390 s the heat camera measurement
was turned off and at t = 400 s the IR thermometer mea-
surement was turned off. The full measurement protocol
is presented in Appendix B.

For each new measurement either the power or effective
area of the laser spot was varied. The powers used were
80, 100 and 120 mW. The effective areas of the laser spots
were not varied between specific values as the extraction
of these values required some computer analysis. Instead
the spots were adjusted based on some earlier spot size
images. The exact values were then extracted after the
measurements and ranged between 1 and 20 mm2. The
ranges were selected as initial trials indicated both mea-
surable levels of heating and low enough temperatures for
not potentially causing any thermal damage, for all three
lasers.

The measurements were performed on the right ventral
forearm of a group of 12 healthy volunteers at different
genders and ages. The individuals of the group is pre-
sented in Table 8. The Fitzpatrick skin types were as-
sumed based on the skin tone. Person 1 was illuminated
by all lasers, powers and spot-sizes and thereby provided
a baseline for the other measurements.

Table 8: The 12 healthy volunteers that participated in the study.
M is for male and F for female. N data is the amount of mea-
surements performed on the person. The experiments were per-
formed in late winter on untanned volunteers with light skin.
The volunteers with type 1-2 had slightly lighter skin than the
rest of the group but it is not certain whether they were light
enough for being classified as type 1. Three measurements were
performed on person 12 with much more pigmented skin.

Person Gender Age Skin type N data
1 M 24 2 47
2 F 23 1-2 2
3 M 24 1-2 9
4 F 27 3 3
5 M 42 2 6
6 M 24 2 6
7 F 46 1-2 9
8 F 59 2 6
9 M 60 2 6

10 F 25 2 6
11 F 46 2 1
12 M 38 5 3

3.5.1 Mucosa heating

A minor pilot study on the resulting laser-induced heat-
ing on mucosa in the same range of powers and spot sizes
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Figure 8: Conceptual sketch of the experimental setup. The diode laser is illuminating the forearm while the temperatures are measured
by the thermal camera and the IR thermometer. Before each measurement the laser power is measured by the power meter and the spot
profile is captured by the CCD camera in order to extract its effective area.

(a) 761 nm (b) 937 nm (c) 971 nm

Figure 9: Laser spot profiles for the three different lasers focused down to about 5 mm2 and represented by the green shape. Their
corresponding effective areas are illustrated by the purple circle. Spatial dimensions were extracted by capturing an image of a ruler
placed at the same spot as the sheet of illuminated paper. The elliptic shapes are because of the highly rectangular outputs of the laser
diodes and the diagonal tilt is because of the orientation of the CCD camera.
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Figure 10: Forearm illuminated by the 761 nm laser. The IR
thermometer is placed approximately 10 mm in an angle from
the skin. The heated spot in the heat camera recording is distin-
guishable on the camera screen. The coin is used for extracting
the spatial resolution from the heat camera recording. The skin
of the forearm in the image is classified as type 2.

was performed. The same method as for the forearm
measurements was used but the setup was adjusted by
putting an opticians stage at the edge of the optical table.
The power meter and CCD camera were made mobile by
placing them in a magnetic switchable device, as their
position no longer could be stationary behind the mea-
sured sample. The power meter and CCD camera were
then moved in the line of the laser beam between each
mucosa measurement for extracting the illuminated spot
size and power. The close focus lens of the IR thermome-
ter was also removed yielding resolution with a 22:1 field
of view. The lower lip of the volunteers was folded out,
revealing the mucosa that was illuminated by the laser.
This is visualised in Figure 11. The three volunteers that
were participating in the study on mucosa are presented
in Table 9.

Table 9: The three volunteers for the study of laser induced
heating of mucosa.

Person Gender Age N data
1 F 46 4
2 M 34 4
3 M 29 3

Figure 11: Mucosa illuminated with the 971 nm laser. The chin
of the volunteers were placed on an opticians stage at the edge
of the optical table and the lower lip was folded out revealing
the mucosa inside. The NIR laser light was invisible to the eye
but could effectively be captured by a standard digital camera.

4 Results

Figure 12: The volumetric heat production (Q) in the tissue
along the optical axis. These simulations were run with 3.1
mm2 circular laser spots and the total power in each MC simu-
lation was 1 W. The notches in the initial part of the curves are
because the absorption differs between the different tissue lay-
ers. The vertical grey lines denotes the edge of each tissue layer.
The reflectance of each wavelength is presented in the legend.

The volumetric heat production (Q) in the tissue along
the optical axis of the laser beam is presented in Figure
12. A majority of the total simulated energy was lost due
to diffuse and surface reflection before it got absorbed in
the tissue. The percentage of reflected photons at each
wavelength are presented in the legend.

The model in (18) with coefficients fitted to the simulated
data is plotted in Figure 13. As the model is derived based
on the radius of the laser spot, the plots in this chapter are
presented as a function of the radius (r =

√
A/π) and

not the area (A).
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(a) The simulated temperature increase (∆T ) through the laser
power (P ) of the tissue surface illuminated by the 937 nm laser
with a spot radius of 1 mm. The simulated temperature increase
and power features a linear correlation presented by the fitted line.
The residues of the fit are plotted below.

(b) The simulated temperature increase (∆T ) of the tissue surface
through the radius (r) of the laser spot illuminated by the 937 nm
laser at 100 mW. The residues of the fit are plotted below.

Figure 13: The simulated laser induced temperature increase
(∆T ) of the tissue surface as a function of the power (P ) and
radius (r) of the laser spot illuminated by the 937 nm laser. The
fits are based on the model in (18).

12 simulations of the stationary temperature increase from
laser illumination of a human forearm was performed per
wavelength. Three different power levels and four differ-
ent spot sizes were used. The temperature increase was
extracted by subtracting the baseline from a simulation
of the forearm temperature without any laser illumina-
tion. The coefficients, a and r0 for the model in (18) was
fitted for each data set of simulated temperature increase
by using the least square method. The resulting surfaces
are illustrated in Figure 14 and their coefficients are pre-
sented in Table 10.

The data from the experimental study is presented in the
scatter plots of Figure 15. The semi-transparent surfaces
represents the model in (18) with coefficients a and r0 fit-

Figure 14: The simulated temperature increase (∆T ) as a func-
tion of the power (P ) and radius (r) of the laser spot. The sur-
faces are the model in (18) plotted with the coefficients in Table
10 that are fitted to the simulated data. The 971 nm laser re-
sults in the highest laser induced heating and the 761 nm in the
lowest.

Table 10: The coefficients of the model in (18) fitted to the
simulated data in Figure 14. The quality of the fits are given in
terms of root mean square errors (RMSE).

λ (nm) a (K mm2

mW ) r0 (mm) RMSE (◦C)
761 1.55 7.42 2.2e-3
937 2.93 7.85 2.2e-3
971 2.87 7.00 3.2e-3

ted for each wavelength of the experimental data. The co-
efficient values are given in Table 11. The mean deviation
from the surfaces for each volunteer in the experimental
study is presented in Table 12.

There were in total 11 measurements performed on the
mucosa of the inside of the lower lip of three healthy vol-
unteers. The measured laser induced heating is presented
in Table 13

Table 11: The coefficients of the model in (18) fitted to the data
from the experimental study presented in Figure 15. The RMSE
for the fits are also presented.

λ (nm) a (K mm2

mW ) r0 (mm) RMSE (◦C)
761 2.09 10.9 0.30
937 0.111 1.53 0.28
971 2.33 7.41 0.28

The temperature increase as a function of the intensity of
the laser light for both the experiments and simulations
are presented in Figure 16.

The correlation between the data from the two tempera-
ture measurement methods are presented in Figure 17.

The experimental temperature increase was measured over
a time of 3 min. The temperature development over time
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(a) Data and model surface for the 761 nm laser.

(b) Data and model surface for the the 937 nm laser.

(c) Data and model surface for the 971 nm laser.

Figure 15: The measured temperature increase (∆T ) from the
experiments as a function of the power (P ) and the radius (r) of
the laser spot. The semi-transparent surfaces are the model in
(18) plotted with the coefficients in table 11 that are fitted to the
experiment data. The colours of the dots relates to each person
in Table 8.

Table 12: The mean deviation between the measured temper-
ature increase on each of the volunteers and the model in (18)
with coefficients fitted to the experiment data. Person 12 was
excluded from the the fit as his level of pigmentation was a lot
higher than the rest of the studied group. This person is also
the only volunteer reporting a deviation larger than two RMSE
from the fit. The largest deviation from the fit in the rest of the
group was measured on person 4, 6 and 9 that all reported lower
temperature increases than the average.

Person λ (nm) Deviation (◦C) Deviation (%)
1 all +0.13 +5.5
2 971 +0.23 +11
3 937 +0.12 +11
4 937 -0.50 -25
5 971 +0.14 +4.3
6 971 -0.54 -20
7 761 -0.12 -7.4
8 937 +0.17 +16
9 761 -0.41 -28

10 761 -0.17 -10
11 937 -0.18 -8.0
12 761 +2.61 +177

Table 13: The temperature increase from illumination of mu-
cosa. The data is presented as deviation from model in (18)
with coefficients fitted to the experimental data on light skin.
The results vary between the participants but the deviations do
not differ much from the measurements on light skin.

Person λ (nm) Deviation (◦C) Deviation (%)
1 971 -0.38 -13
2 971 +0.42 +15
3 761 +0.42 +29

was also simulated. These are both presented in Figure
18.

The experimental and simulated results are plotted to-
gether in Figure 19. In order to plot the data on a single
axis the dependence in the constant axis was subtracted
from each data point as

∆T (x,C) = ∆T (x, y)− (f(x, y)− f(x,C)), (19)

where ∆T is the experiment data, x is the dependent vari-
able, C is the constant value of the constant axis, y is the
dependent variable of the constant axis and f is the model
in (18) with coefficients fitted to the experiments.

The temperature increase in the whole laser illuminated
forearm was acquired in the simulations. In the left plots
of Figure 20 the simulated temperatures inside the tissue
along the optical axis are presented for different wave-
lengths, spot sizes and powers. The right plots show the
temperature increase of the skin surface with the same
parameters varied.
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(a) The simulated temperature increase (∆T ) through the inten-
sity of the laser light (I). Increasing the power over a constant
laser spot size yields a linear temperature increase. Decreasing the
laser spot size over a constant laser power instead result in a non-
linearly, plateauing temperature increase. These dependencies are
highlighted by the dots bound together by the grey lines. There is no
linear correlation between the resulting heating and the laser inten-
sity.

(b) The experimental temperature increase (∆T ) of the forearm
trough the intensity of the laser light (I). As in the simulated case,
it does not seem to be any linear correlation between the illuminated
intensity and the temperature increase.

Figure 16

Figure 17: The correlation between the temperature increase
measured by the heat camera and the IR thermometer. The cor-
relation coefficient between the two set of data is 0.92. The 95%
confidence interval of the fit is presented as dashed lines.

(a) The temperature development from the 761 nm laser. The sim-
ulated temperature increase reached 88% of the stationary tempera-
ture increase after 3 minutes of laser illumination.

(b) The temperature development from the 937 nm laser. The sim-
ulated temperature increase reached 89% of the stationary tempera-
ture increase after 3 minutes of laser illumination.

(c) The temperature development from the 971 nm laser. The sim-
ulated temperature increase reached 90% of the stationary tempera-
ture increase after 3 minutes of laser illumination.

Figure 18: Simulated and experimental temperature develop-
ment (∆T ) over time (t). The laser is turned on for 3 minutes
and then turned off, allowing the forearm to cool down for an-
other 3 minutes. The power is about 100 mW and the radius of
the spot is about 1 mm in all cases. The stationary temperature
from the simulations are included as a dashed line. The exper-
iments and simulations follows closely for the 761 and 971 nm
lasers but differs more for the 937 laser.
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(a) 761 nm laser with r = 1.2 mm (b) 761 nm laser at P = 100 mW

(c) 937 nm laser with r = 1.2 mm (d) 937 nm laser at P = 100 mW

(e) 971 nm laser with r = 1.2 mm (f) 971 nm laser at P = 100 mW

Figure 19: The results from the experiments and simulations plotted together. The dots are the measurement data from the experiments.
The model in (18) with coefficients fitted to the simulated data is presented as the red lines whereas the model with coefficients fitted
to the experiment data is presented as the black lines. The RMSE of the experiment fit is presented as the dashed lines.
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(a) The simulated stationary temperature (T ) along the optical axis
(z-axis) in the forearm at 100 mW power from the three different
wavelengths using a spot radius of 1 mm. The vertical lines denotes
the edges of the tissue layers.

(b) The simulated stationary temperature increase (∆T ) for the skin
surface (x-axis at z = 40 mm) at 100 mW power from the three
different wavelengths using a spot radius of 1 mm

(c) The simulated stationary temperature (T ) along the optical axis
(z-axis) in the forearm at 100 mW power from the 937 nm laser
using spots with different radiuses. The vertical lines denotes the
edges of the tissue layers.

(d) The simulated stationary temperature increase (∆T ) for the skin
surface (x-axis at z = 40 mm) at 100 mW power from the 937 nm
laser using spots with different radiuses.

(e) The simulated stationary temperature (T ) along the optical axis
(z-axis) in the forearm at different power levels from the 937 nm
laser using a spot radius of 1 mm. The vertical lines denotes the
edges of the tissue layers.

(f) The simulated stationary temperature increase (∆T ) for the skin
surface (x-axis at z = 40 mm) at different power levels from the 937
nm laser using a spot radius of 1 mm

Figure 20
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5 Discussion
In Figure 19, it is shown that the experimentally mea-
sured temperature increase was generally lower than the
simulated temperature increase. It takes a long time to
heat up tissue to its stationary value, as illustrated in Fig-
ure 18. The simulations after three minutes of illumina-
tion only yield about 90% of the actual stationary tem-
perature. Even though the data from the experiments are
more noisy, it seems likely that the temperature increase
could rise another 10% in them as well.

Another factor explaining the higher temperature increases
in the simulations than in the experiments was that the the
forearms in the experimental study was not completely
immobilised. Better conformity between simulations and
experiments could potentially have been achieved by strap-
ping the forearms of the volunteers in a comfortable po-
sition, using bandages. This was not done since it would
deprive the volunteers of some sense of control by not
giving them option of instantly terminating the experi-
ment. If a volunteer would have experienced any dis-
comfort they could with this setup, terminate the experi-
ment by just removing their arm from the sample stage.
There were, however, no experiments terminated in this
way by any of the volunteers. Too tight strapping would
also potentially affect the blood flow and hence disturb
the natural cooling processes in the tissue.

It is likely that longer illumination times and better immo-
bilisation of the forearms would, on average, have yielded
20 - 30% higher temperature increases than measured in
this work. The simulated temperature increases are on av-
erage 36% higher than the experimentally measured tem-
perature increases for the 761 and 971 nm laser. These
two factors have the potential of reducing the difference
between experiments and simulations to just a few per-
cent for these two lasers.

For the 937 nm laser the differences are larger and there-
fore unlikely to be explained solely by the duration of
illumination and the grade of immobilisation. As is seen
in Table 11, the model coefficients for the 761 and 971
nm lasers seem to match fairly well with the simulated
coefficients in Table 10. This is not the case for the 937
nm laser where both a and r0 are much lower in the ex-
periments than in the simulations. An explanation for this
outcome can be seen in Figure 19d. The experimentally
measured temperature increase decays more rapidly for
larger spot sizes before plateauing, yielding a more dis-
tinctly bent curve compared to the other experiments and
the simulations. In order to acquire this shape there has to
be a strong inverse square dependence on the radius and
consequently r0 must be small. In order to compensate
for the small r0 value, a must also be small. The shape of
the temperature curve from this laser could, at least par-
tially, be explained by the shape of the laser spots shown

in Figure 9. Both the 761 and 971 nm laser spots display a
rather elliptic but fairly smooth laser profile. On the other
hand the profile of the 937 nm laser features a different
geometry with a centralised spot surrounded by an asym-
metric halo. The halo gets more distinct at larger laser
spots but for very small laser spots it is merged with the
centralised spot. As seen in Figure 19d the differences be-
tween experiments and simulations for the 937 nm laser
using the very smallest laser spots are fairly consistent
with the other two lasers. For the larger spots, however,
the difference between simulations and experiments for
the 937 nm laser is much larger. It is likely that the ex-
perimental result for the 937 nm laser would match better
with the simulations if using a more symmetric laser spot.

Using the model in (18) with coefficients fitted to the ex-
perimental data yields a RMSE of about 0.3 ◦C for all
three wavelengths as seen in Table 11. There is a large
number of factors involved in modelling living tissue.
These factors vary primarily between people (interper-
sonal factors) but can also occur within the same person
(intrapersonal factors). An example of a factor could be
that if a volunteer is getting tired after some measure-
ments the volunteer might find it harder to keep the arm
still throughout the whole measurement. Another one
could be that the shallow blood perfusion might still be
altered between two measurements even though the tem-
perature seems to be back to normal. Table 12 reveals the
deviation from the model for each person in the study.
Three of the volunteers with light skin displays results
that are 20 - 30% below the rest of the studied group.
These are person 4, 6 and 9. By studying Table 8 it is re-
vealed that neither gender, age or even small variations in
skin tone is a common factor for these three. They are
also all illuminated by lasers of different wavelengths.
These results reinforces the idea that interpersonal fac-
tors, both in optical and thermal properties, can vary a
lot between people and that safety margins are always re-
quired. Illumination that does not induce any damaging
levels of heating for one person could potentially do this
for another, seemingly similar person.

The analysis in this project have revolved around laser in-
duced heating from free laser beams, without any physi-
cal contact between the light source and the tissue. How-
ever, many medical applications uses light sources that
are in direct contact with the illuminated tissue surface.
These probes disturb the natural cooling mechanisms of
the sample surface and hence result in disturbances in
the expected temperature increase. By using the FEM
model presented in this project, the case of an in-contact
probe could with a few modifications be simulated. In a
study by Bozkurt and Onaral, it was concluded that the
major risk of tissue heating when using LED probes are
not the heat induced from the light itself but the heat in-
duced in the semiconductor junction [12]. The efficiency
of laser probes are generally not higher than that of LEDs
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so the same issue is likely to be apparent for laser probes
as well. In order to decrease the heating effects in the
tissue from the losses in the semiconductor Bozkurt and
Onaral recommended using a thermally insulating layer
between the probe and the tissue. Using such an insulat-
ing layer will block the heat in the probe from diffusing
into the tissue. However, it will also result in higher tem-
peratures within the tissue from the induced light as the
heat can not escape at the insulated surface. A suggestion
of another solution would be producing the light further
away and then transporting the light to the tissue through
some sort of fibre. The end attached to the tissue of that
fibre should ideally be enlarged so that the resulting spot
size on the tissue surface is not very small. If this fibre
could be produced in a thermally conducting material it
is possible that the fibre could even help cooling the tis-
sue surface. This could be achieved if the fibre is long
enough so that the heating from the light source does not
spread all the way to the tissue surface. More studies are
necessary to further evaluate the heating from probes in
direct contact with tissue surfaces.

In the previous study by Ito et al., the laser induced heat-
ing from a 789 nm laser is presented as linearly increasing
as a function of the irradiance [14]. Their results are in
principal reinforced by the outcome of this work, as they
only varied the laser power. However, the irradiance is
also depending on the area of the illuminated spot and
the results from this work does not suggest any inverse
proportionality between the temperature increase and the
area of the laser spot. The dependence of the irradiance
(intensity) is presented in Figure 16 where the non-linear
dependence between the temperature increase and the in-
tensity when varying the spot size is easily seen in the
simulated data (top). Even in the experimentally mea-
sured data (bottom) there does not seem to be any linear
dependence, even if the results are too noisy for any cer-
tain conclusions to be drawn. In the study by Ito et al.,
they also measured a temperature increase of about 0.1
◦C per mW for their 789 nm GaAs laser with a spot size
of about 1 mm2. This is higher than the simulated heat-
ing in this work and more than double the experimentally
measured heating. However, in their report it is stated
that they probably overestimated the real temperature in-
creases by about a factor 3, because of direct absorption
in the thermocouple. Taking this factor in consideration
the outcomes of this work matches well with that of Ito
et al.

In the study by Simpson et al., it was concluded that
the absorption coefficient is higher in more pigmentet
skin [25]. A consequence of a higher absorption coef-
ficient should logically be higher temperature increases
from laser illumination. The induced heating on more
pigmented skin illuminated by 633 nm laser was also
higher in the study by Pålsson et al. [13]. The results
from this work suggest that the heating of more pigmented

skin, classified as Fitzpatrick type 5, is higher than for
the heating for lighter skin of type 1-3. This is just as
expected based on the previous works presented above.
However, the heating of the more pigmented skin in this
work, illuminated by the 761 nm laser, is even higher than
in the study by Pålsson et al. While they measured almost
doubled temperature increases on more pigmented skin,
the heating in this work was closer to three times higher
than that of lighter skin. The larger difference at the
wavelengths used in this work, even though the melanin
absorption has decreased, can probably be explained by
that the blood absorption has decreased even more, which
is seen in Figure 2. Clearly, further similar studies needs
to be performed on the laser induced heating of a larger
population of people with skin of Fitzpatrick type 4-6 in
order to gain more knowledge of how much the heating
differs between people. As this study was performed in
the late winter on untanned volunteers it is possible that
performing the same study on the same volunteers during
the summer would yield slightly higher temperatures, as
the participants would be more tanned.

The measured temperature increase from laser illumina-
tion of mucosa varied more than on the forearm. Hold-
ing the lower lip in place throughout the whole measure-
ment duration proved difficult as it was slippery and got
dry after some time. The lack of melanin was a factor
that could potentially reduce the induced temperature in-
crease but the higher amount of superficial veins and high
water content was other factors that had the potential to
increase it. There were large deviations between the vol-
unteers and especially on the volunteer illuminated by the
761 nm laser the induced heating seemed to be possibly a
little higher than what was measured on the forearm as it
was 30% higher than the average of the forearm measure-
ments. The difference was however not large enough to
prove whether there are any real difference between the
laser induced heating of a forearm and mucosa.

5.1 Spatial temperature increase
From the simulations, the temperature in the whole fore-
arm geometry was extracted. Only the peak surface tem-
peratures could be compared to any experimental data but
the rest can still be interesting on its own for analysing
how heat spread in tissue. These plots for varied wave-
length, spot size and power are shown in Figure 20.

The simulation results from Figure 20c and 20d suggests
that changing the laser spot size over a constant power
only affect the temperature close to the tissue surface.
Deeper within the tissue the light is so scattered that the
source geometry have very low impact on the tempera-
ture increase. The fact that multiple photon-scattering
reduces the impact of the source term is the basis for
diffusion theory for light transport [15]. This theory is
naturally not founded on the thermal aspects of illumina-

20



tion but the photon flux. However, it is interesting that
this phenomena is still very apparent even when simu-
lating photon induced-heating. Logically, some broaden-
ing of the slopes of the surface temperature profiles in
Figure 20d would be expected for the larger laser spots.
The broadening is motivated by that the same amount of
energy is still deposited in the tissue but over a larger
area. The higher temperature difference for smaller laser
spots should also result in more surface cooling and con-
sequently less total energy stored in the tissue. If there
is any broadening of the slopes with larger spot sizes the
broadening is too small to be seen in these figures.

In all the simulated cases the temperature is higher in the
core of the skin layer than on the skin surface, as seen in
the left plots of Figure 20. The largest contribution to this
phenomenon is the baseline temperature in the forearm
that increase faster with depth than the induced heating
decays. The impact on the surface from the convective
and radiative cooling is probably also contributing fac-
tors. There are no simulated cases where the temperature
increase from the baseline temperature is higher inside
the tissue than on the tissue surface. There are further-
more no simulated cases where the temperature differ-
ence is higher than 0.2 ◦C inside the tissue than on the
surface. In all the simulated cases shown in Figure 20,
the skin temperature is below 37 ◦C and consequently the
core body temperature is higher. In these cases there are
no risk of thermal damage. However, if the temperature
on the skin surface is above 37 ◦C there is a risk that the
temperature might be even slightly higher a little deeper
inside the skin, which should be taken in consideration.
In the simulations of this project, the melanin content is
distributed over a thicker skin layer than in real tissue.
Instead of being distributed in a less than 100 µm thick
outer epidermis layer, it is spread out in the whole 1 mm
thick skin layer. This is a detail that probably makes the
effect more apparent in this work than in real tissue. As
mentioned in chapter 3.1 the resolution of the simulated
grid could not be fine enough for distinguishing the epi-
dermis because of hardware limitations.

There are therapeutic applications where tissue below the
outmost skin layer is heated more than the skin layer it-
self, using laser techniques. An example is the treating
of port wine stains [15]. In this example, the abnormally
high blood concentrations just below the skin surface is
utilised for its high absorption of green light. The high
local absorption of the green laser light increase temper-
ature in the port wine stain layer, damaging the blood
vessels that are causing the discoloration while leaving
surrounding tissue relatively unharmed.

It is relatively easy to measure the surface temperature
and based on those measurements adjust the power lev-
els to not risk damage the tissue surface. However, it is
much harder to measure the temperatures deeper within

the tissue. The tendency of slightly higher temperatures
a little deeper within the tissue than on the tissue sur-
face is an interesting phenomenon to study even though
it does not seem to be a critical safety issue for NIR light,
based on the results of this work. If one wants to as-
sure that the temperature stays below a threshold value
everywhere in the tissue, this phenomenon has to be con-
sidered. This especially when illuminating tissues with
a higher baseline temperature, where the safety margins
are lower, such as the torso.

5.2 Model for skin surface heating
In this section the model in (18) for predicting the surface
temperature is discussed. The model is derived in this
work and tested on the results from both the simulations
and experiments. It works well for minimising the RMSE
of the experimental data. Compared to a linear combina-
tion the model improves the RMSE by about 10% for the
two lasers with higher wavelengths. Even for the 761 nm
laser the fit is improved by a few percent.

As mentioned in the introduction the second goal of the
project was creating a model for predicting the resulting
heating from laser illumination. This in order to minimise
risk of any thermal damage from medical devises using
continuous lasers. The main purpose of the model is
hence using it for predicting the resulting surface heating
for wavelengths, powers and spot sizes that are not neces-
sarily included, but are in the neighbourhood of the ones
used in the project. The result of the model plotted over
a larger span of powers and spot sizes with coefficients
from the simulations are shown in Figure 21. By using
the coefficients from the simulations in Table 10, predic-
tions that are close to the true stationary heating should
be acquired for illumination on light skin. These predic-
tions does not include any safety margin which need to
be added when using the model. Based on the results
in this work, if using the model on more pigmented skin
the expected temperature increase should be multiplied
by about a factor 3.

The model predicts a few things. Firstly, it predicts that
by decreasing the spot size to a very small area (e.g. less
than 1 mm2) the temperature increase should reach some
value only depending on the power (P ) and a smallest
possible light distribution due to scattering and absorp-
tion. The derivation of the model assumes this small-
est possible uniform light distribution to a half sphere
with a radius r0. However, the true fluence rate from a
laser source is not evenly distributed, as seen in Figure 5.
Logically, there should be parts close to the illuminated
skin surface where the high fluence rate gives rise to po-
tentially even higher temperature increases than the ones
measured and simulated in this work. This is not some-
thing that is supported by the results though, neither from
the simulations nor the experiments. Instead the idea of
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Figure 21: The model for laser induced surface heating from
equation (18) with the coefficients fitted from the simulations,
presented in Table 10. The model is plotted for powers ranging
between 0 and 150 mW and for radiuses of the laser spot rang-
ing between 0.1 and 10 mm. The heating from the 761 nm laser
is in the bottom surface, the 937 laser in the middle and the 971
nm laser is on the top.

a smallest possible distribution, as is used in the model
derivation, seem to fit these results better. It can be dis-
cussed whether these results are due to the roughness of
the grid in the simulations and the resolution of the two
thermal measurement devices. The true thermal response
of tissue illuminated at very small spot sizes is left as an
open question in this work.

The model also predicts how the resulting surface heat-
ing should decrease when the spot size is increased. A
potential risk factor that must be taken in consideration
of when using larger laser spots is that the temperature
deeper inside the tissue can be higher than at the tissue
surface. When increasing the spot size the same amount
of energy is still deposited in the tissue but over a larger
surface area. Deeper within the tissue the impact of the
source geometry is low as discussed earlier so the tem-
peratures there will be the same as with a smaller spot
size. Based on the results from the simulations in this
work this is however not a major risk factor as there are
no cases where the temperature inside the tissue is more
than 0.2 ◦C higher than at the surface.

For the power dependence, the model predicts a linear
increase in heating when increasing the power. This lin-
ear correlation seems very strong both in the simulations
and the experiments and also follows the results of pre-
vious works. The volumetric heat production from equa-
tion (10) is the distribution of energy over a volume. The
shape of the distribution (µadφ) is independent of the
power as the photons are independent of one another.
Non-linear interactions of light within tissue occur but
only at very high powers, making them irrelevant for this
project [15]. The linear dependence between the heating

and power is expected to decrease slightly at higher levels
of heating as the surface cooling processes are depending
on the temperature difference at the tissue surface.

Another key issue is how well this model works for other
wavelengths than the three presented in the project. A
property of the wavelengths selected, as can be seen in
Figure 2, is that they are all located at local maximum of
the absorption for many of the principal chromophores in
the body. The resulting laser-induced heating from wave-
lengths close to the selected ones are therefore expected
to be similar or even slightly lower than for the ones in
the project. Using lasers with wavelengths of 740 or 780
nm should hence not induce higher temperatures than at
761 nm using the same power levels. However, scatter-
ing is also an important factor. Scattering increases for
shorter wavelengths which could result in larger temper-
ature increases in the superficial skin layers and must be
taken into account.

For wavelengths further away in the spectrum, this work
can be interesting as a pointer of what levels of laser-
induced heating to expect. Outside the optical window
between 700 and 1100 nm, much larger temperature in-
creases are expected as the absorption increases rapidly.
In these regions the coefficients presented in this work
are of no use anymore but the derivation of the model
should still be as valid. Further studies could be per-
formed on testing the model in other wavelength regions
and extracting coefficient values that are useful for those
wavelengths.

A way of making the model more versatile would be ex-
pressing the coefficients a and r0 in already known pa-
rameters. Already in the model derivation r0 is assumed
to be depending on the absorption and scattering of the
media. It is likely that r0 could be expressed in terms of
µa and µs. For larger µa, r0 should logically decrease
as the photons get absorbed faster. The dependency of
µs is not as straight-forward but assuming that the me-
dia is scattering dominated, an increased µs should mean
that it is more difficult for photons to spread deeper in-
side the media which also should decrease r0. The coef-
ficient a is probably also somewhat depending on optical
parameters. However, in the derivation it is presented as
inversely depending on the thermal conductivity (k). An-
other factor that also seem to be of importance for a is
the reflectance (R). The idea is based on the observa-
tion that a for the 761 nm laser is much lower than for
the other two lasers while this laser also features a much
higher reflectance, as shown in Figure 12. With a higher
reflectance there is a lower amount of energy deposited
in the tissue so increasing R should logically decrease a.
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5.3 Method discussion
The measurements from the heat camera was the data
mainly used in the analysis. The reason was that it recorded
the temperature over a large area, allowing both spatial
analysis and subtraction of background noise from an un-
heated spot on the arm. It also did not require perfect
aim on the laser illuminated spot as the peak heated pixel
could easily be found afterwards during data analysis.
The aim of the IR thermometer had to be adjusted fre-
quently and in some measurements it slightly missed the
peak of the laser induced heat spot resulting in less con-
tinuity than from the heat camera. As seen in Figure 17,
most data still correlates well between the IR thermome-
ter and the heat camera. There are a few cases where the
IR thermometer actually reports a higher temperature in-
crease than the heat camera. Those measurements was
generally acquired when using a very small laser spot,
as the smallest resolution of the IR thermometer is better
than that of the heat camera. However, since it only cap-
tured data from a single point there was no baseline data
acquired that could be used in order to suppress noise.
An example is that there seemed to be a tendency for the
temperature of the forearm to drop naturally one or two
tenths of a ◦C after a few minutes of being at rest on the
sample platform. This was subtracted in the heat cam-
era data but is still influencing the IR thermometer data.
However, for analysing stationary in-vitro samples the IR
thermometer is probably more useful than the heat cam-
era because of its higher resolution and sampling rate.

Another method that could have been used for measuring
temperature in the project is using a thermocouple probe.
This was done for example in the study by Ito et al. and
yields the possibility of measuring temperature deeper in-
side the tissue [14]. A main drawback of this method,
also reported by Ito et al., is that thermocouples have a
high tendency of directly absorbing NIR laser light, re-
sulting in measured temperatures much higher than the
true tissue temperatures. Inserting a thermocouple into
living tissue is also a type of operation requiring both ex-
pertise and ethical approval. However, a thermocouple
with low absorption of NIR light could be useful in stud-
ies performed on tissue phantoms.

Living tissue is a medium where the temperature is ac-
tively regulated to pleasant levels. Thermal regulation of
the body is controlled by the hypothalamus [43]. Sweat-
ing is one of these regulating process that contributes in
cooling living tissue. This process was intentionally ex-
cluded from the model as it is difficult to model and its
contribution was assumed to be low for the temperature
levels of this project [35]. For very local heating, cool-
ing effects can be achieved by regulation of the blood
perfusion [15]. However in the study by Ito et al. the
cooling effects from blood perifusion was negliable [14].
In the simulations of this project the blood perfusion rate

was set to a constant value, independent of any external
impacts. More studies on local temperature regulating
processes in living tissue, such as the contribution from
blood perfusion, could provide tools for generating even
better models of thermal regulations in laser illuminated
tissue.

The skin surface temperature development over time, both
for the simulations and experiments, are shown in Figure
18. Both the heating and cooling seem to match well be-
tween the simulations and experiments for the 761 and
971 nm lasers. This suggests a good conformity between
the FEM model of tissue heating and the experiments.
However the temperature development for the 937 nm
laser does not match as well. It seems that much more
energy is deposited in the tissue per time unit in the sim-
ulations than in the experiments. Previously, the impact
of the asymmetric laser spot in the case for the 937 nm
laser has been discussed but there could be more con-
tributing factors. From Figure 18b, it seems like less en-
ergy is deposited in the tissue in the experiments than in
the simulations. The volumetric heat production term in
equation (10) is extracted from the MC simulation and is
only depending on the optical parameters of the media. In
the review by Jacques et al., it is shown that measured op-
tical parameters generally features a very high deviation
between different studies, even on the same type of tissue
[17]. In the review, the standard deviation of the scatter-
ing coefficients for many types of tissue are about half
the mean value. Consequently, the models used for ex-
tracting the absorption (6) and scattering (7) coefficients
feature the same high deviations.

The quality of the output from the MC simulation for this
application can also be questioned. MCX was originally
tested versus the diffusion equation [30] but later stud-
ies also tested it on experimental data [44, 45]. The ex-
perimentally measured quantities correlated well with the
simulations in these works. However, the studied quan-
tities were the emitted photons scattered out of the me-
dia and not the thermal interactions within the media.
No such tests for experimental validation of MCX was
found. However, such a test could be conducted using
experiments on tissue phantoms with known optical and
thermal properties. The experiment could be performed
with the same method as the study on healthy volunteers
in this work.

The model used for extracting the absorption coefficient
is presented in equation (6). The main chromphores for
human tissue in the NIR spectra are blood, water melanin
and fat. However, in the paper presenting this model
Jacques states that roughly 30% of the volume fraction
consists of fibrous materials [17]. Collagen is the most
abundant fibrous protein in our bodies and it is in a more
recent study by Sekar et al., shown to have significant ab-
sorbing properties of NIR light [46]. It is possible that the
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absorption coefficent model could be improved slightly
by also including the collagen spectra.

The experiments in this study were performed without
immobilising the arms of the volunteers. A way of po-
tentially improving the consistency in the experiment re-
sults would be using a suitable U-shaped cradle. The
arms would be placed in this cradle, reducing movement
without the use of straps. Using laser profiles with better
symmetry would also be a simple way of potentially im-
proving the experiment data. The laser profiles used, pre-
sented in Figure 9, featured different geometries resulting
in an uneven spread of the energy over the illuminated
surface. This seem especially apparent for the 937 nm
laser. A way of improving the output profile could be col-
lecting the light in an optical fibre and placing the other
end of the fibre facing the forearm. This method was tried
but proved unsuitable for the setup in this project as the
magnitude of the power lost when focusing the beam at
the fibre end was too high.

It is possible that the white paper that was illuminated
in the experiments for extracting the effective area of the
laser spot, slightly increased the spot size because of its
highly scattering nature. If this is the case the size in-
crease was too small to be distinguished when comparing
with the laser profile acquired by direct illuminating of
a larger CCD detector. The method with the illuminated
paper was practical as it did not require any rearrange-
ments to fit in the setup as was the case when using a
larger detector.

In a study by Mendenhall et al., the reflectance of light
skin was measured to about 50 - 60% for the wavelength
used in this project [47]. In the output of the MC simula-
tions the fraction of energy that was absorbed in the me-
dia is given. The fraction not absorbed in the media is re-
flected, either on the surface or diffusely. These reflected
fractions are presented in Figure 12. The reflectance from
the simulations of the 937 and 971 nm lasers are very
close to the values measured experimentally by Menden-
hall et al. For the 761 nm laser the simulated reflectance
in this work is about 5-10% higher than their measured
values.

5.4 Ethical aspects
Throughout this work the safety of everyone participating
have been of outmost importance. The powers used in the
project was first tested on chicken meat and then carefully
on the author by carefully running numerous experiments
with slowly ramped-up power. For ethical purposes the
forearms of the volunteers were not immobilised as they
were illuminated, something that could have slightly af-
fected the quality of the measurements but something that
was considered the best way of procedure. During the
measurements there were no volunteer that with certainty

sensed any heating of the illuminated spot on their fore-
arm. In the study by Rhoon et al., it was concluded that
no thermal damage can occur in tissue below tempera-
tures of 39 ◦C [29]. Their paper has been an important
guideline for this project as it provided a safe threshold
value for the heating. It was decided, based on their pa-
per, that no measurements resulting in any temperatures
close to reaching 39 ◦C should be performed. In a few
cases during the study, the measured temperature reached
just above 37 ◦C. With possible measurement offsets and
the uncertainty of how the temperature is distributed in-
side the tissue, higher temperatures than that was not de-
sirable.

Despite the negligible risk of thermal damage to the skin,
the hazard of eye damage was also an important issue.
Everyone participating in any of the experiments have
been provided with protective glasses with at least OD6
in the specific wavelength region. These glasses had to
be worn at all times when any laser was in operation in
the lab.

It is also very important that anyone using any of the out-
comes of the work, for example the model in (18), are
aware of the hazards of lasers. It is up to the user of this
work to make sure that no potentially harmful situations
occur. The outcomes of this work can serve as guidance
but they are useless without good judgement of the user.
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6 Conclusion
In this work it has been concluded that laser-induced heat-
ing is linearly depending on the laser power. It is further-
more concluded that the heating is non-linearly depend-
ing on the inverse square of the radius of the laser spot.
By combining these dependencies a model that predicts
the resulting surface heating for wavelengths, powers and
spot sizes in the neighbourhood of the ones used in the
project is produced. Based on the results it is furthermore
concluded that there is no linear correlation between the
intensity of the laser illumination and the surface heating
for the wavelengths, power levels and spot sizes used in
this work.

In order to avoid thermal damage in laser illuminated tis-
sue the model in (18) with the simulated coefficients in
Table 10 can be used. This model predict the surface
heating of light skin within the optical window. The ab-
solute temperature of any tissue should not be allowed to
reach above 39 ◦C [29]. In order to effectively decrease
the laser-induced heating, low power levels and illumi-
nation with larger laser spots are recommended. Illumi-
nation at wavelengths near the ones used in the project
should have similar thermal properties as the one pre-
sented in this work. Extra caution is required when using
powers higher than the 120 mW experimentally tested in
the project or when using illuminated spots smaller than
1 mm2. The temperature increase deeper in the tissue,
as visualised in the left plots of Figure 20, should also
be taken into account as these are less depending on the
size of the laser spot. If illuminating more pigmented
skin, the expected temperature increase should be mul-
tiplied by about a factor 3. The model does not include
any safety margins so these also need to be added as the
results can be highly varying between seemingly simi-
lar people. Generally, a high level of caution is necessary
when working with lasers and especially illuminating liv-
ing tissue. It is up to the user of this work to use their
own best judgement to not expose anyone to any situa-
tions where potentially harmful doses of illumination can
be deposited.

The outcomes of this work are meant to be used for aid-
ing the development of non-invasive clinical devices that
utilise the tissue optical window in the near infrared range
for diagnostics or monitoring.
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8 Appendix

8.1 Appendix A - Power meter calibration
The power meter in the tissue spectroscopy lab required calibration. A more recently calibrated similar power meter was
loaned from the quantum information lab in order to do so. The measured output power as a function of the laser diode
drive current for the two power meters and each diode laser is presented in Figure 22. The differences are plotted in Figure
23 where a calibration curve is extracted.

(a) Power measured close to the 761 nm laser diode surface. (b) Power measured through the laboratory setup for the 761 nm laser diode.

(c) Power measured close to the 937 nm laser diode surface. (d) Power measured through the laboratory setup for the 937 nm laser diode.

(e) Power measured close to the 971 nm laser diode surface. (f) Power measured through the laboratory setup for the 971 nm laser diode.

Figure 22: Measured output power through the laser drive current for by two power meters. The powers are measured very close to the
laser diode and on the end of the laboratory setup for the three laser diodes.
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(a) 761 nm laser diode. (b) 937 nm laser diode.

(c) 971 nm laser diode.

Figure 23: Difference between the calibrated power meter output and the uncalibrated output as a function of the uncalibrated output
for each of the three laser diodes.

The losses in the collector lens had to be accounted for when adjusting the power levels of the lasers. As in the calibration
curves the power over the measured output powers were plotted over the laser diode drive current for the three lasers, both
before and after the collector lens in Figure 24. The differences were plotted in Figure 25 and a calibrational curve was
extracted.
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(a) 761 nm laser. (b) 937 nm laser.

(c) 971 nm laser.

Figure 24: Measured output power through the input current for the lasers both with the beams sent through the collector lens and
without the collector lens.
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(a) 761 nm laser. (b) 937 nm laser.

(c) 971 nm laser.

Figure 25: The difference between the undisturbed laser beam and the beam that was sent through the collector lens. The data was
collected with the uncalibrated power meter from the tissue lab.

8.2 Appendix B - Measurement protocol
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Measurement protocol – NIR tissue heating 
 

1. Start the PC. Make sure that the heat camera (FLIR C2), IR theromometer (Optris CT-SF-C1) 

and camera (Thorlabs) are connected and start their respective software programs. Create a 

folder for today’s measurement data. 

2. Connect the TAC and LD cables to the desired diode house for the laser diode. Check the 

”act”  TAC value at room temperature and set the ”set” value top the same. Start TAC. 

3. Start the power meter. Make sure that the right wavelength for the laser is selected and that 

the filter is set to ”in”. 

4. Start the laser and place out the right optics for the desired spot-size. Make sure that the 

beam is aligned with the rail, is guided over the tape marking and that the height of the spot 

is similar to the diode height. Also make sure that the whole spot is guided from the collector 

lens into the power meter detector window. 

5. Make sure that the highest required power can be reached in the power meter. If not, adjust 

the optics. 

6. Place the black plastic box at the tape line and start illuminating it with the laser. Check the 

heat camera and IR thermometer program. Make sure that the whole image is visible in the 

heat camera and carefully adjust the IR thermometer in order to measure the highest 

possible temperature at a distance of 1 cm from the lens edge without interrupting the 

beam. 

7. Shut of the laser and place the ruler at the sample tape line. Take an image with the spot-size 

camera where a line of at least 2cm is visible. Name the image ”Spotsize_ruler_’date’.jpg” 

(unless moving the camera one of these rulers per day is enough). 

8. Place the white paper at the sample tape line. Start the laser and make sure that the spot is 

visible from the camera. Set gamma to 1 and gain to 0. 

9. Turn off the room light and make sure the laser is the only light source. Adjust the power so 

that the image is not overexposed and take an image of the spot, through the paper. Name 

the image ”XXXnm_’Size’spot_’date’.jpg”. 

10. Turn on the room lights and remove the white paper from the sample stage. Adjust the 

power of the beam so that it matches the required power for this experiment. 

11. Turn off the laser. Tape a coin onto the subjects right forearm, fully visible and normal to the 

heat camera lens. Place the arm on the sample stage. Make sure that some part of the arm is 

at the same place as the black plastic box was so that the IR therommeter measures the right 

spot. 

12. Make sure that the IR thermometer is set to ”emissivity = 0.996”, and ”ambient temperature 

= 21 degC”. 

13. Make sure the heat camera is set to ”emissivity = 0.996”, ”ambient temperature = 21 degC”, 

”output optics temperature = 21 degC” and ”distance = 0.1”. 

14. At t = 0 s, start the IR thermometer from its software. At t = 10 s start the heat camera 

recording from its software. At t = 30 s start the laser – stay completely still. At t = 3 min 30 s 

(210 s) turn off the laser. At t = 6 min 30 s (390 s) stop the heat camera recording. At t = 6 

min 40 s (400s) stop the IR thermometer. Now you can move the arm! Save the heat camera 

data, without parameters in the folder as ”XXXnm_XXXmW_’Size’spot_’date’.csv”. Save the 

IR thermometer data in the folder as ”XXXnm_XXXmW_’Size’spot_’date’.dat”.  

15. Repeat the necessary steps depending on what the next measurement is. 
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Power: 80 mW 100 mW 120 mW 

761 nm (67.6 mW) (84.6 mW) (101.5 mW) 

Small spot    

Medium spot    

Large spot    

937 nm (69.6 mW) (87.0 mW) (104.4 mW) 

Small spot    

Medium spot    

Large spot    

971 nm (70.2 mW) (87.8 mW) (105.3 mW) 

Small spot    

Medium spot    

Large spot    

 

The power meter is uncalibrated so the calibration factor must be added for acquiring the true power 

(calibration). There are also losses in the collector lens that must be added (collector losses). 

Wavelength (nm) Calibration factor Collector losses factor Total correction factor 

 761 1.079 1.096 1.183 

937 1.080 1.064 1.149 

971 1.048 1.087 1.139 
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